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Abstract

Student dropout is non-attendance from school or college for an extended period for
no apparent cause. Tending to this issue necessitates a careful comprehension of the
basic issues as well as an appropriate intervention strategy. Statistical approaches
have acquired much importance in recent years in resolving the issue of student
dropout. This is due to the fact that statistical techniques can efficiently and effec-
tively identify children at risk and plan interventions at the right time. Thirty-six
studies in total were reviewed to compile, arrange, and combine current information
about statistical techniques applied to predict student dropout from various academic
databases between 2000 and 2023. Our findings revealed that the Random Forest in
23 studies and the Decision Tree in 16 studies were among the most widely adopted
statistical techniques. Accuracy and Area Under the Curve were the frequently used
evaluation metrics that are available in existing studies. However, it is notable that
the majority of these techniques have been developed and tested within the context
of developed nations, raising questions about their applicability in different global
settings. Moreover, our meta-analysis estimated a pooled proportion of overall drop-
outs of 0.2061 (95% confidence interval: 0.1845-0.2278), revealing significant het-
erogeneity among the selected studies. As a result, this systematic review and meta-
analysis provide a brief overview of statistical techniques focusing on strategies for
predicting student dropout. In addition, this review highlights unsolved problems
like data imbalance, interpretability, and geographic disparities that might lead to
new research in the future.
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Introduction

There is an ever-increasing interest in exploring the subject of education dropout
worldwide, with high incidence risks as one of the biggest challenges [1]. Drop-
out seriously impacts education systems, resulting in lower enrolment and failure
to meet academic goals [2]. As a result, schools, colleges, universities, and gov-
ernments face economic and social consequences. Moreover, when administrators
lack the resources to detect at-risk students in danger of dropping out, dropout
becomes a severe subject [3]. Consequently, only some remedial procedures are
adapted on time to retain students in schools and colleges [4]. So, predicting stu-
dent dropout and detecting the elements that could lead to this significant phe-
nomenon is now becoming a priority [5]. Most of the predictive modeling tech-
niques used need to be explained. This might be one of the reasons why this issue
of dropouts still exists [1].

Machine Learning (ML) techniques are among the most widely researched
solutions for dropout prediction. In developed nations, extensive research has
been done on creating student dropout prediction algorithms [6—8]. Furthermore,
there is substantial work on ML-based techniques to prevent dropouts [9, 10]. Lit-
erature-based knowledge can shift the dropout prevention effort from responsive
to proactive. This could be more practical now than at any other time because
Information and Communication Technologies (ICTs) have effectively changed
how information has been gathered and handled, a vital element to the data-
driven harnessing of a logical sequence of observed occurrences. However, con-
fusion still prevails concerning the viability of the current insightful procedures
and models. Despite a few past research endeavors, difficulties still need to be
addressed.

The necessity to check the efficiency of systematic reviews examining the bold
prediction of education dropout using statistical techniques has inspired us to
investigate. In addition, this review looks beyond the results to highlight persis-
tent problems such as data imbalance, interpretability, and geographic inequali-
ties. These unresolved problems are noted as promising areas for future study,
highlighting the domain’s dynamism and the chances for advancement and inno-
vation in dealing with student dropout on a worldwide scale. A sequential pro-
cedure is used to recognize, select, and evaluate the synthesized investigation
results to align with research objectives [11, 12]. This systematic review and
meta-analysis aim to survey the statistical techniques-based works conducted in
education dropout prediction between 2000 and 2023. The objectives of the study
are:

1. To better understand the statistical methods and strategies used to predict student
dropout.

2. To evaluate the efficiency and standard performance metrics of current statistical
methods in the reviewed studies.

3. To recognize the exploration difficulties and limits confronting the current statisti-
cal techniques for predicting student dropout.
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Methods
Survey methodology

This systematic review and meta-analysis were performed to examine what types
of statistical techniques are used to predict early education dropout. We framed the
Population, Intervention, Comparison, Outcome (PICO) model to justify the above
research question. Preferred Reporting Items for Systematic Reviews and Meta-
Analyses (PRISMA) guidelines for searching and assessing published articles for
systematic review and meta-analysis are followed [13].

Search strategy

The electronic literature databases IEEE Explore, ScienceDirect, Web of Science,
Association for Computing Machinery (ACM), and Scopus were searched to collect
the relevant articles published between 2000 and 2023. Figure 1 summarizes the
general procedures followed in our systematic review. The databases were searched
using the identified keywords. The keywords are trailed multiple times and modified
in each database to obtain relevant studies and are given in Appendix A. Finally,
full-text papers were manually searched and selected for this study.

Inclusion and exclusion criteria

Research articles that are obtained in the search strategy are assessed using the inclu-
sion criteria fixed by researchers. The research articles published in peer-reviewed
journals or scientific forums were mainly considered. Studies that predict early edu-
cation dropout using statistical techniques were considered for review. At the same
time, a study that uses student databases for the prediction was also included. Stud-
ies that do not focus on the student’s education dropout prediction were excluded
from the review. Studies missing the requisite data for a thorough investigation of
dropout prediction were also eliminated. As part of this systematic review, we fol-
lowed PRISMA’s basic principles for ensuring clarity and quality. Table 1 provides
the criteria for inclusion that we used when selecting the articles.

Two authors independently reviewed the potential research studies by reading the
titles and abstracts of the articles using the search query and manual searches. In
the second phase, the identified research articles are completely screened to remove
duplicates and irrelevant studies. Two authors examine the selected research papers
independently to decide whether to include the research paper in the review. A third
author solved discrepancies between the two authors through a joint discussion.
The included articles’ quality is evaluated using the Joanna Briggs Institute (JBI)
Critical Appraisal Checklist for Analytical Cross-Sectional studies in the third phase
[14]. JBI is a methodological quality assessment tool for various types of research.
Based on this assessment, methodologically good articles were included for quali-
tative synthesis. The JBI checklist of studies in this review did not exclude many
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Fig. 1 Steps of our review
methodology
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Table 1 Inclusion criteria in our systematic literature review

Inclusion criteria Description

Aim Studies that predict early education dropout using statistical tech-
niques

Empirical evidence of prediction Studies with dropout databases should be used for early dropout
prediction

Language of publication English written research studies

Year of publication Research studies published from 2000 to 2023

Publication details Studies must be published in scientific forums

Auvailability of articles Open-access and full-text articles will be considered for qualitative
synthesis

owing to poor methodology. A summary of the risk of bias is provided in Appendix
B. As shown in Fig. 2, we have searched and screened articles using the PRISMA
flowchart.

Data extraction

An effective data extraction design was created in Microsoft Excel based on the sur-
vey objectives and the inclusion criteria [15]. Research articles selected for quali-
tative synthesis were analyzed to extract the data supporting the review’s primary
focus. Information such as types of dropouts, country, sample size, data source and
software used, methodology, the prevalence of the study, and year of publication and
title of the study were extracted.

The initial records identified through a database search of IEEE Explore included
749 articles, Science Direct 51 articles, Association for Computing Machinery
(ACM) 453 articles, Scopus 185 articles, and Web of Science 858 articles. After
screening the title and abstract of each research article, 29 articles from IEEE
Explore, 6 articles from Science Direct, 10 articles from ACM, 23 articles from
Scopus, and 25 articles from Web of Science were selected for further investigation.
A Manual search resulted in the inclusion of 20 articles. Removing duplicates and
screening full texts included 13 articles from IEEE Explore, 5 articles from Science
Direct, 3 articles from ACM, 2 articles from Scopus, 6 articles from Web of Sci-
ence, and 7 articles through manual search. Appendix C summarizes the outcomes
of the search and screening details. The data for both qualitative and quantitative
synthesis were taken from 36 and 22 publications finalized. Table 2 provides the
characteristics of the included studies, and other features are given in Appendix D.

Statistical analysis

To determine the proportion of the minority class (dropouts), a PRAW (meta-
analysis with random effects and a summary measure of proportion random
effects model) analysis was conducted. Multiple factors led to the selection of the
PRAW method. First, it is incredibly well suited for meta-analytic examination of
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Fig.2 PRISMA flowchart of our systematic review

binary outcomes, like dropouts vs. non-dropouts. Second, PRAW is robust and
suitable to our analysis because it considers both within-study and between-study
variability, where several studies from various sources were included [51]. Fur-
thermore, using random effects models enables a more accurate representation of
the underlying diversity among multiple studies. The /? statistic, with an I* value
between 75 and 100%, reflects the variability among research. To determine the
reliability of our conclusions, we performed a sensitivity analyses by established
practices for meta-analysis using leave-one-out approach. We further stratified
our analysis by type of dropout (University vs. School). Additionally, publica-
tion bias was carefully examined using trim and fill plots, Egger’s test, and rank
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correlation test. The meta and metafor packages were used for all analyses in R
Studio.

Result

This section contains basic information on the reviewed studies, the data pre-pro-
cessing techniques used, the statistical methods used to predict student dropout,
and the model assessment metrics used to evaluate the performance of the model.

Trends in dropout prediction research

The quantity of studies focussing on predicting student education dropouts is
steadily increasing. Since 2017, the interest in dropout prediction models has
increased, which depicts the universal trend in identifying at-risk students early
to improve their proficiency in education, as shown in Fig. 3. Our database search
turned up published studies to the end of March 2023, which might indicate a
minor drop in the count of published studies in 2023.

Geographic distribution of research

The result compiled research that was carried out in different nations such as
Bangladesh, Brazil, Chile, Denmark, Egypt, Germany, Ghana, Guatemala, Hun-
gary, India, Italy, Korea, the Netherlands, Peru, Philippines, Portugal, Slovakia,
South Africa, South Korea, Spain, Thailand, United States of America, and Uru-
guay. We have opted to group them into continents, as shown in Fig. 4. Ten stud-
ies were from Europe, followed by nine studies in South America, Seven in Asia,
and five in Africa and North America. Out of 36 studies, twenty-six studies (72%)
used University databases to predict student dropout. Ten studies (28%) used
school dropout data, as shown in Fig. 5.

Fig.3 Number of articles dis- 8 ; .
tributed by year of publication 7
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Dataset characteristics

The datasets used in the research articles are classified into five categories based
on the number of data included, as mentioned in Fig. 6. Seven studies used an
experimental dataset of less than 1000 students, twelve used datasets ranging
from 1001 to 10,000 students, and eleven used 10,001-50,000 students. The
remaining six studies used more than 50,000 student datasets for early predic-
tion. When we analyzed the prediction accuracy of each prediction model, we
found varied results based on the sample size used in their study. The articles
with smaller datasets as well as larger datasets have provided mixed findings. To
iterate, the included study with a sample size of 2401 students gave a weak pre-
diction as the accuracy of the model was found to be (70.47%)[33]. In contrast,
a study conducted in Slovakia with 261 students resulted in a prediction with
greater accuracy of 91.66% [46].

In this context, it is essential to point out that arriving at a significant con-
clusion based on the classification of training datasets into two pools, small or
adequate sample size, is a challenging task. To reason, the results derived from
mixed findings are influenced by factors such as data imbalance, error tolerance,
and the kind of prediction technique used. Also, comparing the performance of
each prediction model on varying datasets will not provide conclusive results.
There is no conflict that the greater the sample, the more accurate the prediction.
Whatever the case, this was not obvious from our qualitative synthesis.

Software utilization in dropout prediction

As for the software used to examine the datasets, we recognize eight different
software from 22 studies in Fig. 7. The outcome features of broadly utilized

g 10
ER: 7
"
2 <,
s , 1 1 . 1 1
[ — | [ —
o 2> N RS S S Y >
o Q’Z;& §0 @\(\Q’ %V“ (_)O' $Q\ﬁ
o < D
3 Q
<& L
= Java Pentaho Data Integration Tool
Python = R
= Rapid Miner = SAS
= SQL = Weka

Fig. 7 Distribution of included studies by software used for analysis
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software WEKA, R, and Python are doubtless because of their wide range of
programmed learning algorithms for mining, adaptability in modeling, and func-
tionalities. Fifteen investigations should have indicated the software they used to
develop their dropout models.

Understanding prediction methods
Data pre-processing

The essential target of information pre-handling is comprehending the information
and its factors. Before applying statistical techniques, it is vital to do some pre-
processing procedures such as cleaning, integration, encoding, attribution, dimen-
sionality decrease, standardization, and variable transformations. The quality and
dependability of accessible data directly influence the outcome acquired; hence, pre-
processing should be highlighted as a significant task. In practice, certain specific
pre-processing procedures were used to set up every one of the recently portrayed
data to complete grouping assignments accurately. First, all accessible data were
incorporated into a solitary dataset. Those students who did not have 100 percent
full data were wiped out throughout this cycle.

As one can expect, the dataset is profoundly unequal since the students who leave
the studies are a minority, and the proportion between the negative (non-dropout)
and positive (dropout) models is around 3:1. Even though this is great for educa-
tional management, preparing an ML model for paired order with an exceptionally
unbalanced dataset may result in poor final performance, fundamentally in light of
the fact that in such a situation the classifier would underrate the class with a lower
number of tests [52]. To resolve this issue, sampling or balancing/rebalancing algo-
rithms may be applied to the data prior to pre-processing.

Only a few studies in this qualitative synthesis have used the Synthetic Minority Over-
sampling Technique (SMOTE), Random under-sampling, and Random over-sampling.
Appendix E shows 26 different data pre-processing techniques found in this survey.

Data analysis

After pre-processing the acquired data, extraction, and analysis were used to trans-
form the data into information and achieve the desired outputs. Regarding education,
statistical or machine-learning approaches can be used to estimate student dropout.

Supervised or structured learning depends on training from a collection of labeled
data in the test dataset as it can distinguish unlabelled data in the test set to the maxi-
mum possible accuracy [53]. The worldview of this learning is effective, and it gen-
erally finds answers for a few linear and nonlinear problems, such as classifications,
predictions, forecasts, advanced mechanics, and so on.

Previous research concentrated on supervised or structured learning techniques
for identifying academic dropout students. For example, the commonly used models
are Bayesian Classifier, Association Rule Learning, Logistic Regression, Random
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Forest, Ensemble Learning, and Neural Network models [54]. As for clustering
approaches, the researchers prefer neural networks and decision trees for forecast-
ing students’ success [55]. Gray et al. 2014 describe a neural network as having the
unique feature of recognizing all the possible correlations between indicator factors
and being able to detect independent and dependent factors with no doubt [56, 57].
In contrast, decision trees have been employed to discover smaller or larger data
structures and forecast their value as they are simple and straightforward [58, 59].

A few predictive models were developed to resolve the issue of dropout utilizing
various methodologies like time-to-event analysis, the Generalized Linear Model,
Linear Discriminant Analysis, and Bayesian Network [10, 31, 47]. Different Regres-
sion methodologies, such as Probit Regression, Multi-Task Logistic Regression, and
Neural Multi-Task Logistic Regression, were also introduced to perform early stu-
dent dropout identification. The utilization of unsupervised learning is not found in
any of our chosen investigations.

The time-to-event analysis is utilized to investigate information from the time
until the incident occurs [60]. It provides different components to deal with censored
data issues that emerge in modeling the longitudinal data, which happens univer-
sally in other application spaces [48].

The use of time-to-event analysis to examine student dropout was pioneered in
the area of education and management. To investigate the impact of various school
classifications on the school effects, Carl Lamote et al. (2013) employed a multilevel
discrete-time hazard model [16]. Ameri et al. (2016) used a semi-parametric method
to construct a time-to-event analysis framework to determine in-danger pupils [10].
This methodology collects time-varying characteristics and exploits that knowledge
to estimate student dropout better, utilizing the available students datasets from
2002 to 2009 of Wayne State University. Indeed, in time-to-event analysis, individu-
als are generally monitored for a specific amount of time, focusing on the moment
the event of interest happens [61]. Analyzing academic, socioeconomic, and equity
factors, Daniel A. Gutierrez-Pachas et al. (2023) employed parametric, semi-para-
metric, and advanced survival approaches to predict higher education dropout [48].
As a result, the advantage of time-to-event analysis over the other techniques is the
potential to incorporate a temporal factor into the framework as well as to manage
censored information successfully. Despite the fact that the effectiveness of time-to-
event analysis approaches in other fields, such as health sectors, technology, finance,
human resource management, etc., there need to be more attempts to apply such
techniques to the problem of student dropout [62].

Linear Discriminant Analysis acts as a dimensional reduction algorithm attempt-
ing to lessen the data complexity by projecting the real component space on a lower-
dimensional one while attempting to hold significant data variation; likewise, it
doesn’t include parameter settings. Del Bonifro et al. (2020) fostered an ML tech-
nique to anticipate the dropout of a first-year undergraduate student. The proposed
technique permits estimating the danger of leaving a scholarly course, and it tends to
be utilized either during the application stage or during the principal year [31].

The Exemplary methodology for estimating a statistical connection between
an independent variable and a few other independent variables is the regression
technique. Berens et al. fostered an early recognition framework utilizing probit
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Table 3 Frequency of most

involved prediction techniques Model name Frequency
Random Forest 23
Decision Tree 16
Logistic Regression 14
Support Vector Machine 12
Artificial Neural Network 11
Naive Bayes 10
K-Nearest Neighbour 10

regression to predict student success in tertiary education and provide designated
intervention [23]. Appendix F categorizes the 36 research articles as per the pre-
diction methods utilized for early student dropout. Table 3 shows the most often
involved prediction strategies in the qualitative synthesis. Random Forest has been
used in 23 studies, followed by a Decision tree in 16 studies, Logistic Regression in
14 studies, Support Vector Machine in 12 studies, Artificial Neural Network in 11
studies, Naive Bayes classifier, and K-Nearest Neighbour in 10 studies.

Performance evaluation
Evaluation metrics for dropout prediction

Given the inherent probabilistic nature of predictive models, evaluating the out-
comes while using them is crucial. A model’s performance is greatly influenced by
evaluation measures, which also help determine what changes should be made to
improve the accuracy of predictions. Various criteria have been suggested in the lit-
erature to achieve more accurate prediction models [63, 64]. The kind of problem
being handled determines the evaluation metrics to be used. We analyzed the model
measurements used in the investigations and found that 21 investigations evaluated
their prediction quality through ’accuracy,” followed by area under the curve (AUC)
in 19 studies. Precision and Recall, kappa, and F1 measures are additional perfor-
mance measures identified for classification problems [50].

Similarly, Mean Squared Error (MSE) and Mean Absolute Error (MAE) were
identified in fewer studies for regression problems [10, 27, 48]. The reviewed studies
used several performance indicators to assess the validity of the dropout prediction
models. A single measure was utilized in eight (22%) investigations to evaluate the
dropout prediction. Seven investigations (19%) employed two performance criteria,
whereas ten investigations (28%) used three. More than four measures were used in
37% of the investigations given in Appendix D.
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Challenges in predicting student dropout
Data imbalance

We meta-analyzed the 22 studies that reported the proportion of dropouts in a data-
set out of the 36 papers that were included in the qualitative synthesis. The estimated
pooled proportion of overall dropouts was found to be 0.2061 (95% confidence inter-
val (CI): 0.1845-0.2278). Estimates varied greatly from 0.0023 to 0.6018, which
might be partially attributed to variations in dropout types. This means that, on aver-
age, only 20% of dropout samples were used for dropout prediction. This indicates the
data imbalance problem in the prediction of student dropout problems. The estimated
tau-squared value was found to be 0.0016, with a standard error (SE) of 0.0015, sug-
gesting some heterogeneity among the effect sizes of included studies. The /> statistic
also showed significant heterogeneity with an I value of 99.96% (P <0.05). We car-
ried out further stratified meta-analyses to better comprehend this component’s inter-
action. Focusing on the specific type of dropout, we calculated a pooled proportion of
dropouts in universities to be 0.2393 (95% CI: 0.2086-0.2700), which was lower than

Study Dropout  Total Proportion 95% C.I.

type = university

Francesca Del Bonifro 2100 15000 ® it 0.1400 [0.1344; 0.1456]
Warit Tenpipat 1436 13714 ‘o 0.1047 [0.0996; 0.1098]
Frederick F. Patacsil 1445 2401 | - 0.6018 [0.5823; 0.6214]
Johannes Berens 3044 14496 4 0.2100 [0.2034, 0.2166]
Johannes Berens 1444 7600 - 0.1900 [0.1812; 0.1988]
Vinayak Hegde 7 50 ——+ 0.1400 [0.0438; 0.2362]
Lovenoor Aulck 75 32538m@ ' 0.0023 [0.0018; 0.0028]
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S.Ameri 1779 11121 ‘) 0.1600 [0.1532; 0.1668]
Raghad Al-Shabandar 6500 11300 . + 0.5752 [0.5661; 0.5843]
Delali Kwasi Dake 410 1239 o 0.3309 [0.3047; 0.3571]
Francisco A. da S. Freitas 2N 1549 tt 0.1491 [0.1314; 0.1669]
Common effect mode/ 183606 * | 0.0157 [0.0152; 0.0162]
Random effects model o 0.2393 [0.2086; 0.2700]
Heterogeneity:l” = 100%, ,, = 5082552 (p = 0) :

1
type = school E
Sunbok Lee 1657 165715 @ | 0.0100 [0.0095; 0.0105]
Carlos Marquez Vera 60 670 -+ | 0.0896 [0.0679;0.1112]
AJF Garcia 783 1418 { SE 0.5522 [0.5263; 0.5781]
Emanuel Marques Queiroga 3006 261446 @ ' 0.0115 [0.0111;0.0119]
Marina Segura 541 3428 * ' 0.1578 [0.1456; 0.1700]
Jovial Niyogisubizo 51 261 - 0.1954 [0.1473; 0.2435]
Diego Opazo 533 3750 - 0.1421 [0.1310; 0.1533]
Diego Opazo 471 2201 + 0.2140 [0.1969; 0.2311]
Thiago M. Barros 262 5788 » ! 0.0453 [0.0399; 0.0506]
Zihan Song 7801 60010 = 0.1300 [0.1273; 0.1327]
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1
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Test for subgroup differences (fixed effect): 1‘1 =80.28,df=1 (p <0.01)
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Fig. 8 Forest plot showing the pooled proportion of dropout
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school dropouts 0.1734 (95% CI: 0.1429-0.2039), which showed a significant differ-
ence. We observe that estimates for these groups ranged widely, from 0.0023 to 0.6018
for University dropouts to 0.0100 to 0.5522 for school dropouts, as shown in Fig. 8.
Sensitivity analysis is performed to strengthen the reliability of the findings using the
Baujot plot, Influencer analysis, and Leave-one-out analysis. The results of the trim
and fill method, rank correlation test for funnel plot asymmetry showed no publication
bias, and the Eggers test revealed a publication bias, which is given in Appendix G.

Discussion

Student dropout prediction has become essential for higher education pioneers
[65]. Statistical learning has acquired massive momentum in the past ten years
to improve early student dropout identification. Statistical learning and advanced
machine learning are declared to work on fulfilling dropout prediction [66]. Vari-
ous significant concerns exist for computerizing the appraisal of individual drop-
outs that might serve as a bridge to student success in school [67, 68]. Yet, it is
still being determined how statistical learning and machine learning can be used
to illustrate and predict early student dropout. The present systematic review was
conducted to make an effort to connect this gap in research.

To answer the first and second objectives, we thoroughly examined the statistical
and machine learning methods employed in the included studies. The decision to
go back twenty years was influenced by new revolutionary advancements in statis-
tics and machine learning in producing high-quality results associated with educa-
tion dropout prediction. The study closest to our systematic review was the review
detailed by Chen J (2022), which looked into a few investigations estimating mas-
sive open online course (MOOC) dropouts from 2012 to 2022. Though the survey
attempted to sum up the principal methods for predicting early dropout, analysis to
detail the consequences of the predicted models still needs to be provided [69].

Based on our review, the development and use of predictive analysis methods
that predict student dropout has been at an all-time high since 2017. Moreover,
developed countries are taking a giant stride in researching the early identifica-
tion of at-risk students. The quantity of articles published in the field of education
dropout prediction is increasing year by year [70, 71]. Researchers still need to
be satisfied with their attempts to develop modeling techniques that predict early
student dropout [68]. Our review observed that the dropout expectation models
were created as independent modules rather than evaluation programming in
many studies. Though ensemble methods are well established to improve predic-
tive performance [64], almost 90% of the research studies developed a model that
relied on statistical or machine learning techniques. Furthermore, despite their
importance, fewer models were expanded to clarify and validate the estimate of
student dropout [72]. Only a few studies used advanced survival techniques and
Bayesian networks for early dropout prediction. We utilized scientific classifi-
cation to order the prediction models from our qualitative synthesis [70]. Ran-
dom Forest, Decision Tree, Logistic Regression, Support Vector Machine, Naive
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Bayes classifier, K-Nearest Neighbour, Artificial Neural Network, and Gradient
Boosting have been the most utilized methods for estimating student dropout.

The wide use of diverse statistical approaches appears across all of the included
studies, which is a similarity. A wide range of techniques are used by researchers,
including traditional linear models, decision-based models, and advanced ensem-
ble methods [22, 26, 27]. This variety emphasizes that statistical methods have
distinct advantages in handling the multidimensional nature of dropout predic-
tion. In the case of evaluation metrics, to assess the effectiveness of the predic-
tive models, accuracy and AUC were used as the most important metrics [49,
50]. Some performance metrics such as specificity and sensitivity, Kappa, F1
score, confusion matrix, absolute mean error, mean square error, C-index, and
precision-recall were also used for performance evaluation [36, 48]. Numerous
researches recognized the difficulty of unbalanced datasets in prediction, where
dropout instances were a minority class. The necessity of methods to resolve data
imbalance was highlighted in most of the studies. Still, only a few studies solved
the data imbalance issue using balancing and rebalancing algorithms [47, 49, 50].

The regional focus of the investigations showed a clear difference. While some
study on dropout prediction was done in developed nations, there were few studies
in emerging or resource-constrained countries [44, 46, 48]. This discrepancy under-
lined the need for specialized solutions in various global situations. Models did not
consistently consider temporal elements, such as variations in dropout risk over
time. While some research focused on temporal dynamics, others mainly used static
predictors [10, 21]. Studies revealed differences in the distinct types and dimensions
of risk factors adopted by dropout models for prediction. Some research examined
various sociodemographic, academic, and behavioral variables, while others con-
centrated on fewer predictors [41].

A meta-analysis was performed to determine the proportion of dropouts in the
included studies to address the third objective. This investigation exposed a fun-
damental problem with the research on student dropout prediction related to data
imbalance. Many scientific works fail to consider how dropout could be reduced in
the datasets that are currently accessible. This becomes a significant issue, particu-
larly concerning student academic performance, as dropout pupils sometimes differ
from those who stay [73]. Subsequently, future research should consider developing
a student dropout model that considers its data imbalance problem. Data balanc-
ing techniques have successfully addressed the issue of data imbalances in predict-
ing student dropout using machine learning [74]. These methods have enhanced the
accuracy and decreased data bias in the model. More study is required in multiple
geographic areas to guarantee the adaptability of these strategies across various edu-
cational contexts. Many methods for balancing data include over-sampling, under-
sampling, and combining the two. While under-sampling results in fewer occur-
rences of the majority class, over-sampling results in more instances of the minority
class. Some data-level strategies employed are the SMOTE and Adaptive Synthetic
Sampling Approach (ADASYN). Techniques at the algorithmic level, such as Bal-
anced Random Forest and SMOTE-Bagging, have also been used [75]. A number
of the included studies illustrate the use of data-balancing approaches in predict-
ing student dropout. For example, one study that used a decision tree method with
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under-sampling to balance the dataset got a precision of 98.9% [29]. An AUC of
78% was obtained in a different study that combined over-sampling and under-sam-
pling methods with a logistic classifier [49].

Additionally, several other challenges were also identified. Primarily, a large
portion of every prediction technique is applied and assessed in advanced nations
utilizing the available data sources gathered from developed nations. The barriers
to acquiring available datasets from emerging countries necessitated the develop-
ment of new datasets [76]. This includes converting the enrolment data of individu-
als from paper-based methodology to computerized capabilities. Moreover, to the
best of academics’ knowledge, only some studies have been directed at developing
nations. We suggest further examination to investigate the worth of statistical learn-
ing in preventing dropouts in emerging countries.

The inability to comprehend results is one of the fundamental flaws of ML mod-
els, particularly advanced ML models, as it is challenging to ascertain the exact
method that was used to mine the results. It is challenging to comprehend why a
specific prediction was made in some circumstances [49]. As a result, educational
managers might not believe that such models can be relied upon to support their
decisions, mainly when a student’s future is at risk. To promote transparency of
algorithms and reliability, explainable artificial intelligence is viewed as a viable
technique. This could make outputs more intelligible as well as acceptable [77, 78].

Next, most studies have only focused on general terms of early identification. To
add detail, research in emerging nations must emphasize working with a more robust
and exhaustive detection system that can recognize individuals in danger in forthcom-
ing groups, grade individuals as per their likelihood of dropping from schools (getting
dropped), and distinguish individuals who are in danger way before they drop [79].

Moreover, several researchers utilized academic datasets to address the issue of stu-
dent dropouts. Considering the resource constraints the developing nations experience,
they can use alternative methods of school-level information that may address school-
related attributes and apply appropriate prediction techniques to strengthen the sug-
gested computation analysis [80]. To advance the area of student dropout prediction,
research initiatives should be expanded outside of developed countries to address the
difficulties encountered by developing countries. A sophisticated strategy for prevent-
ing dropout is required because these regions frequently have diverse cultural, social,
and educational backgrounds [49]. Statistical methods can be modified to meet emerg-
ing countries’ distinctive needs and difficulties, resulting in more efficient and locally
appropriate dropout prevention measures. Statistical models must include temporal
changes. The academic process of a student is unpredictable, and dropout risks might
change over time. Models that consider these temporal considerations can deliver
more precise and realistic predicted outcomes [48].

Limitations
As with all research efforts, a few limitations should be acknowledged. The same

goes with a wide range of surveys, and there, we may have missed some studies
predicting dropout due to our selected search queries or the screening procedures.
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Moreover, we focused our inquiry on the predictive models of student dropout over
the last twenty years. It was also seen that a few investigations included only some
exploratory and estimating characteristics, such as the dataset’s quality, prediction
model type, and variables affecting dropout. This, in the long run, impacts the nature
of our qualitative synthesis. Sadly, many investigations did not implement a precise
approach, making the evaluation more difficult. Our review was determined by the
primary objective that may have outlined the review cycle, and we concluded.

Conclusion

Through a comprehensive and data-driven approach, our study delved into the cru-
cial area of student dropout prediction, an important precursor to successful student
transition. This evidence-based approach has the potential to significantly improve
student outcomes and pave the way for a more successful and fulfilling educational
journey. We followed Preferred Reporting Items for Systematic Reviews and Meta-
Analysis and Systematic Literature Review procedures to design the survey. An
overview of statistical methods for dealing with the problem of student dropout is
introduced. The summary makes a few determinations; first, while a few strategies
were presented for dealing with student dropout in advanced nations, there needs to
be more literature about utilizing various techniques for resolving dropout prediction
in emerging countries. Researchers must focus more on handling data imbalance,
which is another important problem. Despite extensive efforts in employing vari-
ous prediction techniques, inadequate assessment metrics are often used to evalu-
ate model performance. Third, many experts focused on early prediction instead of
positioning or even estimating components for resolving the dropout issue. Finally,
when dealing with a problem, school-level datasets should be reviewed to develop
alternative strategies that would assist administrators in predicting in-danger stu-
dents for early intervention.
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