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Abstract
Based on the inspiration that the communication signal between neurons in biology is composed of short electrical pulses, 
we investigate a new variant of spiking neural P systems, i.e., spiking neural P systems with polarizations (PSN P systems), 
which have a rule-triggering condition associated with polarization. In this work, we focus on the computational power of 
sequential PSN P systems with delay based on the maximum number of spikes, i.e., the ability to preferentially fire the neuron 
with the maximum number of spikes among the active neurons at each step (except for the neurons in the refractory period) 
of the computation. Thus, two strategies are considered, i.e., the max-sequentiality strategy and the max-pseudo-sequentiality 
strategy, and we prove that PSN P systems with delay adopting the max-sequentiality strategy or the max-pseudo-sequentiality 
strategy are Turing universal as number generating devices. The results give positive answers to the open problem formulated 
in [Tingfang Wu et al. (2020), Neurocomputing, 401, 392–404].
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1  Introduction

The human brain is a complex “computing” system, but 
also the source of inspiration for the generation of efficient 
computational models and algorithms. Especially neural 
computation, it simulates the working mechanism of the 
human brain and proposes an intelligent computation model 
through the study of the structure and function of the human 
brain nervous system, information processing, memory stor-
age, etc [9]. It is well known that membrane computing has 
become popular research in the computing area. In particu-
lar, spiking neural P systems are also evaluated as the third 
generation neural network model [7, 18–20].

Membrane computing is a new branch of biological 
computing [27]. It mainly studies how to build a distributed 

parallel computing model from the structure and function of 
cells, referred to as P systems, and analyzes the computing 
power of this computing model (whether it is equivalent to 
the Turing machine) and computational efficiency (whether 
it is possible to solve difficult computation problems in an 
effective way). There are three types of P systems: cell-like 
P systems, tissue-like P systems, and neuron-like P systems, 
which specific details, readers can refer to [28–30] for more 
contents on membrane computing.

And then, spiking neural P systems (SN P systems) are a 
special class of neural-like P systems, which are inspired by 
the process mechanism that neurons communicate with each 
other through the same electrical pulse to transmit informa-
tion [11]. SN P systems employ time series to encode infor-
mation and consist of three elements: neurons, synapses, and 
rules to form a network structure of directed graphs (directed 
arcs represent synapses). The rules include firing rules and 
forgetting rules, the applicability of the rules is to define the 
triggering of regular expressions related to the rules by the 
number of spikes in the neuron.

In addition, SN P systems have been extensively stud-
ied in the field of computer science. In terms of theoreti-
cal research, the computational performance of various 
extended models is discussed and analyzed, such as: uni-
versal or small universal computing systems [6, 14, 21–26, 
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33–35, 41, 47, 51], language production ability [1, 15, 46, 
48, 52], design optimization algorithm [50, 54], etc. In terms 
of practical applications [5, 49], the SN P system and its 
variants have also been widely used, such as: pattern recog-
nition [4, 36, 37], fuzzy SN P systems and fault diagnosis of 
power systems [31, 32, 38–40], computational biology [2], 
solving computational hard problems [12, 16, 53], perform-
ing arithmetic and logical operations, and hardware imple-
mentation [3, 8, 17], etc.

SN P systems and its variant models have a very robust 
computing potential to describe the characteristics of recur-
sively enumerable languages. In recent years, scholars have 
made significant progress in studying different variants of 
spiking neural P systems. Especially, in 2018, Tingfang Wu 
et al. were inspired by the process of depolarization and 
repolarization in the generation and transmission of nerve 
impulses. To achieve a more free and regular system, they 
propose a new mechanism, i.e., using the −, 0, and + charges 
associated with the neuron to control the applicability of 
the rule, instead of relying solely on the spike number for 
rule application, thus avoiding the NP-complete problem of 
using regular expressions to determine the applicability of 
rules [44]. The study is known as called the spiking neural P 
systems with polarizations (PSN P systems for short). After 
that, Tingfang Wu et al. made a more recent study on PSN 
P systems, and some new variants were proposed succes-
sively [13, 43, 45]. At present, there are still relatively few 
studies on sequential PSN P systems and only the research 
of sequential PSN P systems based on the minimum number 
of spikes that work in the number generation mode [42].

In this work, we will solve the problem raised in the lit-
erature [42]. Therefore, we concentrate on the computational 
power of the PSN P systems with a maximal sequential 
strategy, where sequentiality is determined by the maxi-
mum number of spikes, the delay, and the polarization in 
the neuron. During module construction, since we are study-
ing a sequential strategy based on the maximum number 
of spikes, the biggest challenge of this system is when the 
spike number of some or some neurons reaches the system’s 
maximum consecutively, which then leads to the continu-
ous non-stop firing of that neuron. Therefore, to control the 
successive excitation of neurons, we added a delay method, 
which makes it easier to use fewer neurons during the con-
struction of each module. In each step of the system compu-
tation, if the active neurons have more than one neuron with 
the same maximum number of spikes, we should consider 
two strategies: (1) max-sequentiality (non-deterministically 
selecting an active neuron that satisfies the condition to start 
firing); (2) max-pseudo-sequentiality (all active neurons that 
satisfy the condition fire at the same time).

Furthermore, the spike code in a given neuron is defined 
as the result of the computation of the system, and it is 
shown that the sequential PSN P systems based on the delay 

of the maximum number of spikes are Turing universal as 
the number generation devices.

The innovations of this research are as follows: 

1.	 The PSN P system with delay mainly solves a problem 
that constructs the subtractive modules employing the 
max-sequentiality strategy and max-pseudo-sequential-
ity strategy proposed in the literature [42].

2.	 The computational power of PSN P systems with delay 
is Turing universal regardless of employing the max-
sequentiality strategy or max-pseudo-sequentiality strat-
egy as the number generating modes.

The rest of the work is as follows. The Sect. 2 will introduce 
the formal definition of PSN P systems with delay and the 
definition of the computation results. Sections 3 and 4 show 
that PSN P systems with delay have Turing universality 
when employing two strategies (max-sequentiality strategy 
and max-pseudo-sequentiality strategy) as the number gen-
eration devices. Finally, in Sect. 5, conclusions and open 
problems are formulated.

2 � Spiking neural P systems 
with polarizations

This section will briefly review the definition of PSN P sys-
tems with delay and their applications, and presents the com-
putational results, concepts, and related notations for PSN P 
systems based on maximum sequential strategies [10, 44].

Formally, a PSN P system with delay has the following 
structure

where 

(1)	 O = {a} refers to the singleton alphabet, and a denotes 
spike;

(2)	 �i = (�i, ni,Ri) , 1 ≤ i ≤ m , ( m ≥ 1 ) denotes the system 
with m neurons, there into: 

(a)	 �i ∈ {+, 0,−} refers to the initial polarization of 
neuron �i (here polarization can also be referred 
to as charge);

(b)	 ni ≥ 0 is the initial number of spikes contained in 
neuron �i;

(c)	 Ri is a finite set consisting of rules having the fol-
lowing two forms:

	   1  spiking rules: �∕ac → a;�;t , for � , � ∈ {+, 0,−} , 
c ≥ 1 and t ≥ 0 ; 2  forgetting rules: ��∕as → �;�� , for 

� = (O, �1, �2,… , �m, syn, out),
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�′ , �′ ∈ {+, 0,−} , s ≥ 1 ; If both rules exist in Ri then 
restrict �′ ≠ �.

(3)	 syn ⊆ {1, 2,… ,m} × {1, 2,… ,m} denotes the set of 
synaptic connections between neurons, where i ≠ j for 
each (i, j) ∈ syn , 1 ≤ i, j ≤ m;

(4)	 out ∈ {1, 2,… ,m} stands for the output neuron.

The following is an explanation of the application of the 
rules:

1  a spiking rule �∕ac → a;�;t : if the current polarity 
of the neuron �i is � and it has k spikes, meeting k ≥ c , 
assuming the rule can be triggered in step q and spik-
ing in step q + t . That is, if t = 0 , the rule is immediately 
fired and generating a spiking with � charge. If t ≥ 1 , the 
generated spike with a charge will leave the neuron �i at 
the q + t step. In the interval between using the rule and 
releasing the spike, the neuron �i is closed (i.e.,neurons 
can only generate action potentials when they reach a cer-
tain threshold during periods of relative refractoriness) 
and this means another neuron emits a spike with � charge 
at any moment of q, q + 1 , ⋯ , q + t − 1 , then its spike and 
charge will not be transmitted to the neuron which has 
used �∕ac → a;�;t rule in step q, so it cannot receive fur-
ther spikes, and certainly cannot fire again. When the neu-
ron is in the open moment, that neuron can receive new 
spikes and charges.

2  forgetting rule ��∕as → �;�� : if the neuron �i has 
exactly s spikes and the polarity is �′ , the forgetting rule 
being used, which indicates that s spikes in neuron �i will 
be consumed. Then a charge of �′ will be sent immediately 
to all adjacent neurons that have synaptic connections.

By definition, if a certain neuron of the system can use 
one or more rules, the neuron selects one of the enabled 
rules in a nondeterminate way for application. Meanwhile, 
when the spiking rules are available, no forgetting rules 
are available, and vice versa.

The neuron �out represents the output neuron, and the 
spikes and charges generated by the output neuron will be 
sent to the environment. Assuming the moment when the 
output neuron transmits spikes and charges to the environ-
ment is marked as 1, and vice versa (the moment when 
no spikes and charges are generated) is marked as 0, the 
resulting binary sequence is also the spike train generated 
by the system.

Spiking neural P systems with polarizations are an 
application of the rule determined jointly by two condi-
tions: polarization and number of spikes. Moreover, the 
difference with the application of the regular expression 
rule is that the neuron in this system receives (sends) not 
only spikes but also charges, especially in the applica-
tion of the forgetting rule (as detailed in the application 
of the forgetting rule definition above). So, when a neuron 

receives a charge from a neighboring neuron, a charge 
response occurs and the charge response is without any 
time consumption, while the polarization (i.e.,0, + , and 
−) response of that neuron has three cases: 

	 (i)	 Some positive or some negative charges neutraliza-
tion response results in the equivalent of one posi-
tive or one negative charge, and the polar response 
between neutral charges remain unchanged. This 
neutralization reaction has the highest priority level;

	 (ii)	 a positive charge and a negative charge interact and 
the neutralization reaction results in a neutral charge;

	 (iii)	 any kind of charge (a positive charge or a negative 
charge) interacts with a neutral charge, and the polar-
ity is still itself;

In sequential PSN P systems induced the maximum number 
of spikes and the delay, if there are multiple active neurons 
in each step of the system, only the active neuron (i.e., neu-
rons are in the open state) with the largest number of spikes 
can use the corresponding rules. If there is more than one 
neuron with the largest number of spikes in the active neu-
ron, then the following two strategies can be considered: 
(1) the max-sequentiality-strategy: non-deterministically 
select an active neurons to fire; (2) the max-pseudo-sequen-
tiality-strategy: neurons that meet the condition start to fire 
simultaneously.

For the PSN P system � defined above, its configuration 
is determined by the number of spikes contained in the neu-
ron and the polarity of the neuron. At the beginning of the 
calculation, the initial configuration of the system � can be 
expressed as C0 = ⟨�1∕n1, �2∕n2,⋯ , �m∕nm⟩ . Through the 
use of the above rules, we pass from a configuration of the 
system to another configuration, the process is called the 
transition of the system configuration. The transition from 
configuration Ci to configuration Cj is denote by Ci ⟹ Cj in 
� . And the computation of the system is also the sequence 
of transitions of the system from the initial configuration. If 
the system reaches a certain configuration and no rules are 
available, the computation is said to stop.

For the system computation in this paper, we use the 
time distance between the first two spikes delivered by the 
output neuron to the environment. Specifically, when the 
system is working in the generation mode, the computation 
result is encoded in the form of t2 − t1 − 1 , where t1 and t2 
are the moments when the neuron �out outputs the first two 
spikes. The set of all numbers calculated in this way can be 
represented by N2(�) (the subscript 2 indicates the time 
interval between the first two consecutive spikes output to 
the environment).

When a number can be computed in a limited way, it is 
called Turing computability. The Turing computable number 
set family is represented by NRE. N�

2
PSNPn

∗
(polarp) is used 
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to represent the set of PSN P systems with delay genera-
tion numbers under the max-sequentiality or max-pseudo-
sequentiality strategy, where the subscript 2 indicates the 
computation result, � ∈ {ms,mps} (ms indicates the max-
sequentiality strategy used by the system, while mps denotes 
the max-pseudo-sequentiality strategy), ∗ is the number of 
neurons and each one of them having at most n rules ( n ≤ 2 ), 
p stands for polarity ( p ≤ 3).

3 � The universality of PSN P systems 
with delay using the max‑sequentiality 
strategy

This section mainly demonstrates that the PSN P system � 
( with delay ) using the max-sequentiality strategy as the 
number generating device is Turing universal by building 
the corresponding module.

Theorem 1  Nms
2
PSNP2

∗
(polar3) = NRE.

Proof  We just need to prove that NRE ⊆ Nms
2
PSNP(polar3) 

and the inverse inclusion relation is not repeated here and 
can be found in [28]. The proof of generality is simulating 
the register to achieve, i.e., it can compute all Turing-com-
putable number sets (equivalent to inscribing the language 
length set cluster NRE).

A register is a five-tuple M = (m,H, l0, lh, I) , each identi-
fier has a different role, i.e., the m is the number of regis-
ters, H represents the set of instruction tags, l0 is the initial 
instruction, and lh is termination instruction (to terminate 
the computation of the register machine, used to mark the 
instruction ���� ), I represents the instruction set, and a label 
in H uniquely marks an instruction in I. And there are three 
forms of I:

•	 ADD instructions: li ∶ (���(r), lj, lk) : add 1 to the value 
stored in the register r, and then randomly select and 
execute the instruction lj or lk;

•	 SUB instructions: li ∶ (���(r), lj, lk) : if the value stored 
in the register r is non-zero, subtract the number by 1, 
and then execute the instruction lj ; if the number in the 
register r is zero, Then execute the instruction lk;

•	 halt instruction: lh ∶ ����.

Before the system computes, all registers are empty (that 
is, the storage number is 0). The register machine first 
executes the initial instruction l0 , and then runs according 
to the above-mentioned instructions mode, executing one 
instruction per step. When the register machine executes 
the termination instruction lh , it indicates that computation 
stops. The value stored in register 1 is the number gener-
ated by the register machine M, and the set of all numbers 

n is denoted as N(M). Suppose that in the shutdown mode, 
all the other registers except register 1 in M are empty, and 
during the computation process, the content of register 1 
only increases. Next, we construct the ADD, SUB, and 
Output modules of the PSN P system � (with delay) that 
uses the max-sequentiality strategy to simulate register 
machine M.

For each register r in the register machine M, there is a 
neuron �r corresponding to it in the system � . Specifically, 
we divide the number of spikes stored in the register into two 
categories, one when the register r = 1 , which contains 2n 
spikes, and the other when the register r ≠ 1 , which then has 
2n + 2 spikes in the neuron �r (if n = 0 , it indicates that the 
register r is empty). For each instruction label li in the reg-
ister machine M, the neuron �li corresponds to it. In the com-
putation process, if the neuron �li receives a spike with a 
charge and reaches the firing condition, it starts to simulate 
the instruction li ∶ (��(r), lj, lk) in M: through ��(r) (the reg-
ister r performs addition or subtraction operations), finally 
fires the neuron �lj or neuron �lk . When the termination 
instruction lh in the corresponding M fire, the system � com-
pletes the computation of the simulated register M. Simul-
taneously, the output neuron fire exactly twice, and the result 
of the time interval between the two firings is stored in reg-
ister 1.

Module ADD: simulation on an ADD instruction 
li ∶ (���(r), lj, lk).

In the case of the simulated ADD instructions 
li ∶ (���(r), lj, lk) , Figure 1 shows the initial state of the neu-
ron in the ADD module. Suppose that in step t, the neuron �li
receives a spike and starts to simulate the ADD instruction 
li ∶ (���(r), lj, lk).

Then, neurons �li and �
l
(1)

i

 fire in turn and the number of 
spikes in neuron �r will be increased by two spikes, i.e., it 

0/a → a; 0

(li, 0)

(r, 0)

0/a → a; 0

(l(1)i , 0)

a
0/a2 → a; +
+/a3 → λ; 0

(l(2)i , 0) a
0/a2 → a; +
+/a3 → λ; 0

(l(3)i , 0)

a
+/a2 → a; 0; 1

(l(4)i , 0)

+/a → a;−

(l(5)i ,+)

a
+/a2 → a; 0; 1

(l(7)i , 0)

+/a → a;−

(l(6)i ,+)

0/a → a; 0

(lj , 0)

0/a → a; 0

(lk, 0)

Fig. 1   ADD module of � to simulate instruction li ∶ (���(r), lj, lk)
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simulates the operation of adding 1 to the number in register 
r.

In step t + 2 , neurons �
l
(2)

i

 and �
l
(3)

i

 become active after 
accumulating two spikes. Therefore, according to the max-
sequentiality strategy, a randomly selected neuron will be 
executed.

Case I: If the system selects to use the rule 0∕a2 → a;+ 
of the neuron �

l
(2)

i

 in the t + 2 step, then the neuron �
l
(2)

i

 con-
sumes two spikes and sends a spike and a positive charge to 
the neuron �

l
(3)

i

 , �
l
(4)

i

 and �
l
(5)

i

.
In step t + 3 , the neurons �

l
(3)

i

 and �
l
(4)

i

 have three and two 
spikes respectively, both are firing. According to the max-
sequentiality strategy, neuron �

l
(3)

i

 first uses the spiking rule 
+∕a3 → �;0 , and consumes three spikes. In step t + 4 , the 
neuron �

l
(4)

i

 fires with one step delay. When the neuron �
l
(5)

i

 
fires in the next step, at the same time neuron �

l
(4)

i

 is in the 
open state and neuron �

l
(5)

i

 sends a spike with a negative 
charge to neurons �

l
(3)

i

 and �
l
(4)

i

 . Meanwhile the neuron �
l
(4)

i

 is 
sending a spike to neuron �

l
(2)

i

 . Thus, neurons �
l
(2)

i

 , �
l
(3)

i

 and �
l
(5)

i

 
return to their initial values.

In step t + 6 , the neuron �lj receives a spike and a neutral 
charge from the neuron �

l
(4)

i

 , neuron �lj is in the fired state, 
and the system will simulate the instruction lj in the register 
machine M.

Case II: If the system selects to use the rule 0∕a2 → a;+ 
in the neuron �

l
(3)

i

 in step t + 2 , then fires the module associ-

ated with the instruction lk , and finally the neuron �lk receives 
a spike and starts the instruction lk simulation, and this pro-
cess is no further elaboration. After the instruction is simu-
lated, all auxiliary neurons in the ADD module are restored 
to the initial spike number and polarization state, which 
allows the module to be reused for a long enough time dur-
ing the simulation of the register machine.

The simulation of the ADD module, as shown in Tables 1 
and 2, details the content of the different neurons in the 
above two cases.

Module SUB: simulation on a SUB instruction 
li ∶ (���(r), lj, lk).

The SUB module is shown in Figure 2. Note that in 
the SUB module, the content of register 1 of the subtrac-
tion computation results in the register machine M only 
increases. Therefore, the corresponding neuron �r in the 
SUB module has r ≠ 1.

Suppose that at step t, the system starts to simulate the 
SUB instruction li ∶ (���(r), lj, lk) in the register M, such that 
the neurons �li , �l(1)i

 , and �
l
(2)

i

 fire sequentially. In step t + 3 , 
neurons �

l
(3)

i

 , �
l
(4)

i

 , and �r have two, four, and 2n + 3 spikes, 
respectively, all in the excitable state. Depending on the 
number of spikes in neuron �r , the following two cases are 
discussed.

Case I: If the number of spikes in the neuron �r contains 
2n + 3 ( n > 0 ) (the corresponding register r was originally 
non-empty). According to the max-sequentiality strategy, 
then in step t + 3 , neuron �r fires preferentially, using the 

Table 1   Evolution of the 
polarization and the number of 
spikes per neuron during the 
simulation of the instruction lj 
in the ADD module

Step Neuron

�li �
l
(1)

i

�
l
(2)

i

�
l
(3)

i

�
l
(4)

i

�
l
(5)

i

�lj

t (0,1) (0,0) (0,1) (0,1) (0,1) (+,0) (0,0)
t + 1 (0,0) (0,1) (0,1) (0,1) (0,1) (+,0) (0,0)
t + 2 (0,0) (0,0) (0,2) (0,2) (0,1) (+,0) (0,0)
t + 3 (0,0) (0,0) (0,0) (+,3) (+,2) (+,1) (0,0)
t + 4 (0,0) (0,0) (0,0) (+,0) (+,2) (+,1) (0,0)
t + 5 (0,0) (0,0) (0,0) (+,0) — (+,1) (0,0)
t + 6 (0,0) (0,0) (0,1) (0,1) (0,1) (+,0) (0,1)

Table 2   Evolution of the 
polarization and the number of 
spikes per neuron during the 
simulation of the instruction lk 
in the ADD module

Step Neuron

�li �
l
(1)

i

�
l
(2)

i

�
l
(3)

i

�
l
(7)

i

�
l
(6)

i

�lk

t (0,1) (0,0) (0,1) (0,1) (0,1) (+,0) (0,0)
t + 1 (0,0) (0,1) (0,1) (0,1) (0,1) (+,0) (0,0)
t + 2 (0,0) (0,0) (0,2) (0,2) (0,1) (+,0) (0,0)
t + 3 (0,0) (0,0) (+,3) (0,0) (+,2) (+,1) (0,0)
t + 4 (0,0) (0,0) (+,0) (0,0) (+,2) (+,1) (0,0)
t + 5 (0,0) (0,0) (+,0) (0,0) — (+,1) (0,0)
t + 6 (0,0) (0,0) (0,1) (0,1) (0,1) (+,0) (0,1)
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rule +∕a3 → a; − ;2 , and due to the delay used, neuron �r 
is only firing and closed (i.e., it cannot release and receive 
spikes and charges) during the two-step delay.

In step t + 4 , since the neuron �
l
(4)

i

 is the one that currently 
has the maximum number of spikes four, it fires preferen-
tially, consumes four spikes itself, and sends a positive 
charge to neurons �

l
(5)

i

 and �
l
(6)

i

.
In step t + 5 , the neuron �

l
(3)

i

 fires, while at the same time 
neuron �r returns to the open state, and both neuron �

l
(3)

i

 and 
�r will send a charge or a spike with a charge to the neigh-
boring neurons connected by the synapse, respectively.

In step t + 6 , neuron �r will receive a negative charge 
transmitted from neuron �

l
(3)

i

 , so that the positive and nega-
tive charges in neuron �r cancel each other and eventually 
become neutral, containing 2n spikes (i.e., the number of 
stores in register r minus 1), in the unexcitable state. The 
neurons �

l
(4)

i

 reverts to the initial spike and polarity state 
because they receive a spike with negative charge transmit-
ted by neuron �r . According to the rules for the use of elec-
tric charge, neuron �

l
(6)

i

 has two spikes and is neutral in polar-
ity. In the current system only neurons �

l
(6)

i

 and �
l
(5)

i

 are active 
and by the max-sequentiality strategy, neuron �

l
(6)

i

 fires pref-
erentially and using the forgetting rule, a negative charge is 
sent to neurons �

l
(3)

i

 , �
l
(5)

i

 and �
l
(8)

i

 and neurons �
l
(3)

i

 and �
l
(5)

i

will 
revert to the initial state of the system.

Next, neurons �
l
(8)

i

 , �
l
(10)

i

 and �
l
(12)

i

 fire sequentially, and 
finally a spike with a neutral charge is sent to neuron �lj and 
the system starts to simulate instruction lj in the register.

Case II: If neuron �r has three ( n = 0 ) spikes (i.e., cor-
responding register r turns out to be empty), according to the 
max-sequentiality strategy, then in step t + 3 , the neuron �

l
(4)

i

 
is the one that currently has the maximum number of spikes 
four, so it fires preferentially, consumes four spikes itself, 
and sends a positive charge to neurons �

l
(5)

i

 and �
l
(6)

i

.
In step t + 4 , neuron �r fires preferentially, using the rule 

+∕a3 → a; − ;2 . Due to the delay used, neuron �r �r is fir-
ing and closed (i.e., it cannot release and receive spikes and 
charges) during the two-step delay.

In step t + 5 , neuron �
l
(3)

i

 fires, and since neuron �r is in a 
closed state at this point, a negative charge sent by neuron 
�
l
(3)

i

 to neuron �r will be lost. Simultaneously, the polarity of 
neuron �

l
(6)

i

 changes to neutral.
In step t + 6 , neuron �

l
(5)

i

 fires and sends a negative charge 
to neuron �

l
(3)

i

 , �
l
(7)

i

 and �r . Simultaneously, neuron �r returns 
to the open state and neuron �r will receive a negative charge 
transmitted from neuron �

l
(5)

i

 , thus the positive and negative 
charges in neuron �r cancel each other and eventually 
become neutral.

In step t + 7 , as neuron �
l
(6)

i

 and �
l
(4)

i

 receive a spike with 
negative charge from neuron �r , the neuron �

l
(4)

i

 returns to its 
initial state. The neuron �

l
(6)

i

 contains two spikes and a nega-
tive charge, so neuron �

l
(6)

i

 fires and consumes two spikes 
itself.

Next, neurons �
l
(7)

i

 , �
l
(9)

i

 and �
l
(11)

i

 fire sequentially and and 
sends charged spikes to synaptically connected neighboring 
neurons, so that neurons �r and �

l
(6)

i

 eventually return to the 
initial values of this simulation (the corresponding register 
r is empty). Finally, the neuron �lk receives a spike and the 
system � starts to simulate the instruction lk in the register 
machine M.

The specific SUB module details are shown in Tables 3 
and 4.

The following analyzes the interaction between the ADD 
module and the SUB module. For a certain register r, there 
may be multiple ADD instructions and SUB instructions 
acting on the same register r. It can be seen from the above 
module description that in the ADD module, the neuron �r 
will receive two spikes each time and will not fire the rules 
in it. Therefore, there is no mutual influence between the 
ADD modules and the ADD and SUB modules.

Among multiple SUB modules, suppose there are several 
SUB instructions ls acting on the register r, then when the 
SUB instruction li ∶ (���(r), lj, lk) is simulated, the neuron 
�r uses the spiking rule, send a spike and a negative charge 

0/a → a; 0

(li, 0)

0/a → a; 0

(l(1)i , 0)

0/a → a; +

(l(2)i , 0)

+/a2 → λ;−

(l(3)i , 0)

a2

+/a3 → a;−; 2

(r, 0), r = 1

a
+/a4 → λ; +
−/a2 → λ; 0

(l(4)i , 0)

a
+/a → λ;−

(l(5)i , 0)

a
−/a2 → λ; 0
0/a2 → λ;−

(l(6)i , 0) a
−/a → a;−

(l(7)i , 0)

a
−/a → a; 0

(l(8)i , 0)

−/a → a; +

(l(9)i ,−)

0/a → a; +

(l(10)i , 0)

+/a → a; 0

(l(11)i ,+)

+/a → a; 0

(l(12)i ,+)

0/a → a; 0

(lj , 0)

0/a → a; 0

(lk, 0)

a
−/a2 → λ; 0
0/a2 → λ;−

(l(6)s , 0), ls = li, ls ∈ Lr

. . .
a

+/a4 → λ; +
−/a2 → λ; 0

(l(4)s , 0), ls = li, ls ∈ Lr

. . .

Fig. 2   SUB module of � to simulate instruction li ∶ (���(r), lj, lk) , 
r ≠ 1 , where Lr = {l ∣ l is a label of a SUB instruction operating on 
register r}
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to the neurons �
l
(4)
s

 and �
l
(6)
s

 in each corresponding module. 
Therefore, in the SUB module corresponding to the SUB 
instruction ls , the neurons �

l
(4)
s

 and �
l
(6)
s

 both have two spikes, 
and their polarizations are both negative, which can fire at 
the same time, using the forgetting rule −∕a2 → �;0 , con-
sumes two spikes by itself.

Next, before the neuron �lk or �lj starts to fire, the neuron 
�
l
(10)

i

 or �
l
(9)

i

 respectively transmits a spike and a positive 
charge to the SUB module of ls , so that the SUB module of 
ls returns to the initial state. Therefore, there is no mutual 
influence between the SUB modules.

Module Output: Outputting the computation result.
Assume that the computation in the register machine M 

stops, i.e., the system � executes to the termination instruc-
tion lh . As shown in Figure 3, the initial state of the neuron 
in the Output module. At this time, neuron �1 contains 2n 
spikes (i.e., the number stored in the register is n), and the 
neuron �out contains one spike.

Suppose that at step t, the neuron �lh receives a spike, 
i.e., reaches the pause command lh ∶ ���� , and is in the 
fired state.

The details are as follows: in step t + 2 , �out receives a 
spike with a positive charge transmitted by the neuron �

l
(1)

h

 , 
it uses the spiking rule +∕a → a;+ , and send a spike with 
positive charge to the neuron �1 and the environment. In step 
t + 3 , at this moment in the whole system, both neurons �out 
and �1 are in the fired state and contain one, 2n + 1 spikes. 
Therefore, according to the max-sequentiality strategy, from 
t + 3 to t + n + 2 steps, the neuron �1 fired preferentially and 
consumes two spikes per step. After step t + n + 2 , the 

Table 3   Evolution of 
polarization and number of 
spikes in the SUB module when 
the number of spikes of the 
neuron sigmar is n ≠ 0

Step Neuron

�li �r �
l
(1)

i

�
l
(2)

i

�
l
(3)

i

�
l
(4)

i

�
l
(5)

i

�
l
(6)

i

�
l
(8)

i

�
l
(10)

i

�
l
(12)

i

�lj

t (0,1) (0,2n + 2) (0,0) (0,0) (0,0) (0,1) (0,1) (0,1) (0,1) (0,0) (+,0) (0,0)
t + 1 (0,0) (0,2n + 2) (0,1) (0,0) (0,0) (0,2) (0,1) (0,1) (0,1) (0,0) (+,0) (0,0)
t + 2 (0,0) (0,2n + 2) (0,0) (0,1) (0,1) (0,3) (0,1) (0,1) (0,1) (0,0) (+,0) (0,0)
t + 3 (0,0) (+,2n + 3) (0,0) (0,0) (+,2) (+,4) (0,1) (0,1) (0,1) (0,0) (+,0) (0,0)
t + 4 (0,0) — (0,0) (0,0) (+,2) (+,4) (0,1) (0,1) (0,1) (0,0) (+,0) (0,0)
t + 5 (0,0) — (0,0) (0,0) (+,2) (+,0) (+,1) (+,1) (0,1) (0,0) (+,0) (0,0)
t + 6 (0,0) (0,2n) (0,0) (0,0) (+,0) (0,1) (+,1) (0,2) (0,1) (0,0) (+,0) (0,0)
t + 7 (0,0) (0,2n) (0,0) (0,0) (0,0) (0,1) (0,1) (0,0) (−,1) (0,0) (+,0) (0,0)
t + 8 (0,0) (0,2n) (0,0) (0,0) (0,0) (0,1) (0,1) (0,1) (−,0) (0,1) (+,0) (0,0)
t + 9 (0,0) (0,2n) (0,0) (0,0) (0,0) (0,1) (0,1) (0,1) (0,1) (0,0) (+,1) (0,0)
t + 10 (0,0) (0,2n) (0,0) (0,0) (0,0) (0,1) (0,1) (0,1) (0,1) (0,0) (+,0) (0,1)

Table 4   Evolution of 
polarization and number of 
spikes in the SUB module when 
the number of spikes of the 
neuron sigmar is n = 0

Step Neuron

�li �r �
l
(1)

i

�
l
(2)

i

�
l
(3)

i

�
l
(4)

i

�
l
(5)

i

�
l
(6)

i

�
l
(7)

i

�
l
(9)

i

�
l
(11)

i

�lk

t (0,1) (0,2) (0,0) (0,0) (0,0) (0,1) (0,1) (0,1) (0,1) (−,0) (+,0) (0,0)
t + 1 (0,0) (0,2) (0,1) (0,0) (0,0) (0,2) (0,1) (0,1) (0,1) (−,0) (+,0) (0,0)
t + 2 (0,0) (0,2) (0,0) (0,1) (0,1) (0,3) (0,1) (0,1) (0,1) (−,0) (+,0) (0,0)
t + 3 (0,0) (+,3) (0,0) (0,0) (+,2) (+,4) (0,1) (0,1) (0,1) (−,0) (+,0) (0,0)
t + 4 (0,0) (+,3) (0,0) (0,0) (+,2) (+,0) (+,1) (+,1) (0,1) (−,0) (+,0) (0,0)
t + 5 (0,0) — (0,0) (0,0) (+,2) (+,0) (+,1) (+,1) (0,1) (−,0) (+,0) (0,0)
t + 6 (0,0) — (0,0) (0,0) (+,0) (+,0) (+,1) (0,1) (0,1) (−,0) (+,0) (0,0)
t + 7 (0,0) (0,0) (0,0) (0,0) (0,0) (0,1) (+,0) (−,2) (−,1) (−,0) (+,0) (0,0)
t + 8 (0,0) (0,0) (0,0) (0,0) (0,0) (0,1) (+,0) (−,0) (−,1) (−,0) (+,0) (0,0)
t + 9 (0,0) (−,1) (0,0) (0,0) (0,0) (0,1) (0,1) (−,0) (−,0) (−,1) (+,0) (0,0)
t + 10 (0,0) (0,2) (0,0) (0,0) (0,0) (0,1) (0,1) (0,1) (0,1) (−,0) (+,1) (0,0)
t + 11 (0,0) (0,2) (0,0) (0,0) (0,0) (0,1) (0,1) (0,1) (0,1) (−,0) (+,0) (0,1)

0/a → a; 0

(lh, 0)

a
+/a → a; +

(out, 0)

0/a → a; +

(l(1)h , 0)

+/a2 → λ; 0

(1, 0)

Fig. 3   Output module of of � to output computation result
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neuron �1 has only one spike and is in a non-excitable. The 
neuron �out fires first and will again send a spike into the 
environment, i.e., the computation in the system � stops. 
Therefore, the computation result can be defined and repre-
sented by the number t2 − t1 − 1 , where t2 and t1 are the 
moments when the output neuron outputs the first two 
spikes, so the number computed by the system �  is 
(t + n + 3) − (t + 2) − 1 = n.

The specific Output module details are shown in Table 5.
Based on the above description of the three mod-

ules of ADD, SUB and Output, we get that under the 
max-sequentiality strategy, the system � correctly simu-
lates the register machine M, i.e., N2(�) = N(M) , so 
Nms
2
PSNP2

∗
(polar3) = NRE is established, and the theorem 

is proved. 	�  ◻

4 � The universality of PSN P 
systems with delay using 
the max‑pseudo‑sequentiality strategy

In this section, we prove that the PSN P system � ′ (with 
delay) using the max-pseudo-sequentiality strategy is Turing 
universality as the number generating device.

Theorem 2  Nmps

2
PSNP2

∗
(polar3) = NRE.

Proof  The proof is similar to Theorem 1, we construct the 
PSN P system � ′ (with delay) that uses the max-pseudo-
sequentiality strategy to simulate the register machine 
M� = (m,H, l0, lh,H) . Likewise, the system � ′ is also com-
posed of three modules of ADD, SUB and Output, as shown 
in Figures 4, 5, and 3 respectively.

For each register r in the register M′ , there is a neuron �r 
corresponding to it in the system � ′ , and for each instruc-
tion label li in the register M′ , the neuron �li corresponds 
to it. Specifically, the two cases of the number of spikes 
stored in the registers, the related execution process, and the 

computation of the results in terms of t2 − t1 − 1 (the output 
neuron �out fires at steps t1 and t2 respectively, the time inter-
val t2 − t1 − 1 between the two firings is the number stored 
in the register 1 of M′ .) are described herein the same way 
as in Theorem 1 above and will not be repeated.

Module ADD: simulation on an ADD instruction 
li ∶ (���(r), lj, lk).

The system ADD module is shown in Figure 4. Suppose 
that in step t, the neuron �lireceives a spike and starts to 
simulate the ADD instruction li ∶ (���(r), lj, lk) . Next, neu-
rons �li and �

l
(1)

i

 fire in turn and the number of spikes in neu-
ron �r will be added two spikes, i.e., it simulates the opera-
tion of adding 1 to the number in register r. In step t + 2 , 
neurons �

l
(2)

i

 and �
l
(3)

i

 receive a spike from the neuron �
l
(1)

i

 , 
according to the max-pseudo-sequentiality strategy, both fire 
simultaneously. But there are two rules in the neuron �

l
(2)

i

 : 
0∕a → a;+ and 0∕a → a;− both can be used, the system will 
non-deterministically select one of these two rules for 
implementation.

Case I: In step t + 2 , neurons �
l
(2)

i

 and �
l
(3)

i

 fire simultane-
ously, and neuron �

l
(3)

i

 uses the spiking rule with a one-step 
delay. If the neuron �

l
(2)

i

 uses the rule 0∕a → a;− , neurons �
l
(4)

i

 
and �

l
(5)

i

 are initially positive in polarity, and as a result of 
receiving a negatively charged spike transmitted from neu-
ron �

l
(2)

i

 , the positive and negative charges in neurons �
l
(4)

i

 and 
�
l
(5)

i

 cancel each other out and become neutral.
Then in step t + 3 , neurons �

l
(4)

i

 and �
l
(5)

i

 fire simultane-
ously, respectively, using the rule: 0∕a2 → a;0 and 
0∕a2 → �;0 . At which a spike with a positive charge gener-
ated within neuron �

l
(3)

i

 will also be transmitted to neurons 
�
l
(4)

i

 and �
l
(5)

i

 , eventually neurons �
l
(4)

i

 and �
l
(5)

i

 will return to 
their initial values.

Table 5   Evolution of the polarization and the number of spikes per 
neuron during the simulation of Output module

Step Neuron

�lh �out �1 �
l
(1)

h

t (0,1) (0,1) (0,2n) (0,0)
t + 1 (0,0) (0,1) (0,2n) (0,1)
t + 2 (0,0) (+,2) (0,2n) (0,0)
t + 3 (0,0) (+,1) (+,2n + 1) (0,0)
⋯ ⋯ ⋯ ⋯ ⋯

t + n + 3 (0,0) (+,1) (+,1) (0,0)
t + n + 4 (0,0) (+,0) (+,1) (0,0)

0/a → a; 0

(li, 0)

(r, 0)

0/a → a; 0

(l(1)i , 0)

0/a → a; +
0/a → a;−

(l(2)i , 0)

0/a → a; +; 1

(l(3)i , 0)

a
0/a2 → a; 0
+/a2 → λ; 0

(l(4)i ,+)
a

+/a2 → a; 0
0/a2 → λ; 0

(l(5)i ,+)

0/a → a; 0

(lj , 0)

0/a → a; 0

(lk, 0)

Fig. 4   ADD module of � ′ to simulate instruction li ∶ (���(r), lj, lk)



64	 L. Liu, K. Jiang 

1 3

In step t + 4 , after receiving a spike with a neutral charge 
transmitted from neuron �

l
(4)

i

 by neuron �lj , the system starts 
to simulate the lj instruction in the register.

Case II: If the neuron �
l
(2)

i

 uses the spiking rule: 
0∕a → a;+ , then fires the module associated with the 
instruction lk , and finally the neuron �lk receives a spike and 
starts the instruction lk simulation. The execution of the 

calculation branch is the same as in Case I and will not be 
described in detail here.

The specific Output module details are shown in Tables 6 
and 7.

Module SUB: simulation on a SUB instruction 
li ∶ (���(r), lj, lk).

The SUB module is shown in Figure 5. Since the content 
of the register 1 storing the computation result in the register 
machine M′ only increases and does not decrease, the 

Table 6   Evolution of the 
polarization and the number of 
spikes per neuron during the 
simulation of the instruction lj 
in the ADD module.

Step Neuron

�li �
l
(1)

i

�
l
(2)

i

�
l
(3)

i

�
l
(4)

i

�
l
(5)

i

�lj

t (0,1) (0,0) (0,0) (0,0) (+,1) (+,1) (0,0)
t + 1 (0,0) (0,1) (0,0) (0,0) (+,1) (+,1) (0,0)
t + 2 (0,0) (0,0) (0,1) (0,1) (+,1) (+,1) (0,0)
t + 3 (0,0) (0,0) (0,0) — (0,2) (0,2) (0,0)
t + 4 (0,0) (0,0) (0,0) (0,0) (+,1) (+,1) (0,1)

Table 7   Evolution of the 
polarization and the number of 
spikes per neuron during the 
simulation of the instruction lk 
in the ADD module.

Step Neuron

�li �
l
(1)

i

�
l
(2)

i

�
l
(3)

i

�
l
(4)

i

�
l
(5)

i

�lk

t (0,1) (0,0) (0,0) (0,0) (+,1) (+,1) (0,0)
t + 1 (0,0) (0,1) (0,0) (0,0) (+,1) (+,1) (0,0)
t + 2 (0,0) (0,0) (0,1) (0,1) (+,1) (+,1) (0,0)
t + 3 (0,0) (0,0) (0,0) — (+,2) (+,2) (0,0)
t + 4 (0,0) (0,0) (0,0) (0,0) (+,1) (+,1) (0,1)

Fig. 5   SUB module of 
� ′ to simulate instruction 
li ∶ (���(r), lj, lk) , r ≠ 1 , where 
Lr = {l ∣ l is a label of a SUB 
instruction operating on register 
r}

0/a → a; 0

(li, 0)

0/a → a; +

(l(2)i , 0)
a

+/a3 → λ;−
−/a2 → λ; 0

(l(1)i , 0)
a

+/a3 → λ; +
−/a2 → λ; 0

(l(3)i , 0)

a2

+/a3 → a;−; 1

(r, 0), r = 1 a
+/a → λ;−

(l(4)i , 0)

a
−/a2 → λ; 0
0/a2 → λ;−

(l(5)i , 0)
a3

−/a2 → a;−

(l(6)i , 0)

a
−/a → a; 0

(l(7)i , 0)

0/a → a; +

(l(8)i , 0)

−/a → a; +

(l(9)i ,−)

−/a → a; 0

(l(10)i ,−)

0/a → a; 0

(l(11)i , 0)

−/a → λ; +

(l(12)i ,−)

0/a → a; 0

(lj , 0)

0/a → a; 0

(lk, 0)

a
+/a3 → λ;−
−/a2 → λ; 0

(l(1)s , 0), ls = li, ls ∈ Lr

a
+/a3 → λ; +
−/a2 → λ; 0

(l(3)s , 0), ls = li, ls ∈ Lr

. . .

. . .
a

−/a2 → λ; 0
0/a2 → λ;−

(l(5)s , 0), ls = li, ls ∈ Lr

. . .
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corresponding neuron �r in the subtraction module has r ≠ 1 . 
Suppose that in step t, the system � ′ starts to simulate the 
subtraction instruction li ∶ (���(r), lj, lk) in the registration 
machine M′ . Neurons �li and �

l
(2)

i

 fire sequentially, thus, both 
neurons �

l
(1)

i

 and �
l
(3)

i

 contains three spikes with a positive 
charge and neuron �r contains 2n + 3 spikes ( n ≥ 0 ) with a 
positive charge, all can be fired. According to the different 
number of spikes in the neuron �r , the excitation state has 
the following two situations:

Case I: If the number of spikes in the neuron �r contains 
2n + 3 ( n > 0 ) (the corresponding register r was originally 
non-empty). According to the max-pseudo-sequentiality 
strategy, then in step t + 2 , neuron �r fires preferentially, 
using the rule +∕a3 → a; − ;1 , and due to the delay used, 
neuron �r is only firing and closed (i.e., it cannot receive 
and release spikes and charges) during the one-step delay.

In step t + 3 , since the neuron �
l
(1)

i

 and �
l
(3)

i

 have the current 
maximum number of spikes, according to the max-pseudo-
sequentiality strategy and they fire simultaneously. The neu-
ron �

l
(3)

i

 sends a positive charge to neurons �
l
(4)

i

 and �
l
(5)

i

 . At the 
same time the neuron �r delay will end and send a spike with 
negative charge to the synaptically connected adjacent neu-
rons, while neuron �r will also receive the negative charge 
transmitted from neuron �

l
(1)

i

 , thus is the positive and nega-
tive charges cancel each other in neuron �r and finally return 
to the initial polarity state, and the neuron �r contains 2n 
spikes (i.e., the number of stores in register r minus 1). 
Meanwhile, neurons �

l
(1)

i

 and �
l
(3)

i

 will also return to the state 
of the initial value of the system.

In step t + 4 , the neuron �
l
(5)

i

 has two spikes and preferen-
tially fires. the neuron �

l
(5)

i

 will send a negative charge to 
neurons �

l
(4)

i

 and �
l
(7)

i

 , causing neuron �
l
(4)

i

 to return to its initial 
value.

Next, neurons �
l
(7)

i

 , �
l
(8)

i

 and �
l
(11)

i

 fire sequentially, and 
finally a spike is sent to neuron �lj and the system � ′ starts 
to simulate the instruction lj in the register machine M′.

Case II: If neuron �r has three ( n = 0 ) spikes (i.e., cor-
responding register r turns out to be empty). According to 
the max-pseudo-sequentiality strategy, in step t + 2 , neurons 
�
l
(1)

i

 , �
l
(3)

i

 and �r fire simultaneously. Since the neuron �r has 
a one-step delay and is in a closed state, here the negative 
charge transmitted from neuron �

l
(1)

i

 to neuron �r will be lost. 
Instead, neuron �

l
(3)

i

 will immediately send a positive charge 
to neurons �

l
(4)

i

 and �
l
(5)

i

.
In step t + 3 , the neuron �

l
(4)

i

 is the only neuron currently 
active in the system and therefore fires and sends a negative 
charge to neurons �r and �

l
(6)

i

 . Simultaneously, the delay of 
neuron �r will end and return to initial polarity. A spike with 
a negative charge will be sent to neurons �

l
(1)

i

 , �
l
(3)

i

 and �
l
(5)

i

 
from �r , so that neurons �

l
(1)

i

 and �
l
(3)

i

 will return to their initial 
values in the system.

In step t + 4 , the neuron �
l
(6)

i

 , which has three spikes with 
negative polarity, preferentially fires and consumes two 
spikes and transmit a spike with a negative charge to neuron 
�
l
(5)

i

 , �
l
(10)

i

 , �
l
(9)

i

 and �
l
(12)

i

.
In step t + 5 , the neuron �

l
(5)

i

 preferentially fires and con-
sumes two spikes on its own. Next, neurons �

l
(9)

i

 , �
l
(10)

i

 and �
l
(12)

i

 
fire simultaneously, sending two and a positive charge to 
neurons �r and �

l
(5)

i

 , respectively, being they restore to the 
initial value of the system (i.e., the corresponding register r 
is empty). Finally, the neuron �lk receives a spike and the 
system � ′ starts to simulate the instruction lk in the register 
machine M′.

Similar to the simulation of the ADD instruction, detailed 
descriptions are shown in Tables 8 and 9.

In the ADD module, the neuron �r receives two spikes 
each time and does not stimulate the rules in it. Therefore, 
there is no mutual influence between the ADD modules and 
between the ADD module and the SUB module.

Among multiple SUB modules, suppose there are several 
SUB instructions ls acting on the register r, then when the 
SUB instruction li ∶ (���(r), lj, lk) is simulated, the neuron 
�r uses the spiking rule which send a spike and negative 

Table 8   Evolution of 
polarization and number of 
spikes in the SUB module when 
the number of spikes of the 
neuron sigmar is n ≠ 0

Step Neuron

�li �r �
l
(1)

i

�
l
(2)

i

�
l
(3)

i

�
l
(4)

i

�
l
(5)

i

�
l
(8)

i

�
l
(7)

i

�
l
(11)

i

�lj

t (0,1) (0,2n + 2) (0,1) (0,0) (0,1) (0,1) (0,1) (0,0) (0,1) (0,0) (0,0)
t + 1 (0,0) (0,2n + 2) (0,2) (0,1) (0,2) (0,1) (0,1) (0,0) (0,1) (0,0) (0,0)
t + 2 (0,0) (+,2n + 3) (+,3) (0,0) (+,3) (0,1) (0,1) (0,0) (0,1) (0,0) (0,0)
t + 3 (0,0) — (+,3) (0,0) (+,3) (0,1) (0,1) (0,0) (0,1) (0,0) (0,0)
t + 4 (0,0) (0,2n) (0,1) (0,0) (0,1) (+,1) (0,2) (0,0) (0,1) (0,0) (0,0)
t + 5 (0,0) (0,2n) (0,1) (0,0) (0,1) (0,1) (0,0) (0,0) (−,1) (0,0) (0,0)
t + 6 (0,0) (0,2n) (0,1) (0,0) (0,1) (0,1) (0,1) (0,1) (−,0) (0,1) (0,0)
t + 7 (0,0) (0,2n) (0,1) (0,0) (0,1) (0,1) (0,1) (0,0) (0,1) (0,0) (0,1)
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charge to neurons �
l
(1)
s

 , �
l
(3)
s

 and �
l
(5)
s

 in each corresponding 
module. Therefore, in the SUB module corresponding to the 
SUB instruction ls , neurons �

l
(1)
s

 , �
l
(3)
s

 and �
l
(5)
s

 can fire simul-
taneously, using the forgetting rule −∕a2 → �;0 , consumes 
two spikes by itself. Next, before the neuron �lk or �lj starts 
to fire, the neuron �

l
(8)

i

 or �
l
(9)

i

 respectively pass a positively 
charged spike into the SUB module of ls , making the SUB 
module of ls restore to the initial value, so there is no mutual 
influence between the SUB modules.

The Output module in the system � ′ is shown in Fig-
ure 3. Because the Output module used in the proof of Theo-
rem 1 has only one active neuron with the largest number 
of spikes at each step of execution. Therefore, the module 
can also be used in the system � ′ that uses the max-pseudo-
sequentiality strategy.

Consequently, under the max-pseudo-sequentiality strat-
egy, the above description of the three modules of ADD, 
SUB and Output shows that the system � ′ correctly simu-
lates the register machine M′ , i.e., N2(�

�) = N(M�) . There-
fore, Nmps

2
PSNP2

∗
(polar3) = NRE is established, and the 

theorem is proved. 	�  ◻

5 � Conclusions and discussions

In this work, we focus on the computational power of 
sequential PSN P systems with delay while overcoming 
the challenge of register minus one for systems working in 
the max-sequentiality and max-pseudo-sequentiality strate-
gies mentioned in the literature [42] by introducing delays. 
More specifically, we construct the corresponding instruc-
tion modules and demonstrate that the systems are Turing 
universal whether it uses the max-sequentiality strategy or 
the max-pseudo-sequentiality strategy as a digital genera-
tion device.

In the proof of Theorems 1 and 2, we have shown that 
the systems are Turing universal as the number generating 
device. Whether can also study the computational power 

of the maximum sequential PSN P system as the number 
accepting device, but the biggest challenge is how to accept 
the number n when the system halts computation. From 
there, it is possible to explore further the small universal 
PSN P systems adopting sequential mode based on the maxi-
mum spike number. And for spiking neural P systems with 
polarizations working on sequential variants, there are many 
more, such as rules on synapses, anti-spikes, etc., whether 
their computational power can also be studied. There is still 
a lot to study about sequential spiking neural P systems with 
polarizations.
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