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Abstract
Computer systems play an essential role in the era of science and technology, where hardware and software work together 
with full accuracy. In this paper, the performance of computer systems has been analyzed under hardware repair, software 
upgradation, and load recovery using Weibull distribution for all random variables with different scale and standard shape 
parameters. For this purpose, a reliability model is developed with the help of the regenerative point technique and semi-
Markov approach. The system is failing due to hardware, software, or load failure. The Weibull distribution is widely used in 
reliability and life data analysis due to its versatility. It is assumed that all types of failure and repair rates follow the Weibull 
distribution, and a single repairman can attend to all kinds of failures. Numerical calculations for mean time to system failure, 
availability, and profit function highlight the importance of the study.
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1  Introduction

Without the use of the computer, any industries, engineering 
activities, medical science, and all types of academic sec-
tions seems to be a handicap in this era. The performance 
of a computer depends upon the quality of hardware and 
software, so high-quality software and hardware are required 
to improve the performance as well as to complete the task 
in a specified required time. As the use of computer sys-
tems grows, so does the risk of the system failing. Hardware, 
software, or load failure can cause the system to fail and 
economic loss. Repair, upgrade, and recovery processes of 
the system are required a perfect server to overcome such 
problems in the system.

Scientists and engineers always focus on enhancing the 
reliability of computer systems by considering cold standby 
redundant systems and other relevant policies. They threw 
light on system reliability, and its application, such as Gopa-
lan and Nagarwalla (1985) scrutinized a two-unit redundant 
system with a single server with repair and preventive main-
tenance related to age replacement. Malik and Pawar (2010) 
examined the economic aspects of a redundant system sub-
jected to inspection for online repair and no repair under 
an abnormal environment, and they scrutinized reliability 
measures for single-unit systems under distinct failure types 
operating in abnormal environmental conditions in 2011. 
Gupta et al. (2013) highlighted the performance of a two 
distinct unit redundant system using Weibull failure and 
repair laws.

Barak et al. (2014) evaluated a redundant system with 
inspection having a single server subject to normal and 
abnormal weather conditions. Kumar and Saini (2014) used 
the Weibull distribution for failure and repair to investigate 
the reliability of a single-unit stochastic system with pre-
ventative maintenance. Kumar et al. (2015) described a cold 
standby stochastic system behavior subjected to maximum 
repair time. Kumar et al. (2016a, 2016b) looked at the per-
formance of a redundant system utilizing the Weibull dis-
tribution for failure and repair operations, and they studied 
a two-unit redundant system having seniority and Weibull 
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allocation for failure and repair. With the general distribu-
tion, Kumar and Goel (2016) examined the benefit and avail-
ability of a two-unit redundant system with inspection and 
preventative maintenance. Redundant systems with identical 
unit and single server failures have been studied by Yadav 
and Barak (2016), and a cold standby system with a single 
server exposed to inspection and a refreshment facility has 
been investigated by Barak et al. (2017).

Gahlot et al. (2018) used copula linguistics and system 
series setup to explore repairable system performance with 
varied failures and fixes. Kumar et al. (2018a, 2018b) looked 
at two separate unit redundant stochastic systems that were 
subjected to priority, preventive maintenance, and Weibull 
failure and repair to meet the customer's economic require-
ments. Kumar et al. (2018a, 2018b) evaluated the financial 
aspect of a warm standby system having a single server facil-
ity. Kadyan et al. (2020) exposed a non-identical repairable 
stochastic system with three units for operation with a cold 
standby facility. Kumar et al. (2020) threw light on reliability 
measures that increase the soft water treatment supply plant 
performance. Gupta et al. (2021) scrutinized the reliability 
measures of a generator in a steam turbine power plant system 
and its use in various sectors. Kumar et al. (2021) evaluated 
the reliability measures of a cold standby system subject to 
refreshment. Assessment of some proposed replacement mod-
els involving moderate fix-up has been studied by Waziri and 
Yakasai (2022). Aikhuele (2022) analyzed the development 
of a statistical reliability-based model for the estimation and 
optimization of a spur gear system. Maihulla et al. (2022) 
analyzed the reliability and performance of a series–parallel 
system using Gumbel–Hougaard Family Copula.

The researchers in the previous study were unable to 
push the concept of load recovery and software upgrade 
very far. Keeping the above study in mind, the performance 
of a computer system has been investigated using Weibull 
distributions for all random variables with varying scale and 
standard shape parameters during hardware repair, software 
upgrade, and load recovery in this manuscript, as shown in 
the Fig. 1. The Weibull distribution is widely used in reli-
ability and life data analysis due to its versatility. Depending 
on the values of the parameters, the Weibull distribution 
can be used to model a variety of life behaviors. We will 
now examine how the values of the shape parameter, and 
the scale parameter, affect such distribution characteristics 
as the shape of the curve, the reliability, and the failure rate. 
A dependability model is created for this purpose using the 
regenerating point technique and a semi-Markov approach. 
The system is malfunctioning due to hardware, software, 
or load failure. It is assumed that all failure and repair rates 
follow the Weibull distribution, and all failures must be 
attended to by a single repairman. The study's value is shown 
by numerical estimates for mean time to failure, availability, 
and profit function.

2 � System's assumptions

(a)	 The system (see Fig. 1) consists of two units, one of 
which is operational and the other of which is on cold 
standby.

(b)	 After the operative unit fails, the system has one cold 
standby unit that comes online and starts working.

(c)	 The system breaks as a result of hardware, software, or 
load failure.

(d)	 The failure situations must be resolved by a single 
repairman.

(e)	 If the system fails due to hardware failure, a repairman 
is dispatched to fix it.

(f)	 If the system fails to owe to a software malfunction, the 
repairman comes out and upgrades it.

(g)	 When the system fails due to load failure, the repairman 
arrives and restores it.

(h)	 The Weibull distribution governs all failure, repair, and 
upgrade rates.

3 � System's notations

R Set of regenerative states (S0, S1, S2, S3, S4, S16)
O∕Cs Operative unit/cold standby unit
HFur∕HFUR Failure of hardware under repair/continuously 

repair from the previous stage
WHf∕WHF Failure of hardware waiting for repair/continu-

ously waiting for repair from the previous state
Sup∕ SUP Software upgradation/continuously upgradation 

from the previous state
WSup ∕WSUP Software upgradation waiting for repair/continu-

ously waiting for upgradation from the previous 
state

Ldf∕LDF Load failure/continuously failure from the previ-
ous state

f1(t) = ��t�−1e−�t
� The hardware failure rate of the unit

f2(t) = ��t�−1e−�t
� The software failure rate of the unit

f3(t) = ��t�−1e−�t
� The load failure rate of the unit

g1(t) = k�t�−1e−kt
� Hardware repair rate of the unit

g2(t) = l�t�−1e−lt
� Software upgradation rate of the unit

g3(t) = m�t�−1e−mt
� The recovery rate of the unit is due to load failure

w(t) = h�t�−1e−ht
� Waiting time for server arrival purpose

�i Let system failure time is signified by T, 
and in the state Si , mean sojourn time is, 
𝜇i =

∞

∫
0

p(T > t)dt

qij(t)∕Qij(t) pdf/cdf of direct transition time from Si ∈ R to 
Sj ∈ R without visiting any other regenerative 
state

qij. k(t)∕Qij. k(t) pdf/cdf of first passage time from Si ∈ R to 
Sj ∈ R or a failed state Sj with visiting state Sk 
once in (0,t]
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qij.k(r,s)(t)∕

Qij.k(r,s)(t)

pdf/cdf of first passage time from Si ∈ R to 
Sj ∈ R or to a failed state Sj with visiting states 
Sk , Sr once in (0,t]

Mi(t) The probability that the system is originally up in 
the regenerative state Si ∈ R up to at the time 
(t) without passing via any other Si ∈ R

Wi(t) The probability that the repairman is busy in 
the state Si up to time (t) without making any 
transition to any other Si ∈ R or returning to the 
same via one or more non-regenerative states

⊕∕⊗ Laplace convolution notation/Laplace Steltjes 
convolution notation

∗ ∕ ∗∗ ∕� Laplace transform notation (LT)/Laplace Stieltjes 
transform notation (LST)/function’s derivative 
notation

 Indicated up state/failed state/regenerative state 
respectively

See Fig. 1.

4 � Transition probabilities

There are the following possible transition probabilities:
p01 =

�

(�+�+�)
 ,  p03 =

�

(�+�+�)
 ,  p0,15 =

�

(�+�+�)
 , 

p12 =
h

(h+�+�+�)
 ,  p19 =

�

(h+�+�+�)
 ,  p1, 11 =

�

(h+�+�+�)
 , 

p1, 20 =
�

(h+�+�+�)
 ,  p20 =

k

(k+�+�+�)
 p2,13 =

�

(k+�+�+�)
 , 

p2,14 =
�

(k+�+�+�)
, p2,19 =

�

(k+�+�+�)
 ,  p34 =

h

(h+�+�+�)
 , 

p35 =
�

(h+�+�+�)
 ,  p36 =

�

(h+�+�+�)
 ,  p3,21 =

�

(h+�+�+�)
 , 

p40 =
l

(l+�+�+�)
 ,  p47 =

�

(l+�+�+�)
 ,  p48 =

�

(l+�+�+�)
 , 

p4,22 =
�

(l+�+�+�)

It is smoothly certified that

5 � Mean sojourn time

Let the system’s failure time be denoted by ‘T’, and in the 
state Si the mean sojourn time is:

𝜇
0
=

∞

∫
0

P(T > t)dt =
Γ
(

1+
1

𝜂

)

(𝛼+𝛽+𝛾)1∕𝜂
  ,  �

1
=

Γ
(

1+
1

�

)

(�+�+�+h)1∕�
  , 

�2 =
Γ
(

1+
1

�

)

(�+�+�+k)1∕�
 ,  �3 =

Γ
(

1+
1

�

)

(�+�+�+h)1∕�
 ,  �4 =

Γ
(

1+
1

�

)

(�+�+�+l)1∕�
 , 

�
5
= �

6
= �

7
= �

8
=

Γ
(

1+
1

�

)

(l)1∕�
.

�9 = �11 =
Γ
(

1+
1

�

)

(h)1∕�
 , �

10
= �

12
= �

14
=

Γ
(

1+
1

�

)

(k)1∕�
 , �13 =

Γ
(

1+
1

�

)

(�)1∕�
 , 

�15 =
Γ
(

1+
1

�

)

(�+�+�+m)1∕�
 , �

16
= �

17
= �

18
= �

19
= �

20
= �

21
= �

22
=

Γ
(

1+
1

�

)

(m)1∕�

p
52

= p
64

= p
72

= p
84

= p
9,10

= p
10,4

= p
11, 12

= p
12, 2

= p
13, 2

= p
14, 4

= 1

(1)
p
15,0

= p
15,16

= p
15,17

= p
15,18

= p
16,2

= p
17,4

= p
18,15

= p
19,2

= p
20,1

= p
21,3

= p
22,4

= 1

p
01
+ p

03
+ p

0,15
= p

12
+ p

19
+ p

1, 11
+ p

1, 20

= p
20
+ p

2, 13
+ p

2, 14
+ p

2, 19
= 1

(2)
p
34
+ p

35
+ p

36
+ p

3,21
= p

40
+ p

47
+ p

48
+ p

4,22

= p
15,0

+ p
15,16

+ p
15,17

+ p
15,18

= 1

��
1
= Γ

(

1 +
1

�

)[

1

(� + � + � + h)1∕�
+

(� + �)

(� + � + � + h)(k + h)1∕�
+

�

(� + � + � + h)(m)1∕�

]

��
2
= Γ

(

1 +
1

�

)[

1

(� + � + � + k)1∕�
+

(� + �)

(� + � + � + k)(k)1∕�
+

�

(� + � + � + k)(m)1∕�

]

��
3
= Γ

(

1 +
1

�

)[

1

(� + � + � + h)1∕�
+

(� + �)

(� + � + � + h)(l)1∕�
+

�

(� + � + � + h)(m)1∕�

]

��
4
= Γ

(

1 +
1

�

)[

1

(� + � + � + l)1∕�
+

(� + �)

(� + � + � + l)(l)1∕�
+

�

(� + � + � + l)(m)1∕�

]

(3)��
15

= Γ

(

1 +
1

�

)[

1

(� + � + � + m)1∕�
+

(� + �)

(� + � + � + m)(m)1∕�
+

�

(� + � + � + m)(m)1∕�

]
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6 � Mean time to system failure (MTSF)

Let �i(t) is the continuous density function of the first 
elapsed time from Si ∈ R to a failed state. Using the semi-
Markov process and regenerative point technique, treating 
the failed state as a trapping state, then upcoming recursive 
interface for �i(t) is:

𝜙0(t) = Q01(t)⊗𝜙1(t) + Q03(t)⊗𝜙3(t) + Q0,15(t)⊗𝜙15(t)

𝜙1(t) = Q12(t)⊗𝜙2(t) + Q19(t) + Q1, 11(t) + Q1,20(t)

𝜙2(t) = Q20(t)⊗𝜙0(t) + Q2, 13(t) + Q2, 14(t) + Q2, 19(t)

Now taking LST of the above relations (4) and solving 
for �∗∗

0
(s) , we have

Now, the system model reliability is obtained using the 
inverse LT of Eq. (5). We have

𝜙3(t) = Q34(t)⊗𝜙4(t) + Q35(t) + Q36(t) + Q3,21(t)

𝜙4(t) = Q40(t)⊗𝜙0(t) + Q47(t) + Q48(t) + Q4,22(t)

(4)
𝜙15(t) = Q15,0(t)⊗𝜙0(t) + Q15,16(t) + Q15,17(t) + Q15,18(t)

(5)M∗(s) =
1 − �∗∗

0
(s)

s

Fig. 1   State transition diagram
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7 � Steady‑State availability

Let Ai(t) is the probability that the system is in up state at 
a particular time ‘t’ specified that the system arrives at the 
Si ∈ R at t = 0. Using the semi-Markov process and regen-
erative point technique, the upcoming recursive relation for 
Ai(t) is:

where M0(t) = e
−(�+�+�)tn , M

1
(t) = e

−(�+�+�+h)tn , M
2
(t) = e

−(�+�+�+k)tn , 
M

3
(t) = e

−(�+�+�+h)tn , M4(t) = e−(�+�+�+l)t
n , M

15
(t) = e

−(�+�+�+m)tn.
Now taking LT of above relations (7) and solving for 

A∗
0
(s) , the steady-state availability is given by

where NA = NA1 + NA2 + NA3

(6)
MTSF = lim

s→0

1 − �∗∗
0
(s)

s

=
�0 + p01(�1 + p12�2) + p03(�3 + p34�4) + p0,15�15

(1 − p01p12p20 − p03p34p40 − p0,15p15,0)

A0(t) = M0(t) + q01(t)⊕ A1(t) + q03(t)⊕ A3(t) + q0,15(t)⊕ A15(t)

A
1
(t) = M

1
(t) + q

11.20
(t)⊕ A

1
(t) + [q

12
(t)

+ q
12.(11, 12)

(t)]⊕ A
2
(t) + q

14.(9, 10)
(t)⊕ A

4
(t)

A
2
(t) = M

2
(t) + q

20
(t)⊕ A

0
(t) + [q

22.13
(t)

+ q
22.19

(t)]⊕ A
2
(t) + q

24.14
(t)⊕ A

4
(t)

A
3
(t) = M

3
(t) + q

32.5
(t)⊕ A

2
(t) + q

33.21
(t)⊕ A

3
(t)

+ [q
34
(t) + q

34.6
(t)]⊕ A

4
(t)

A
4
(t) = M

4
(t) + q

40
(t)⊕ A

0
(t) + q

42.7
(t)⊕ A

2
(t)

+ [q
44.8

(t) + q
44.22

(t)]⊕ A
4
(t)

(7)
A15(t) = M15(t) + q15,0(t)⊕ A0(t) + q15,2.16(t)⊕ A2(t)

+q15,4.17(t)⊕ A4(t) + q15,15.18(t)⊕ A15(t)

(8)A0 = lim
s→0

sA∗
0
(s) =

NA

D�
,

NA1 = [p20(p40 + p47) + p2, 14p40]×
[

(1 − p3,21)(1 − p15,18){�0(1 − p1,20) + p01�1}

+(1 − p1,20){�3p03(1 − p15,18) + �15p0,15(1 − p3,21)}

]

NA2 = �2

⎡

⎢

⎢

⎢

⎢

⎣

p01(1 − p3,21)(1 − p15,18){(p12 + p1,11)p40 + p47(1 − p1,20)}

+p03(1 − p1,20)(1 − p15,18){p35p40 + p47(1 − p3,21)}

+p0,15(1 − p1,20)(1 − p3,21){p47p15,17 + p15,16(p40 + p47)}

⎤

⎥

⎥

⎥

⎥

⎦

8 � Busy period of the server due to repair 
of the failed unit

Let Bi(t) is the probability that the repairman is busy due to 
repair of the failed unit at a time ‘t’ specified that the system 
arrives at the Si ∈ R at t = 0. Using the semi-Markov process 
and regenerative point technique, the upcoming recursive 
interface for Bi(t) is:

N
A3

= �
4

⎡

⎢

⎢

⎢

⎢

⎢

⎣

p
01
(1 − p

3,21
)(1 − p

15,18
){(1 − p

1,20
)p

2,14
+ p

20
p
19
}

+p
03
(1 − p

1,20
)(1 − p

15,18
){p

20
(p

34
+ p

36
) + p

2,14
(1 − p

3,21
)}

+p
0,15

(1 − p
1,20

)(1 − p
3,21

){p
20
p
15,17

+ p
2,14

(p
15,17

+ p
15,16

)}

⎤

⎥

⎥

⎥

⎥

⎥

⎦

(9)D� = D1 + D2 + D3

D
1
= [p

20
(p

40
+ p

47
) + p

2, 14
p
40
]

×

[

(1 − p
3,21

)(1 − p
15,18

){�
0
(1 − p

1,20
) + p

01
��
1
}

+(1 − p
1,20

){��
3
p
03
(1 − p

15,18
) + ��

15
p
0,15

(1 − p
3,21

)}

]

D2 = ��
2

⎡

⎢

⎢

⎢

⎢

⎣

p01(1 − p3,21)(1 − p15,18){(p12 + p1,11)p40 + p47(1 − p1,20)}

+p03(1 − p1,20)(1 − p15,18){p35p40 + p47(1 − p3,21)}

+p0,15(1 − p1,20)(1 − p3,21){p47p15,17 + p15,16(p40 + p47)}

⎤

⎥

⎥

⎥

⎥

⎦

D
3
= ��

4

⎡

⎢

⎢

⎢

⎢

⎣

p
01
(1 − p

3,21
)(1 − p

15,18
){(1 − p

1,20
)p

2,14
+ p

20
p
19
}

+p
03
(1 − p

1,20
)(1 − p

15,18
){p

20
(p

34
+ p

36
) + p

2,14
(1 − p

3,21
)}

+p
0,15

(1 − p
1,20

)(1 − p
3,21

){p
20
p
15,17

+ p
2,14

(p
15,17

+ p
15,16

)}

⎤

⎥

⎥

⎥

⎥

⎦

B0(t) = q01(t)⊕ B1(t) + q03(t)⊕ B3(t) + q0,15(t)⊕ B15(t)

B
1
(t) = W

1
(t) + q

11.20
(t)⊕ B

1
(t) + [q

12
(t)

+ q
12.(11, 12)

(t)]⊕ B
2
(t) + q

14.(9, 10)
(t)⊕ B

4
(t)

B
2
(t) = W

2
(t) + q

20
(t)⊕ B

0
(t) + [q

22.13
(t)

+ q
22.19

(t)]⊕ B
2
(t) + q

24.14
(t)⊕ B

4
(t)

B
3
(t) = W

3
(t) + q

32.5
(t)⊕ B

2
(t) + q

33.21
(t)⊕ B

3
(t)

+ [q
34
(t) + q

34.6
(t)]⊕ B

4
(t)

B
4
(t) = W

4
(t) + q

40
(t)⊕ B

0
(t) + q

42.7
(t)⊕ B

2
(t)

+ [q
44.8

(t) + q
44.22

(t)]⊕ B
4
(t)

(10)
B
15
(t) = W

15
(t) + q

15,0
(t)⊕ B

0
(t) + q

15,2.16
(t)⊕ B

2
(t)

+ q
15,4.17

(t)⊕ B
4
(t) + q

15,15.18
(t)⊕ B

18
(t)
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 where W1(t) = e−(�+�+�+h)t
n , W2(t) = e−(�+�+�+k)t

n , W
3
(t) =

e
−(�+�+�+h)tn , W4(t) = e−(�+�+�+l)t

n , W15(t) = e−(�+�+�+m)t
n.

Now taking LT of above relations (10) solving for BR∗
0
(s) , 

the time for which server is busy due to repair is given by

where NB = NB1 + NB2 + NB3

Also, D′ is earlier defined by Eq. (9).

9 � Expected number of visits by the server

Let Vi(t) is the estimated no. of visits by the repairman for 
repair in (0, t] specified that the system arrives at Si ∈ R 
t = 0. Using the semi-Markov process and regenerative point 
technique, the upcoming recursive interface for Vi(t) is:

(11)B0 = lim
s→0

sB∗
0
(s) =

NB

D�

NB1 = [p20(p40 + p47) + p2, 14p40]×

⎡

⎢

⎢

⎣

(1 − p3,21)(1 − p15,18){p01�
�
1
}

+(1 − p1,20){�
�
3
p03(1 − p15,18) + ��

15
p0,15(1 − p3,21)}

⎤

⎥

⎥

⎦

NB2 = ��
2

⎡

⎢

⎢

⎢

⎣

p01(1 − p3,21)(1 − p15,18){(p12 + p1,11)p40 + p47(1 − p1,20)}

+p03(1 − p1,20)(1 − p15,18){p35p40 + p47(1 − p3,21)}

+p0,15(1 − p1,20)(1 − p3,21){p47p15,17 + p15,16(p40 + p47)}

⎤

⎥

⎥

⎥

⎦

NB3 = ��
4

⎡

⎢

⎢

⎢

⎣

p01(1 − p3,21)(1 − p15,18){(1 − p1,20)p2,14 + p20p19}

+p03(1 − p1,20)(1 − p15,18){p20(p34 + p36) + p2,14(1 − p3,21)}

+p0,15(1 − p1,20)(1 − p3,21){p20p15,17 + p2,14(p15,17 + p15,16)}

⎤

⎥

⎥

⎥

⎦

V
0
(t) = Q

01
(t)⊕ [V

1
(t) + 1] + Q

03
(t)⊕ [V

3
(t) + 1]

+ Q
0,15

(t)⊕ [V
15
(t) + 1]

V
1
(t) = Q

11.20
(t)⊕ V

1
(t) + [Q

12
(t) + Q

12.(11, 12)
(t)]⊕ V

2
(t)

+ Q
14.(9, 10)

(t)⊕ V
4
(t)

Now taking LST of the above relations (12) and solving 
for V∗∗

0
(s) . The expected no. of visits of the server can be 

obtained as

w h e r e 
V
r
= [p

20
(p

40
+ p

47
) + p

2, 14
p
40
] × {(1 − p

3,21
)(1 − p

15,18
)

(1 − p
1,20

)}

and D′ is earlier defined by Eq. (9).

10 � Particular cases

where

V
2
(t) = Q

20
(t)⊕ V

0
(t) + [Q

22.13
(t) + Q

22.19
(t)]

⊕ V
2
(t) + Q

24.14
(t)⊕ V

4
(t)

V
3
(t) = Q

32.5
(t)⊕ V

2
(t) + Q

33.21
(t)⊕ V

3
(t)

+ [Q
34
(t) + Q

34.6
(t)]⊕ V

4
(t)

V
4
(t) = Q

40
(t)⊕ V

0
(t) + Q

42.7
(t)⊕ V

2
(t)

+ [Q
44.8

(t) + Q
44.22

(t)]⊕ V
4
(t)

(12)
V15(t) = Q15,0(t)⊕ V0(t) + Q15,2.16(t)⊕ V2(t)

+Q15,4.17(t)⊕ V4(t) + Q15,15.18(t)⊕ V18(t)

(13)V0 = lim
s→0

sV∗∗
0
(s) =

Vr

D�

(14)MTSF =
MTSFA

MTSFB

,

MTSFA = Γ(1 +
1

�
)

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

1

(� + � + �)1∕�
+

�

�

� + � + �

��

1

� + � + � + m

�

+

�

�

� + � + �

��

1

(� + � + � + h)1∕�
+

h

(� + � + � + h)

1

(� + � + � + k)1∕�

�

+

�

�

� + � + �

��

1

(� + � + � + h)1∕�
+

h

(� + � + � + h)

1

(� + � + � + l)1∕�

�

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦
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MTSFB =

⎡

⎢

⎢

⎢

⎢

⎣

1 −
h

(� + � + � + h)

�

�k(� + � + � + l) + �l(� + � + � + k)

(� + � + �)(� + � + � + k)(� + � + � + l)

�

−

�

�m

(� + � + �)(� + � + � + m)

�

⎤

⎥

⎥

⎥

⎥

⎦

(15)A0 =
A1 + A2 + A3

Z1 + Z2 + Z3

A
1
=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

�

k(l + �) + �l

(� + � + � + k)(� + � + � + l)

�

�

� + � + h

� + � + � + h

�

⎡

⎢

⎢

⎢

⎢

⎣

�

� + � + m

� + � + � + m

��

�
0

�

� + � + h

� + � + � + h

�

+ �
1

�

�

� + � + �

��

+

�

1

� + � + �

��

�
3

�

�(� + � + m)

� + � + � + h

�

+ �
15

�

�(� + � + h)

� + � + � + h

��

⎤

⎥

⎥

⎥

⎥

⎦

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

A
2
= �

2

�

� + � + h

� + � + � + h

�

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

�

�(� + � + m)

(� + � + �)(� + � + � + m)

��

(h + �)l + �(� + � + h)

(� + � + � + h)(� + � + � + l)

�

+

�

�(� + � + m)

(� + � + �)(� + � + � + m)

��

�l + �(� + � + h)

(� + � + � + h)(� + � + � + l)

�

+

�

�(� + � + m)

(� + � + �)(� + � + � + h)

��

�� + �(l + �)

(� + � + � + l)(� + � + � + m)

�

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

A
3
= �

4

�

� + � + h

� + � + � + h

�

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

�

��(� + � + m)

(� + � + �)(� + � + � + m)

��

(� + � + h) + k�

(� + � + � + h)(� + � + � + k)

�

+

�

�(� + � + m)

(� + � + �)(� + � + � + m)

��

k(h + �) + �(� + � + h)

(� + � + � + h)(� + � + � + k)

�

+

�

��(� + � + h)

(� + � + �)(� + � + � + h)

��

k + (� + �)

(� + � + � + k)(� + � + � + m)

�

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

Z
1
=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

�

k(l + �) + �l

(� + � + � + k)(� + � + � + l)

�

�

� + � + h

� + � + � + h

�

⎡

⎢

⎢

⎢

⎢

⎣

�

� + � + m

� + � + � + m

��

�
0

�

� + � + h

� + � + � + h

�

+ ��
1

�

�

� + � + �

��

+

�

1

� + � + �

��

��
3

�

�(� + � + m)

� + � + � + h

�

+ ��
15

�

�(� + � + h)

� + � + � + h

��

⎤

⎥

⎥

⎥

⎥

⎦

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦
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Z
2
= ��

2

�

� + � + h

� + � + � + h

�

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

�

�(� + � + m)

(� + � + �)(� + � + � + m)

��

(h + �)l + �(� + � + h)

(� + � + � + h)(� + � + � + l)

�

+

�

�(� + � + m)

(� + � + �)(� + � + � + m)

��

�l + �(� + � + h)

(� + � + � + h)(� + � + � + l)

�

+

�

�(� + � + m)

(� + � + �)(� + � + � + h)

��

�� + �(l + �)

(� + � + � + l)(� + � + � + m)

�

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

Z
3
= ��

4

�

� + � + h

� + � + � + h

�

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

�

��(� + � + m)

(� + � + �)(� + � + � + m)

��

(� + � + h) + k�

(� + � + � + h)(� + � + � + k)

�

+

�

�(� + � + m)

(� + � + �)(� + � + � + m)

��

k(h + �) + �(� + � + h)

(� + � + � + h)(� + � + � + k)

�

+

�

��(� + � + h)

(� + � + �)(� + � + � + h)

��

k + (� + �)

(� + � + � + k)(� + � + � + m)

�

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

(16)B0 =
B1 + B2 + B3

Z1 + Z2 + Z3

B
1
=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

�

k(l + �) + �l

(� + � + � + k)(� + � + � + l)

�

�

� + � + h

� + � + � + h

�

⎡

⎢

⎢

⎢

⎢

⎣

�

� + � + m

� + � + � + m

��

��
1

�

�

� + � + �

��

+

�

1

� + � + �

��

��
3

�

�(� + � + m)

� + � + � + h

�

+ ��
15

�

�(� + � + h)

� + � + � + h

��

⎤

⎥

⎥

⎥

⎥

⎦

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

B
2
= ��

2

�

� + � + h

� + � + � + h

�

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

�

�(� + � + m)

(� + � + �)(� + � + � + m)

��

(h + �)l + �(� + � + h)

(� + � + � + h)(� + � + � + l)

�

+

�

�(� + � + m)

(� + � + �)(� + � + � + m)

��

�l + �(� + � + h)

(� + � + � + h)(� + � + � + l)

�

+

�

�(� + � + m)

(� + � + �)(� + � + � + h)

��

�� + �(l + �)

(� + � + � + l)(� + � + � + m)

�

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦
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Z1, Z2, and Z3 are defined earlier.

B
3
= ��

4

�

� + � + h

� + � + � + h

�

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

�

��(� + � + m)

(� + � + �)(� + � + � + m)

��

(� + � + h) + k�

(� + � + � + h)(� + � + � + k)

�

+

�

�(� + � + m)

(� + � + �)(� + � + � + m)

��

k(h + �) + �(� + � + h)

(� + � + � + h)(� + � + � + k)

�

+

�

��(� + � + h)

(� + � + �)(� + � + � + h)

��

k + (� + �)

(� + � + � + k)(� + � + � + m)

�

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

(17)

N
v
=

⎡

⎢

⎢

⎢

⎢

⎣

�

k(l + �) + �l

(� + � + � + k)(� + � + � + l)

�

�

� + � + h

� + � + � + h

��

� + � + m

� + � + � + m

��

� + � + h

� + � + � + h

�

⎤

⎥

⎥

⎥

⎥

⎦

11 � Profit analysis

The profit analysis of the system can be done using the profit 
function;

(18)P = E0A0 − E1B0 − E2V0

Table 1   MTSF vs. hardware repair rate (k)

(k)
↓

α = 0.002, 
β = 0.003, l = 1.5 
γ = 0.001, m = 2.5
h = 0.002, η = 0.5

α = 0.002, 
β = 0.003, l = 2 
γ = 0.001, m = 2.5
h = 0.002, η = 0.5

α = 0.002, 
β = 0.003, l = 1.5 
γ = 0.001, m = 2.5
h = 0.002, η = 1

α = 0.002, 
β = 0.003, l = 2 
γ = 0.001, m = 2.5
h = 0.002, η = 1

α = 0.002, 
β = 0.003, l = 1.5 
γ = 0.001, m = 2.5
h = 0.002,η = 2

α = 0.002, 
β = 0.003, l = 2 
γ = 0.001, m = 2.5
h = 0.002,η = 2

0.01 99887.01 99902.01 49943.5 49951 24971.75 24975.5
0.02 100868.1 100883.5 50434.06 50441.75 25217.03 25220.87
0.03 101390.3 101405.8 50695.13 50702.91 25347.57 25351.46
0.04 101709.4 101725.1 50854.71 50862.54 25427.36 25431.27
0.05 101932.9 101939.6 50961.94 50969.81 25480.97 25484.9
0.06 102077.7 102093.5 51038.84 51046.73 25519.42 25523.37
0.07 102193.3 102209.1 51096.65 51104.56 25548.32 25552.28
0.08 102283.3 102299.2 51141.67 51149.6 25570.84 25574.8
0.09 102355.4 102371.3 51177.72 51185.66 25588.86 25592.83
0.1 102414.5 102430.4 51207.24 51215.19 25603.62 25607.59

Table 2   Availability vs. hardware repair rate (k)

(k)
↓

α = 0.002, 
β = 0.003, l = 1.5 
γ = 0.001, m = 2.5
h = 0.002, η = 0.5

α = 0.002, 
β = 0.003, l = 2 
γ = 0.001, m = 2.5
h = 0.002, η = 0.5

α = 0.002, 
β = 0.003, l = 1.5 
γ = 0.001, m = 2.5
h = 0.002, η = 1

α = 0.002, 
β = 0.003, l = 2 
γ = 0.001, m = 2.5
h = 0.002, η = 1

α = 0.002, 
β = 0.003, l = 1.5 
γ = 0.001, m = 2.5
h = 0.002,η = 2

α = 0.002, 
β = 0.003, l = 2 
γ = 0.001, m = 2.5
h = 0.002,η = 2

0.01 4.917715 4.920477 4.024606 4.029787 3.605096 3.624837
0.02 6.6539 6.657524 5.066369 5.073799 4.216954 4.24311
0.03 7.215458 7.219323 5.541096 5.54963 4.523747 4.553441
0.04 7.478224 7.482189 5.812485 5.821669 4.71428 4.746312
0.05 7.628539 7.632557 5.988095 5.997706 4.846557 4.880289
0.06 7.725431 7.729481 6.111013 6.120927 4.944955 4.98
0.07 7.79296 7.79703 6.201858 6.211996 5.021679 5.057771
0.08 7.842675 7.846759 6.271732 6.282045 5.083585 5.120547
0.09 7.880786 7.884881 6.279574 6.315464 5.13485 5.172545
0.1 7.910925 7.915028 6.325076 6.360823 5.178176 5.216504
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Table 3   Profit vs. hardware repair rate (k)

(k)
↓

α = 0.002, 
β = 0.003, l = 1.5 
γ = 0.001, m = 2.5
h = 0.002, η = 0.5

α = 0.002, 
β = 0.003, l = 2 
γ = 0.001, m = 2.5
h = 0.002, η = 0.5

α = 0.002, 
β = 0.003, l = 1.5 
γ = 0.001, m = 2.5
h = 0.002, η = 1

α = 0.002, 
β = 0.003, l = 2 
γ = 0.001, m = 2.5
h = 0.002, η = 1

α = 0.002, 
β = 0.003, l = 1.5 
γ = 0.001, m = 2.5
h = 0.002,η = 2

α = 0.002, 
β = 0.003, l = 2 
γ = 0.001, m = 2.5
h = 0.002,η = 2

0.01 24185.97 24199.79 19770.98 19796.91 17670.11 17769.01
0.02 32869.47 32887.59 24987.31 25024.49 20736.31 20867.28
0.03 35677.84 35697.17 27363.69 27406.38 22273.38 22422.04
0.04 36991.9 37011.73 28722.05 28768 23227.89 23388.24
0.05 37743.6 37763.69 29600.97 29649.05 23890.52 24059.37
0.06 38228.14 38248.39 30216.15 30265.74 24383.43 24558.82
0.07 38565.83 38586.18 30670.79 30721.51 24767.75 24948.4
0.08 38814.44 38834.86 31020.48 31072.07 25077.85 25262.85
0.09 39005.02 39025.5 31059.94 31239.42 25334.64 25523.31
0.1 39155.73 39176.25 31287.65 31466.41 25551.67 25743.49

Table 5   Profit vs. software upgradation rate (l)

(l)
↓

α = 0.002, 
β = 0.003, k = 1.5 
γ = 0.001, m = 2.5
h = 0.002, η = 0.5

α = 0.002, 
β = 0.003, k = 2 
γ = 0.001, m = 2.5
h = 0.002, η = 0.5

α = 0.002, 
β = 0.003, k = 1.5 
γ = 0.001, m = 2.5
h = 0.002, η = 1

α = 0.002, 
β = 0.003, k = 2 
γ = 0.001, m = 2.5
h = 0.002, η = 1

α = 0.002, 
β = 0.003, k = 1.5 
γ = 0.001, m = 2.5
h = 0.002,η = 2

α = 0.002, 
β = 0.003, k = 2 
γ = 0.001, m = 2.5
h = 0.002,η = 2

0.01 22102.43 22116.13 15889.05 15902.31 13287.68 13311.58
0.02 31587.79 31605.64 21877.44 21898.31 17022.39 17064.06
0.03 34903.38 34922.43 24876.3 24901.1 19031.67 19084.78
0.04 36484.96 36504.52 26670.93 26698.35 20327.57 20388.81
0.05 37388.77 37408.6 27864.3 27893.52 21251 21318.43
0.06 37966.82 37986.82 28714.91 28745.43 21951.85 22024.18
0.07 38365.77 38385.87 29351.77 29383.29 22507.36 22583.73
0.08 38656.55 38676.73 29846.42 29878.72 22961.85 23041.63
0.09 38793.02 38813.22 29316.05 29347.43 23342.78 23425.48
0.1 38998.25 39018.51 29820.57 29852.76 23668.17 23753.41

Table 4   Availability vs. software upgradation rate (l)

(l)
↓

α = 0.002, 
β = 0.003, k = 1.5 
γ = 0.001, m = 2.5
h = 0.002, η = 0.5

α = 0.002, 
β = 0.003, k = 2 
γ = 0.001, m = 2.5
h = 0.002, η = 0.5

α = 0.002, 
β = 0.003, k = 1.5 
γ = 0.001, m = 2.5
h = 0.002, η = 1

α = 0.002, 
β = 0.003, k = 2 
γ = 0.001, m = 2.5
h = 0.002, η = 1

α = 0.002, 
β = 0.003, k = 1.5 
γ = 0.001, m = 2.5
h = 0.002,η = 2

α = 0.002, 
β = 0.003, k = 2 
γ = 0.001, m = 2.5
h = 0.002,η = 2

0.01 4.500902 4.503641 3.248226 3.250871 2.729044 2.733781
0.02 6.397533 6.401102 4.444281 4.448405 3.474168 3.482459
0.03 7.060552 7.064361 5.043509 5.048463 3.875298 3.885877
0.04 7.376828 7.380739 5.402166 5.407644 4.134076 4.14628
0.05 7.557568 7.561533 5.640679 5.646516 4.318502 4.331942
0.06 7.673165 7.677163 5.810693 5.816792 4.458486 4.472909
0.07 7.752945 7.756965 5.93799 5.944288 4.56945 4.584679
0.08 7.811095 7.815131 6.036864 6.043317 4.660239 4.676148
0.09 7.838384 7.842425 5.930744 5.937015 4.736336 4.752829
0.1 7.879427 7.883479 6.031612 6.038045 4.801339 4.818341
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 where E0 = 5000 (Revenue per unit uptime of the system), 
E1 = 500 (Charge per unit time for which server is busy 
due to repair), E2 = 200 (Charge per unit visit made by the 
server).

12 � Discussion

The numerical behavior of the MTSF, availability, and profit 
function of the system are represented in Tables 1, 2, and 
3 corresponding to hardware repair rate ranges [0.1–1.0] 
respectively. According to these tables, all the reliability 
measures have an increasing trend as compared with their 
initial trend by fixing the constant values of the parameters 
such as hardware failure rate α = 0.002, software failure rate 
β = 0.003, load failure rate γ = 0.001, software upgradation 
rate l = 1.5, waiting for server arrival rate h = 0.002, and 
load recovery rate m = 2.5. The first and second, third and 
fourth, fifth and sixth columns of these tables show the effect 

of software upgradation rate l = 1.5 to 2.0 with fixed shape 
parameter η = 0.5, η = 1.0, η = 2.0 respectively. By compar-
ing the first, third, and fifth columns of the Tables 1, 2, and 
3, shape parameters are more effective as compared to soft-
ware upgradation on the reliability measures of the system.

When the software upgradation rate l spans from 
[0.1–1.0], the fourth (Table 4) and fifth tables (Table 5) ana-
lyzed the behavior of availability and profit function having 
an increasing tendency and decreasing their values when 
shape parameter (η) enhanced by keeping fixed values of 
the other parameters such as α = 0.002, β = 0.003, γ = 0.001, 
k = 1.5, h = 0.002, m = 2.5. And, the system's availability and 
profit function improve when the hardware repair rate (k) is 
increased from 1.5 to 2 while the other parameters remain 
unchanged (Tables 4, 5).

The availability and profit function exhibit an increas-
ing trend when the load recovery rate (m) is in the range 
[0.1–1.0], and declining trends when the shape parameter 
(η) is increased from 0.5, 1.0 to 2.0 while keeping other 

Table 7   Profit vs. load recovery rate (m)

(m)
↓

α = 0.002, 
β = 0.003, l = 1.5 
γ = 0.001, k = 2.5
h = 0.002, η = 0.5

α = 0.002, 
β = 0.003, l = 1.5 
γ = 0.001, k = 3
h = 0.002, η = 0.5

α = 0.002, 
β = 0.003, l = 1.5 
γ = 0.001, k = 2.5
h = 0.002, η = 1

α = 0.002, 
β = 0.003, l = 1.5 
γ = 0.001, k = 3
h = 0.002, η = 1

α = 0.002, 
β = 0.003, l = 1.5 
γ = 0.001, k = 2.5
h = 0.002,η = 2

α = 0.002, 
β = 0.003, l = 1.5 
γ = 0.001, k = 3
h = 0.002,η = 2

0.01 36813.1 36822.17 31301.24 31317.07 27166.93 27228.19
0.02 38030.88 38039.02 32174.51 32189.99 27944.69 28007.86
0.03 38637.75 38645.79 32570.01 32585.43 28264.31 28328.23
0.04 38999.77 39007.8 32795.77 32811.16 28431.08 28495.38
0.05 39239.93 39247.97 32941.78 32957.16 28530.05 28594.57
0.06 39410.8 39418.85 33043.95 33059.34 28593.71 28658.35
0.07 39538.55 39546.62 33119.46 33134.84 28636.95 28701.67
0.08 39637.66 39645.74 33177.54 33192.92 28667.49 28732.26
0.09 39715.85 39723.94 33105.44 33120.73 28689.68 28754.49
0.1 39780.49 39788.59 33143.74 33159.04 28706.16 28771

Table 6   Availability vs. load recovery rate (m)

(m)
↓

α = 0.002, 
β = 0.003, l = 1.5 
γ = 0.001, k = 2.5
h = 0.002, η = 0.5

α = 0.002, 
β = 0.003, l = 1.5 
γ = 0.001, k = 3
h = 0.002, η = 0.5

α = 0.002, 
β = 0.003, l = 1.5 
γ = 0.001, k = 2.5
h = 0.002, η = 1

α = 0.002, 
β = 0.003, l = 1.5 
γ = 0.001, k = 3
h = 0.002, η = 1

α = 0.002, 
β = 0.003, l = 1.5 
γ = 0.001, k = 2.5
h = 0.002,η = 2

α = 0.002, 
β = 0.003, l = 1.5 
γ = 0.001, k = 3
h = 0.002,η = 2

0.01 7.442825 7.444638 6.329526 6.33269 5.503088 5.515322
0.02 7.686074 7.687702 6.503183 6.506277 5.657653 5.670265
0.03 7.80738 7.808988 6.581931 6.585012 5.721142 5.733905
0.04 7.879758 7.881364 6.626902 6.629978 5.754243 5.767081
0.05 7.927775 7.929384 6.655993 6.659068 5.773867 5.786748
0.06 7.96194 7.963551 6.676355 6.679429 5.786474 5.799381
0.07 7.987485 7.989099 6.691403 6.694477 5.795027 5.80795
0.08 8.007303 8.008919 6.702979 6.706052 5.801059 5.813992
0.09 8.022939 8.024557 6.688527 6.691583 5.805436 5.818376
0.1 8.035863 8.037484 6.696162 6.699219 5.80868 5.821624
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parameters constant such as hardware failure rate α = 0.002, 
software failure rate β = 0.003, load failure rate γ = 0.001, 
hardware repair rate k = 1.5, waiting for server arrival rate 
h = 0.002, and software upgradation rate l = 2.5, respectively, 
as shown in Tables 6 and 7.

The system's availability and profit function improve 
when the hardware repair rate (k) is increased from 2.5 to 3 
while all other parameters remain unchanged, and the shape 
parameter has three different values 0.5, 1.0, and 2.0. Hence, 
the load recovery rate has a meaningful impact on the reli-
ability measures of the system with different values of the 
shape parameter.

13 � Conclusion

This research focuses on a two-unit cold standby redundant 
computer system that has been exposed to hardware main-
tenance rather than software upgrades and load recovery. 
When the hardware repair rate (k) rises, the system MTSF, 
availability, and profit function rise as well; however, when 
the form parameter (η) rises, these numbers fall. While the 
pace of system software upgrades (l) rises, system dependa-
bility metrics like MTSF, availability, and profit function rise 
as well, even when other parameters remain constant. The 
main finding of the study is that because software upgrades 
and load recovery may be costly and time-consuming, 
hardware repairs are a cost-effective and lucrative way to 
improve the system's availability and profitability.

14 � Future Scope

Generally, hardware repair facilities enhance the system per-
formance, availability, and profit because hardware failure 
of the system or component is visible and easy to repair as 
compared to software upgradation and load recovery. The 
study is more fruitful in the industries, geophysical sci-
ences, enviornment science, green enery, and clear energy 
systems following such type of mathematical model for their 
betterment.
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