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Abstract A framework for emerging innovations and the 
capacity to provide reliable cloud services in cloud comput-
ing. The availability of “unlimited” computing capabilities 
to consumers on command is one of the key components 
of cloud computing. Single cloud holding resources, mean-
while, are typically constrained and could not be capable 
to handle the unexpected spike in user demands. To allow 
resource exchange amongst clouds, the multi-cloud archi-
tecture is proposed. Offering resources and activities across 
several clouds is a paradigm that is getting more and more 
popular today. The majority of existing cloud workflow 
scheduling projects focus on reducing costs or length of 
time. The greatest crucial Quality of Service (QoS) param-
eter, nevertheless, is the dependability of workflow sched-
uling. As a result, multi-objective scheduling for scientific 
processing in a multi-cloud architecture is suggested in this 
research to reduce workflow duration and expense while also 
satisfying the dependability requirement. To achieve this 
concept Adaptive Dingo Optimization (ADO) algorithm is 
designed. The proposed algorithm takes solution encoding, 
fitness calculation, and update functions. For experimental 
analysis, a different workflow model is used. The perfor-
mance of the proposed approach is evaluated in terms of 
different metrics.

Keywords Quality of service · Adaptive dingo 
optimization algorithm · Makespan · Workflow scheduling · 
Multi-objective

1 Introduction

To provide communications, cloud computing has received 
enormous attention in recent years as well as it needs mas-
sive resources with services for executing large-scale appli-
cations [1]. Therefore, it joins similar ideas also knowledge 
toward giving mutual assets, tools, software, and information 
meant for individual computers with other machines [2]. 
Several computer frameworks are suggested for the enor-
mous quantity of data storage as well as the computer needs 
of cloud computing [3]. Virtual Machine (VM) is one of 
the main software in cloud computing, it supports all win-
dows in single software [4]. Also, through cloud infrastruc-
ture users can run large-scale workloads on VMs hosted. 
It improves application completion time and enables paral-
lel processing of application tasks [5]. Utilizing accessible 
computing resources as effectively as possible is the primary 
goal of a cloud computing system. Scheduling tasks in suit-
able order so they can be completed under problem-specific 
limitations is the primary goal of scheduling [6].

Workflow scheduling problem on resources is the most 
essential issue for the uses of cloud environment [7]. Single 
cloud computing is flat to resource problems like hardware 
breakdown, software breakdown as well as power break-
down similar to other distributed computing [8]. Single 
cloud computing meets some disadvantages given user needs 
in scheduling tasks [9]. While operating a complex workflow 
program, these issues are expected and fixed develop task 
failures and workflow system faults [10]. Thus, the method 
considers the multi-cloud technique, it satisfies the custom-
ers with a variety of options and toward greatest assure their 
purpose necessities, particularly intended for persons sci-
entific computing request [11]. Between various cloud con-
tributors, this might be the better answer for the exchange of 
resources [12]. The cloud is a platform for large dispersed 
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computing that is available for streaming for various process 
applications [13].

A crucial performance metric for cloud-based process 
scheduling is durability [14]. However, the reliability criteria 
used by various cloud providers vary. Users must therefore 
pay particular consideration to the dependability restric-
tion of the workflow when choosing computer resources 
in a multi-cloud environment [15]. We have suggested 
multi-objective scheduling in this paper, which is taken into 
account for scientific processes in a multi-cloud context. The 
primary goal is to reduce makespan time and cost while 
also following dependability constraints. An optimization 
algorithm like the Adaptive Dingo Optimization Algorithm 
(ADO) is proposed to achieve the multi-objective scheduling 
with optimal values.

2  Related works

Many of the researchers had developed workflow scheduling 
on the cloud. Among them some of the works are analyzed 
here.

Hu et al. [16] had explained a multi-objective scheduling 
(MOS) algorithm for scientific workflow in a multi-cloud 
environment. The MOS algorithm is based on Particle 
Swarm Optimization (PSO), as well as the equivalent code 
strategy to get the tasks finishing place, as well as tasks, 
categorize information transmission toward concern. Wide-
spread experimental explained the important multi-objective 
presentation development of MOS algorithm better result 
compared with CMOHEFT algorithm as well as the RAN-
DOM algorithm.

Adhikari et  al. [17] had discovered via allowing for 
numerous contradictory objectives utilizing the Firefly 
Algorithm (FA). The goal of FA is to match each workflow 
with a relevant cloud platform that can accommodate its 
requirements for load balancing and resource usage of the 
cloud servers. Additionally, a rule-based technique is built 
to distribute the tasks to the appropriate VM instances to 
shorten the duration of the workflow as well as gather the 
deadline. Using the approach, parameters like makespan, 
reliability, resource utilization and loads of the cloud servers 
were well defined.

For scheduling dependent tasks toward VMs Abed-
Alguni et al. [18] introduce a discrete variation of the Dis-
tributed Grey wolf Optimizer (DGWO). The computation, 
as well as data transmission costs, are the two objectives 
for the scheduling process in DGWO. Compared with 
existing algorithms like PSO and GWO, DGWO gives 
better results and it was experimentally tested. Also, 
compared with other tested algorithms, the experimental 
outcome suggests that DGWO distributes tasks to VMs 
faster and it gives the makespan time. Based on Adaptive 

resource Allocation as well as Consolidation an Online 
Workflow Scheduling algorithm was proposed by Chen 
et al. [19]. This algorithm performs better compared to 
other methods.

Alaei et al. [20] develop an adaptive fault detector strat-
egy based on the Improved Differential Evolution (IDE) 
algorithm. The study utilizes an Adaptive Network-Based 
Fuzzy Inference System (ANFIS) forecasting framework to 
prevent resource load fluctuation, which improves fault pre-
dictive performance before fault development. Compared 
with existing techniques, the method considerably enhances 
the whole arrangement presentation, attains a superior 
quantity of error acceptance with tall Hyper Volume (HV) 
contrasted by way of ICFWS, IDE, also ACO algorithms, 
reduces the makespan, the power expenditure as well as job 
error fraction, and minimizes the overall cost (The summary 
of literature survey is presented in Table 1).

Chakravarthi et  al. [21] had proposed a schedul-
ing algorithm called as Multi-Criteria Decision Making 
(MCDM) approach. According to the task requirement, a 
weighted total of run time cost, as well as the transfer of 
data instances, is utilized to determine the optimal resource 
among the available resources. The investigational outcome 
revealed that T-BDMWS provides present modern heuristics 
among the condition of attaining the user-specified resources 
otherwise deadline constriction and resource competence.

Medara et al. [22] presented an energy-aware algorithm 
in cloud computing called EASVMC with VM consolida-
tion. It takes the multi-objective like consumption of energy, 
resource utilization as well as VM migrations. Algorithm-
like inspired meta-heuristic approach called the Water Wave 
Optimization (WWO) toward lessening the energy consump-
tion which finds an appropriate migration also lever off 
redundant hosts after migrating its VMs toward a suitable 
target swarm.

3  Workflow model using DAG

A scientific workflow is consist of several tasks which is 
modeled as a DAG. A workflow can be modeled as W = (A, 
E), where A = {T1,  T2, …,  Tn} denotes the set of n tasks 
in the workflow as well as E = {(Ti,  Tj)|Ti,  Tj ∈ A} denotes 
the set of task dependencies. All tasks in the process must 
be completed within the deadline, which is a deadline con-
straint D attached to the workflow W. The simple representa-
tion of the DAG workflow [8] is shown in Fig. 1.

T1 and T10 represent the incoming and outgoing tasks, 
respectively, in Fig. 1. Tasks T2 and T3 are offspring of task 
T1. Only once the parent’s job has been completed may the 
child’s tasks be run. To be discovered is the ideal task–VM 
(task, VM) pair.
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4  Multi‑objective function design

To run extensive experimental operations, an IaaS platform 
offers processing resources in the form of VMs. The pro-
posed approach is taken into account in this scenario as a 
multi-cloud system for process scheduling. Two or more 
cloud processes connecting over the Internet make up a 
multi-cloud architecture. Cloud customers have the avail-
ability of VM resources from all cloud providers in our 
multi-cloud ecosystem. The features of each cloud, however, 
and the specific pricing structures of cloud platforms vary. 
A global cloud manager receives an application, divides the 
related workflow into numerous tasks, and presents them to 
the cloud scheduler. The tasks are scheduled by the cloud 

scheduler using a multi-objective scheduling technique. 
The tasks are then distributed to the accessible VMs using 
the local scheduler installed in each data center. The three 
characteristics of makespan, cost, and dependability were 
taken into account by the proposed method for multi-objec-
tive scheduling. The main goals of the suggested schedul-
ing model are to decrease each task’s makespan, cost, and 
dependability restriction. Control characteristics are estab-
lished to outline this problem. The equation can be used to 
describe the issue (1).

where

where P(n,m) represent the processing capacity.
The objective function mentioned above will be mini-

mized in this study utilizing the proposed approach. For that, 

(1)
Minimize∶O(S) = (makespan, cos t)

Subject to∶R ≥ rcon ; rcon ∈ [rmin, rmax]

(2)Reliability = R = Πai∈A
r(ai)

(3)r(ai) = exp(−𝜉 ⋅ Trent(ai,VM(n,m))); 𝜉 > 0

(4)Cost = C =
∑

ai∈A

C(ai,VM(n,m))

(5)makespan = Aend(aexit)

(6)Aend(ai) = Astart(ai) + Arecev(ai) + Aexeu(ai,VM(n,m))

(7)Aexeu(ai,VM(n,m)) =
W(ai)

P(n,m)

Table 1  Summary of literature survey

Authors Objectives Result Limitations

Proposed Hu and Haiyang [16] Makespan time, cost, and 
reliability constraints

Good makespan time, less cost, 
and better reliability

Time complexity is high due to the 
present VM

Adhikari et al. [17] The workload of cloud servers, 
makespan time, resource 
utilization, and reliability

Minimum makespan and minimum 
cost

Time complexity is high

Zheyi et al. [18] Resource utilization and total cost Total execution of cost is 
minimized and solves the 
scheduling problem

Low convergence rate

Mani et al. [19] Resource utilization and total cost 
of the scientific workflow model

Achieved average resource 
utilization and execution cost

During the execution, Only one task 
is executed at a time

Chakravarthiand Shyamala [20] Energy consumption, total cost, 
and makespan time

Fault ratio is reduced in workflow 
scheduling

Low convergence rate

Chakravarthi et al. [21] Run time, cost, and resource 
utilization

Minimum cost and efficient 
resource utilization

Not consider the reliability value

Elgendya et al. [22] Energy consumption, resource 
utilization, and VM relocation

Reduced energy consumption Doesn’t operate two tasks in one 
VM

Fig. 1  Simple DAG model
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the proposed method considered the adaptive dingo optimi-
zation (ADO) algorithm.

5  Proposed workflow scheduling methodology

A framework for emerging capabilities and the capacity to 
provide reliable cloud services in cloud computing. The 
availability of “unlimited” computing resources to consum-
ers on-demand is one of the key components of cloud com-
puting. Single cloud holding resources, nevertheless, are 
typically constrained and could not be sufficient to handle 
the unexpected spike in user demands. To allow resource 
sharing amongst clouds, the multi-cloud concept is pro-
posed. Offering resources and services from several clouds 
is a paradigm that is getting more and more popular today. 
This research proposes a multi-objective scheduling method 
for scientific workflow in a multi-cloud environment, to con-
currently reduce workflow duration and cost while satisfying 
the reliability requirement. To achieve this concept adaptive 
dingo optimization (ADO) algorithm is designed. The over-
all flow diagram of the proposed model is shown in Fig. 2.

The main aim of the proposed model is,

• To improve the efficiency of cloud scheduling, a large 
number of tasks are mapped onto cloud resources using 
a workflow model. Here DAG (directed acyclic graph) is 
used for the workflow model.

• To support resource sharing between the clouds, the multi-
cloud concept is introduced here.

• Multi-objective function-based scheduling is presented 
using adaptive dingo optimization (ADO). This ADO helps 
to diminish the makespan and cost and improve the reli-
ability constraint of the proposed workflow model.

• The efficiency of recommended technique is analyzed 
based on different metrics namely, makespan, cost, and 
reliability. A detailed explanation of each process is 
described in a further section.

5.1  Multi‑objective scheduling strategy using ADO

The scheduling parameters such as makespan, cost, and reli-
ability are optimized by using ADO in the scheduling process. 
The DOA is a brand-new bio-inspired global optimization 
algorithm that imitates dingoes’ hunting tactics. Group hunt-
ing is an intriguing aspect of dingoes’ social activity, which 
furthers the social behavior of dingoes. Predatory strategies are 
classified into their stages as follows: chasing and approaching, 
encircling and harassing, and attacking. Here the traditional 
dingo optimization is modified using updation process [23]. 
The step-by-step process of ADO is explained in beneath,

Step 1: Solution encoding
Solutions are representing the flow of tasks. In each optimi-

zation algorithm, encoding solution is a significant step. In this 
proposed work, the solution is considered as the task workflow. 
A workflow can be modeled as W = (A, E), where A = {a1, 
a2, …, an} represents the set of n tasks in the workflow as well 
as E = {(ai, aj)|ai, aj ∈ A} denotes the set of task dependencies.

Step 2: Fitness evaluation
Once the initial population is completed, the fitness func-

tion is computed. The fitness function is evaluated with the 
consideration of makespan, cost and reliability constrained. 
The objective of the proposed model is to minimize the makes-
pan and cost value and improve the reliability constrained of 
each task. The fitness function is mathematically formulated 
in Eq. (1).

Step 3: Encircling process
After fitness evaluations, solutions are updated using dingo 

optimization. Dingoes are intelligent sufficient to locate their 
prey. The pack, led by the alpha, circles the prey after locating 
it. The following analytical solutions simulate these dingoes’ 
behavior,

(8)D⃗d =
|||
|
A⃗ ⋅

⇀

Pp(X) − P⃗(i)
|||
|

(9)
⇀

P(i + 1) =
⇀

P
p
(X) −

⇀

B.D⃗(d)

(10)
⇀

A = 2.
⇀

a
1

Fig. 2  Overall flow diagram of the proposed model
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positions of neighboring dingoes are addressed using a two-
tier level vector given in Fig. 3. As mentioned by the loca-
tion of the prey (P ∗, Q ∗), a dingo (P, Q) can update its 
position in place. By changing the value of the vectors �⃗A and 
�⃗B for the current area, each of the possible areas is arranged 
individually on the map around the best expert. The position 
vector of dingoes [23] is presented in Fig. 3.

Step 4: Hunting process
The position of possible prey is well known to all of the 

pack members, particularly alpha, beta, and others. The hunt 
is always led by the dominant dingo. Beta and other dingoes, 
though, could occasionally join in on the hunts. Other dingoes 
must change their positions by the location of the best search 
agent.

(11)
⇀

B = 2
⇀

b .
⇀

a
2
−

⇀

b

(12)b⃗ = 3 −

(

1 ∗

(
3

lmax

))

(13)����⃗D𝛼 =
||
|
���⃗a1. ���⃗P𝛼 − p⃗

||
|

(14)����⃗D𝛽 =
||
|
���⃗a1. ���⃗P𝛽 − p⃗

||
|

(15)����⃗D0 =
||
|
���⃗a1.���⃗P0 − p⃗

||
|

(16)���⃗P1 =
||
|
���⃗P𝛼 .b⃗ −

����⃗D𝛼
||
|

(17)���⃗P2 =
||
|
���⃗P𝛽 .b⃗ −

����⃗D𝛽
||
|

In the dingo optimizer, the intensity of every dingo is 
computed based on the below equations,

In this, we can undoubtedly portray the situation updated 
by alpha, beta, and remaining dingo. Dingos (alpha, beta, 
and others) may also feel updated. Their positions are arbi-
trary and work in space prey in the hunting ground.

Step 5: Attacking prey process
Dingo concluded the hunt by assaulting the target if there 

is no location update.
Step 6: Searching process
Dingoes search for prey primarily based on the position 

of the pack. They continuously move forward to pursue and 
attack predators.

Step 7: Termination criteria
When the best fitness value is chosen, the algorithm stops 

working. The allocation procedure uses the chosen ideal 
task. The algorithm of scheduling is presented in Table 2.

6  Result and discussion

This section analyses the actual outcomes of the suggested 
workflow scheduling. Java is used to execute the suggested 
scheduling technique. The device is powered by an Intel 
Core i5 CPU and runs Windows 10 on a device with 6 GB of 
RAM. Java is used to simulate the suggested approach. Four 
different types of workflows, including Montage, Cyber-
Shake, Sipht, and LIGO, are employed for experimentation 
analysis [24, 25]. Figure 3, shows the workflow’s organiza-
tional structure.

6.1  Experimental results

Here, the experimental analysis of various workflow models 
has been taken also simulation is done with the help of a 
cloud simulator in the Java domain to minimize the makes-
pan time, and cost and satisfy the reliability constraint. The 
proposed algorithm is compared with existing algorithms 

(18)���⃗P3 =
|
|
|
���⃗P0.b⃗ −

����⃗D0
|
|
|

(19)��⃗I𝛼 = log

(
1

f𝛼 − (1E − 100)
+ 1

)

(20)��⃗I𝛽 = log

(
1

f𝛽 − (1E − 100)
+ 1

)

(21)��⃗I0 = log

(
1

f0 − (1E − 100)
+ 1

)

Fig. 3  Structure of workflows a Montage, b CyberShake, and c 
LIGO
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like FA, GWO, and PSO. The dataset details are given in 
Tables 3 and 4.

Table 5 explains the best score value for various tasks that 
correspond with virtual machines. For algorithm iterations, 
we have obtained distinct values. And it is calculated for our 
proposed and existing algorithms. In task T1, the best score 
obtained for ADO is 245, FA is 243and GWO is 241. Simi-
larly, other algorithms give their best values. Our proposed 
model ADO gives the best score attained compared with 
existing algorithms. Also, we have gotten the fitness value 
best for the proposed ADO algorithm.

Figure 4, discusses to the minimum makespan time based 
on various iterations. Here the iterations are changed from 
20 to 40. By utilizing the three algorithms the makespan 
time differs from 1200 to1550. The makespan time is con-
trasted with three algorithms FA, GWO, and ADO. We have 
acquired the greatest influence traverse to time got for FA 
and GWO algorithm. In our proposed ADO algorithm, we 
have accomplished the least makespan time.

Figure 5, explains a comparative chart for various tasks 
done with different scientific workflow models. The models 
are a montage, SIPHT, LIGO, and Cybershake. The X-axis 

Table 2  Algorithm for ADO based workflow scheduling

Input: Scientific workflow model, Maximum number of 

iterations, numbers of population size, available VMs, 

available PM, total tasks, the parameter of ADO algorithm.

Output: Scheduled Task (Best solution)

Start
             Randomly generate the initial solution

                   initialize the values

 While termination conditions not reached do

                     Evaluate the fitness of each dingo's (solution)

                      Estimate the best search dingo (Da) 

                      Estimate the second-best search Dingo (Db)  

                      Estimate the remaining search Dingoes (Do)

iteration 1
repeat

for i=1:D in do
            Update the latest search agent status

     end for

              Evaluate the intensity cost and fitness of dingoes

             Store the value of Da, Db, Do

              Store the value of b, A, and B

             Iteration=Iteration+1

            check if, iteration> stopping criteria

         output

End while

Table 3  Amazon EC2 VM 
instance specification

Instance type “Core speed” “Processing 
cores”

“RAM (GB)” “Storage (GB)” “Cost per 
hour” ($)

m1.small 1 1 1.6 150 0.5
m1.large 5 3 7.6 900 0.22
m1.xlarge 9 5 16 1710 0.51
c1.medium 6 3 1.8 370 0.29
c1.xlarge 21 9 7.2 1710 1.20

Table 4  Google compute 
engine VM instance 
specification

Instance type “Core speed” “Processing 
cores”

“RAM (GB)” “Storage (GB)” “Cost per 
hour” ($)

m1.small 1 1 1.9 160 0.7
m1.large 5 3 7.6 920 0.39
m1.xlarge 9 5 15.5 1720 0.52
c1.medium 6 3 1.9 350 0.4
c1.xlarge 21 9 7.5 1720 1.30

Table 5  Various tasks based on 
algorithm iterations

VM Tasks Iterations Best score obtained Fitness for 
proposed 
ADO

ADO FA GWO 99

1 T1 10 245 243 241 98
2 T2 20 256 254 200 98.56
3 T3 30 265 260 262 99.21
4 T4 40 321 320 319 96
5 T5 50 342 340 300 97
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mentions various tasks from the user and the y-axis men-
tions makespan time represented in h. Here, our existing 
algorithms like FA, GWO, and GSO. Here, we have gotten 
less time using our proposed ADO algorithm contrasted with 
all other algorithms.

Figure 6, explains the cost analysis compared with vari-
ous optimization algorithms. Different workflow models 
have been taken for this analysis. We have achieved low cost 
in our proposed ADO algorithm. Compared with the existing 
algorithm our method gives the best solutions.

Figure 7, demonstrates the failure coefficient analysis 
for reliability constraint. In this, we have considered the 
failure coefficient 0.001, 0.002, and 0.003 compared with 
existing algorithms. The X-axis represents various tasks 
analyzed with failure coefficient and the y-axis represents 
the reliability constraint for our proposed and existing 
algorithms. Compared to existing techniques, ADO gives 
better reliability.

Fig. 4  Convergence graph for makespan time

Fig. 5  Comparative analysis for time

Fig. 6  Comparative analysis of Cost

Fig. 7  Failure coefficient
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7  Conclusion

In this paper, we have proposed a multi-objective scheduling 
task taken for scientific workflow in a multi-cloud environ-
ment. Here, our main aim is to reduce the multi-objective 
parameters like reliability, makespan time, and cost. It is 
obtained by utilizing the fitness value of the algorithm our 
proposed algorithm. Further, the better execution of the ADO 
algorithm gives the least time, cost, and reliability as well as 
gives optimal value. The execution of the proposed scientific 
workflow scheduling strategy was analyzed and the test comes 
about to demonstrate that the proposed scheduling procedure 
has accomplished high exactness and effectiveness than the 
existing methods. Compared with existing algorithms like FA 
and GWO, our proposed algorithm gives better performance. 
In future work we will take on new algorithms on another 
platform also we will analyze faults that occurred during trans-
mitting data which affects the data path.
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