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Abstract Communication through speech offers the most 
straightforward channel for man-machine interaction. Nev-
ertheless, it is a barrier for some languages with low data 
resources. Extracting features and processing silence in a 
speech signal is an unnecessary extra effort. Noise in the 
speech signal reduces classification accuracy. Therefore, 
silence and noise are removed from the signal to improve 
recognition. Nonetheless, current approaches rely on static 
Zero-Crossing-Rate (ZCR) and energy values for the detec-
tion. Through the analysis of the speech signal, it has been 
determined that the utilization of fixed ZCR and energy 

values do not effectively address the delineation of unvoiced 
consonant boundaries in speech. The use of static values 
fails to accurately identify the speech boundary during the 
articulation of these unvoiced consonants. Therefore, in 
this study, the dynamic value of ZCR and energy has been 
derived to overcome this problem. Here, roughly a spoken 
region has first been identified from each speech signal of 
a non-overlapping frame. In the second step, the dynamic 
values are derived by two novel algorithms. Two standard 
datasets, the Free Spoken Digit Dataset (FSDD) and the 
Bangla 0 to 99 Dataset (Bangla Dataset), spoken words in 
English and Bengali, respectively, have been used in this 
study. The Mel Frequency Cepstral Coefficients (MFCC) 
have been extracted from each raw signal and the proposed 
pre-processed signal. Subsequently, these features are input 
into a Bidirectional Long-Short-Term-Memory (BiLSTM) 
network. The result shows the superiority of the proposed 
pre-processing methods.

Keywords Isolated word · Manner of articulation · 
Zero Crossing · Mel Frequency Cepstral Coefficient · 
Bidirectional-Long-Short-Term-Memory

1 Introduction

Speech boundary detection is an essential issue in speech 
segmentation. A phonetics sentence comprises related words 
composed of the utterances of phonemes. The declaration 
of a group of sentences is called continuous speech. Vow-
els, semi-vowels, diphthongs, and consonants constitute the 
primary phonemic classes [1, 2]. The phonemes are gen-
erated by air pressure flowing through the vibrating vocal 
cord. Vowels, semi-vowels, and diphthongs are all aspirated 
sounds; sufficient air flows through the vocal cord. These are 
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all voiced sounds. However, the pronunciation of consonants 
can be categorized into voiced and unvoiced. Table 1 shows 
English consonants’ place and manner of articulation [3, 
4]. In English, the unvoiced consonants are /p/, /t/, /k/, /f/, 
/θ/, /s/, /ʃ/, and /tʃ/. So, the utterance of these consonants 
generates a shallow air pressure in the vocal cord, result-
ing in such consonants having very low amplitude (almost 
zero). For example, the sound wave for audio signal four is 
presented in Fig.1.

The pronunciation of the word “four” is constructed by 
the phonemes /f/+/ou/+/r/. So, it begins with the unvoiced 
consonant /f/ (marked by the color black in Fig. 1), followed 
by the diphthong /ou/, looks like the utterance /o/ (charac-
terized by the color red in Fig. 1) and ends with the voiced 
approximant /r/ (drawn by the color green in Fig.1). It is 
clear that the amplitude of the sound wave for the conso-
nant /f/ is very low, and its utterance is like silent. Similarly, 
the place and manner of articulation for Bengali (formally 
known as Bangla) consonants [5, 6] are presented in Table 2. 

The consonants /প/, /ফ/,/ত/,/থ/, /ট/, /চ/, /ছ/, /ক/, /খ/, and 
/স/ are unvoiced. For example, the sound wave of the Ben-
gali word “ছয়” is shown in Fig.2.

The word ‘ছয়’ is constructed by the phonemes /ছ/+/
অ/+/য়/. In Fig. 2, it is shown that the air pressure in the 
vocal cord for /ছ/ is so low that it appears unvoiced (indi-
cated by the color black). The air pressure for the next two 
phonemes /অ/(a vowel), shown by the red color, and /য়/ (a 
semi-vowel), led by the pink color, is high enough to gener-
ate the high amplitude signal.

In linguistics, a word is formed by one or more sylla-
bles, and phonemes form a syllable. Therefore, boundary 
detection is essential for segmenting continuous speech 
into syllables, words, and sentences [1, 7].

Eliminating noise and silence has several advantages, 
such as data reduction and audio signal compression. A 
long audio signal may contain a single word. An audio sig-
nal can be divided into silence, voiced, and noise signals. 
Extracting the features of silence and noise can increase 
the feature matrix. Therefore, analyzing and extracting the 
entire signal will unnecessarily increase the amount of 
data. Noise and silence removal has several advantages, 
such as speech segmentation, boundary detection, fea-
ture reduction, data compression, vowels, and consonant 
detection.

Additionally, there is a possibility that noise can decrease 
classification accuracy, and silence enhances the audio sig-
nal’s feature.

However, speech boundary detection is not an easy task. 
The speech signal exhibits non-stationary characteristics. 
This means its characteristics change over time and between 
speakers. Each individual has a different vocal shape [8, 9]. 
Motivated by this, a novel pre-processing method has been 
proposed to derive the dynamic threshold ZCR and energy 
and applied to the isolated word recognition to address the 
problems in this paper.

Key features of the proposed work are outlined below.

Table 1  The place and manner 
of articulation of the English 
consonants

Manner ↓ Voicing Place

Bilabial Labiodental Interdental Alveolar Palatal Velar Glottal

Stop Voiceless p t k ʔ
Voiced b d g

Fricative Voiceless f θ s ʃ h
Voiced v ð z ʒ

Affricate Voiceless tʃ
Voiced dʒ

Nasal Voiced m n ŋ
Liquid Lateral Voiced l

Rhotic Voiced r(ɹ)
Glide Voiced w j (w)

Fig. 1  The audio wave of an utterance of the word “four”
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1. We propose a distinctive pre-processing method to 
derive a dynamic threshold for energy and zero cross-
ing to eliminate silence and noise regions from an audio 
sample. The approach correctly detects the speech 
boundary for the phonemes that start or end with the 
unvoiced consonants.

2. Two algorithms have been designed to derive the 
dynamic energy and zero-cross threshold. Two differ-
ent datasets of two separate languages were employed 
in the experiment.

3. The experiment has been performed in three ways: the 
MFCC feature has been extracted from the raw, the 
voiced signal applies the static threshold, and the voiced 
signal uses the dynamic threshold.

4. The comparative classification accuracy from each fea-
ture matrix is analyzed to prove the superiority of the 
proposed pre-processing technique.

This paper is structured in the following manner: Sect. 2 
provides an overview of related research in isolated word 
recognition. Section 3 outlines the methodology applied. 
Detailed results and comparative analysis can be found in 
Sect. 4, while Sect. 5 discusses the conclusion and the future 
scope of our proposed work.

2  Literature review

Researchers have conducted several studies on audio pre-
processing and classifying isolated spoken words in different 
languages. Some works focused on the features, some on the 
classifiers, and some on the data pre-processing. This section 
compiles a selection of recent relevant studies.

Mahalingam et al. (2019) [10] proposed an isolated spo-
ken word recognition task in the English language taken 
from FSDD. They classified 2000 audio files using a Wavelet 
Scattering Transform (WST) as a feature and Long-Short 
Term Memory (LSTM) as a classifier. They obtained 96% of 
test accuracy. Wu, J et al. (2018) [11] presented a new neural 

network, namely a spiking neural network (SNN), to catego-
rize 400 Real World Computing Partnership (RWCP) sounds 
and 4950 audios from the TIDIGITS dataset [12]. They used 
Short-Term Fourier Transform (STFT) and Log-Auditory 
Filter Bank as a feature and Self-Organizing Map-SNN for 
the identification. The SNN addressed the time-warping 
problem. They got 99.60% accuracy on RWCP and 97.40% 
on the TIDIGITS dataset. Nayak et al. (2023) [13] proposed 
a deep learning-based 7090 speech command recognition in 
the Kui language. MFCC was used as a feature, and several 
classifiers were used for training. The highest accuracy was 
incurred at 97% using the attention-LSTM model. A variant 
of MFCC features, called Bionic Wavelet Transform (BWT), 
was proposed by Vani et al. (2020) [14]. The experiment 
used two datasets, FSDD and their own Kannada dataset. 
They achieved 96% and 90% accuracy on FSDD and Kan-
nada datasets using the LSTM classifier model. Chuchura 
et al. (2022) [15] focused on spliced audio detection from 
the spectrogram as a feature and Convolutional Neural Net-
work (CNN) as a classifier to detect forged or original audio. 
The accuracy obtained was 93.05%. Turab et al. (2022) [16] 
worked to classify isolated spoken words on three speech 
corpus of English, Urdu, and Gujarati. They aimed to feature 
ensembling to increase the recognition rate. The mel-spec-
trogram, MFCC, and ZCR are fused and classified using a 
new architecture of NetB0 and obtained the highest accuracy 
of 99%. The English-isolated word from FSDD was clas-
sified by Savitha et al. (2021) [17]. MFCC was used as an 
audio feature, and simple Recurrent Neural Network (RNN) 
as a classifier. They obtained 90.31% accuracy and reduced 
the loss to 0.4391.

Six thousand Bangla audio samples were collected from 
120 Bangladeshi Speakers by Shuvo et al. (2019) [18]. They 
extracted the MFCC feature and fed it into CNN for clas-
sification purposes. 93.65% accuracy was achieved by their 
model for the regional Bangla language. B. Paul et al. (2021) 
[19] proposed a Bangla speech recognizer model for 1000 
isolated spoken Bangla numerals. They used MFCC as a fea-
ture and the Gaussian Mixture Model (GMM) as a classifier 

Table 2  The place and manner 
of articulation of Bengali 
consonants

Place → Bilabial Dental Alveolar Post-Alveolar Palatal Velar Glottal

↓ Manner

Stops Voiceless প/p/ ফ/ph/ ত/t/ থ/th/ ট/t/ ঠ/th/ চ/c/ ছ/ch/ ক/k/ খ/kh/
Voiced ব/b/ ভ/bh/ দ/d/ ধ/dh/ ড/d/ ঢ/dh/ জ, য/ɟ/ ঝ/ɟh/ গ/g/ ঘ/gh/

Nasals ম/m/ ন,ণ/n/ ঙ,ঞ/ŋ/
Trill র/r/
Flap ড়,ঢ়/ɾ/
Fricatives স/s/ শ,ষ,/ʃ/ হ/h/
Lateral ল/l/
Approxi-

mant
য়/j/
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and obtained 91.7% cross-validation accuracy. Four thou-
sand audio samples are classified by Sen et al. (2021) [20]. 
The audio samples are Bangla spoken numerals recorded 
by Bangladeshi speakers. They extracted MFCC, ΔMFCC, 
and ΔΔMFCC and then finally trained by 10-fold cross-
validation training using CNN, achieving 96.7% accuracy. 
Paul et al. (2022) [21] classified Bangla-isolated spoken dig-
its and words using the template-based matching technique 
Dynamic Time Warping (DTW). They extracted MFCC, 
ΔMFCC, and ΔΔMFCC as a feature and matched every 
pattern by DTW. They got 93% test accuracy. An Artificial 
Neural Network (ANN) based isolated word recognition task 
was investigated by Noman et al. (2022) [22]. The speaking 
dialect is Bangladeshi speakers. The Discrete Fourier Trans-
form (DFT) was extracted to feed into ANN for classification 
and obtained 95.23% accuracy.

From the literature, most speech recognition models [11, 
13, 15–18, 20, 22] didn’t focus on audio signal analysis and 
pre-processing to improve accuracy. Most existing works 
[11, 12, 14–18, 20] followed the traditional mechanism of 
different feature extraction followed by different classifica-
tion techniques to compare the result in terms of accuracy. 
However, the existing models fall short in identifying the 
addition of noise. Few [14, 19, 21, 22] have addressed audio 
signal pre-processing to enhance accuracy. Also, the com-
putational cost of pre-trained deep learning models is rela-
tively high for these small corpora of isolated words. The 
cost depends on the duration of the signal and the number 
of training parameters. However, the entire utterance must 
be processed to feed it into classifiers. Noise and silence are 
undesirable components of speech. Thus, if we neglect them, 
we get more productive results. Even in our previous works 
[19, 21] of isolated word recognition tasks, the non-voiced 

consonants were not correctly detected. As a result, the 
boundary was segmented poorly for the words that started 
with voiced-less consonants. So, this work focuses on speech 
recognition to address these issues and enhance classifica-
tion accuracy.

3  Methodology

The sequential structure of the proposed method is summa-
rized by a flowchart given in Fig. 3.

The proposed method has been carried out in four main 
phases: Silence and noise zone detection, derivation of the 
dynamic threshold for ZCR and energy, MFCC feature 
extraction, and finally, training & classification. The initial 
stage involves importing audio samples from the corpora 
to be analyzed. Section 3.1 covers an in-depth discussion 
of the speech corpus and its features. Then, a rough esti-
mate of the voiced portion from each clip is obtained using 
the static values of ZCR and energy. The primary innova-
tion of this approach lies in the creation of an algorithm 
to derive the dynamic threshold of ZCR and energy from 
cropping the voiceless part of an audio clip and sharpen-
ing the marginal part. Moving on to the subsequent stage, 
we extracted MFCC features from the pre-processed audio 
clips. To conclude, the extracted features were input into a 
BiLSTM classifier to measure and contrast the efficiency of 
our proposed method.

3.1  Database used

In this research, we utilized two established datasets contain-
ing spoken isolated words from two separate languages. The 

Fig. 2  The audio wave of an utterance of the word “ছয়”

Fig. 3  The graphical depiction 
of our proposed methodology
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first speech corpus is the Free Spoken Digit Dataset, formerly 
FSDD [23], containing ten spoken digits in the English dialect. 
The dataset contains three thousand audio clips recorded by 
six individuals. The sampling frequency is 8 KHz, and the 
recording uses the mono channel. The second speech corpus 
is “Bangla spoken 0–99 number” (Bangla Dataset) [24], spo-
ken by Bangladeshi speakers. The first ten classes have been 
considered for classification. The sampling frequency is 41.4 
KHz, and the stereo channel with the 32-bit resolution was 
used during the recording. Due to there being 100 samples in 
every category, we added another 200 audio in each class for 
the robustness of the proposed method.

3.2  Silence and noise detection

In studying the audio signal, it has been found that the best 
method for recognizing the speech segment is to calculate the 
energy and zero crossing. The formula for the energy is given 
in Eq. 1 [1, 25] and zero-crossing is given in Eq. 2 [26] and 
Eq. 3 [27, 28], respectively. However, the selection of a thresh-
old for ZCR and the energy of a non-overlapping frame is dif-
ficult because the speech signal is non-stationary. Therefore, it 
is not easy to choose the values of energy and ZCR to form the 
correct boundary in the speech signal. Again, it is impossible 
to choose different values from signal to signal. Therefore, a 
rough boundary is first obtained by selecting the static ZCR 
and energy values. The proposed method uses 0.3 and 0.1 as 
initial thresholds for zero-crossing and energy, respectively. 
Table 3 summarizes the decision for a frame. Algorithm 1 
estimates from the utterance signal approximately the voice 
region, where the voice signal begins and ends when the utter-
ance ends.

where N is frame length,  Ex(m) is the energy of the  mth 
sample.

where,

(1)Ex(m) =
1

N

N∑

i=1

|x(i)|2

(2)ZCRx(m) =
1

2N

N∑

i=1

|sign[x(i)] − sign[x(i − 1)]|

3.3  Algorithm for voice zone detection

This algorithm finds an estimated voiced activity zone from 
an audio signal. It inputs the audio sample x, the energy 
threshold e_th, and the zero-crossing threshold zc_th.

Algorithm 1  (recorded audio sample  xm , e_th, zc_th)

Step 1: frame_len            0.025*fs    //fs the sampling 

frequency and Set the frame length to 25ms

Step 2:   N                  ⌈length(xm)/frame_len⌉
            // Count the number of non-overlapping frames

Step 3:  for i = 1 : N // for each frame i

Step 4:  Px (i)                energy of the frame (i) using 

formula 1

Step 5: Zx(i)             zero crossing of the frame (i) using   

formula 2

Step 6:      MAXX = max(Px(i))

Step 7:      if Px(i) > e_th*MAXX && Zx(i) < z_th

Step 8:      then

Step 9: v(i) = 1

Step 10:      else

Step 11: v(i) = 0

Step 12:      endif

Step 13:  end for

Step 14: k Find the first index of the first frame for 

which v(i) = 1

Step 15:  l  Find the last index of the last frame for 

which v(i) = 1 

Step 16:  y          x(k:l)

// The signal from x(k) to x(l) indicates a rough 

estimation of the actual word uttered zone

Step 17:   Return (y)

Step 18: End

However, this selection can’t address the region where 
pronunciation begins or ends with unvoiced consonants such 
as /p/, /t/, /k/, /f/, /θ/, /s/, /ʃ/, and /tʃ/ (in English). Similarly, 
the pronuntiation of /প/, /ফ/,/ত/,/থ/, /ট/, /চ/, /ছ/, /ক/, /খ/, 
and /স/ looks silent in Bangla. This affects the recognition 
of the boundary. The wrong delimiter changes the meaning 
of the word and decreases the recognition rate.

An example of the use of these static values is - the 
boundary of the English word “four” shown in Fig. 4.

Figure 4a shows the raw audio wave of the word “four,” 
The phoneme boundaries are separated by black, red, and 
pink colors for ‘f’, ‘o’, and ‘r’ respectively. It is found that 

(3)sign[x(i)] =

{
−1, if x(i) < 0

1, otherwise

Table 3  Frame selection

ZCR> Zero-crossing-threshold Noise frame

Energy<Energy-threshold Silence frame
ZCR< Zero-crossing-threshold and Energy>Energy 

threshold
Voiced frame
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when the static zero-crossing and energy are applied, the 
utterance for the consonant sound “f” is missing in Fig. 4b. 
Thus, its utterance looks like the word “or”. This changes 
the meaning of the word since this static value does not 
properly recognize the boundary. Similarly, the static thresh-
old is used to represent- the boundary of the Bengali word 
“সাত” in Fig. 5.

Figure 5a shows the raw audio wave of the sound “সাত” 
and the phoneme boundaries are indicated by the colors 
red, black, and pink for /স/, /া/, and /ত/, respectively. The 
voiced part of the sound is shown in Fig. 5b using the static 
threshold for energy and zero-crossing. The part marked in 
red (sound wave for /স/) is eliminated in Fig. 5b. However, 
it carries an “s”, an important fragment of the word “সাত”. 
This changes the meaning of the word. In Fig.5b, the bound-
ary begins with the vowel “আ”. As a result, the pronuncia-
tion of the word সাত is mostly recognized as “আট” by the 
classifier since the utterance of 5b “আত” mostly matches 
আট.

3.4  Deriving dynamic threshold value of energy 
and zero crossing

Here, an algorithm is developed to derive the dynamic value 
of ZCR and energy threshold. The signal is analyzed in 25ms 
non-overlapping frame-wise. Here, the threshold range is 
reshaped by deriving an algorithm. Evaluate the frame 
count indicating the voice signal using Algorithm 1. Then, 
the mean energy and mean zero-crossing are determined in 
the voiced section only. Then count the number of frames 
with energy greater than the mean energy, called COUNT1. 
Similarly, the number of frames whose zero-crossing is 
greater than the mean zero-crossing is called COUNT2. 
The energy and zero-crossing threshold is then determined 
from the mean energy, mean zero-crossing, COUNT1, and 
COUNT2,- according to steps 11 and 12 in Algorithm 2.

Fig. 4  a The raw audio wave of the pronunciation of the word “four”. 
b The voiced section of the corresponding audio wave 4(a) using 
static zero-crossing and energy

Fig. 5  a The raw audio wave of the pronunciation of the word “সাত”. 
b The voiced section of the corresponding audio wave 5(a) using 
static zero-crossing and energy
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3.5  Algorithm for dynamic thresholding

The algorithm for dynamic threshold calculation is described 
in Algorithm 2:

Algorithm 2  (Utterance Zone  ym)

Step 1: frame_len             0.025*fs  // fs is the sampling 

           Frequency, Set the frame length to 25ms

Step 2:   N                  ⌈length(ym)/frame_len⌉
// Count the number of non-overlapping frames 

within the voiced region

Step 3:  for each frame i

Step 4: Px (i)                average energy of the frame (i) 

using formula 1

Step 5:       Zx(i)                 average zero crossing of the      

     frame (i) using formula 2

Step 6: end for

Step 7: mean_px           mean(Px)  

 //Find the mean energy of the audio sample ym

Step 8: mean_zx           mean(Zx)  

         //Find the mean zero crossing of the audio sample ym

Step 9: COUNT1          Number of frames having energy >  

                                     mean_px

Step 10:  COUNT2            Number of frames having zero-

                                           crossing > mean_zx

Step 11: th_px                mean_px/COUNT1

Step 12: th_zx                mean_zx + mean_zx/COUNT2

Step 13: Return (th_px, th_zx)

Step 14: End

The application of Algorithm 2 and the effect of the 
boundary of the audio wave “four” is shown in Fig. 6.

Figure 6a represents the raw audio wave of an utterance of 
the word “four”, and the phonemes boundaries are marked 
by the colors black, red, and pink for /f/, /o/, and /r/, respec-
tively. Fig. 6b shows the voiced part of corresponding audio 
6(a) using Algorithm 1, and Fig. 6c shows the voiced part 
using Algorithm 2. A clear distinction between 6b and 6c in 
that /f/ is cropped in Fig.6b but is visible in Fig. 6c.

Similarly, from the Bangla dataset after applying Algo-
rithm 2, the boundary of the utterance সাত is shown in 
Fig. 7. The raw audio sample of the utterance “সাত” is pre-
sented in Fig. 7a. The voiced part of the corresponding audio 

Fig. 6  a The raw audio wave of the sound “four”. b The boundary of 
the corresponding 6(a) using the static threshold. c The boundary of 
the corresponding 6(a) using the dynamic threshold

Fig. 7  a The raw audio sample of the utterance “সাত”. b The effect 
of selecting static energy and zero-crossing c The effect of selecting 
dynamic energy and zero-crossing by Algorithm 2

Fig. 8  Steps for MFCC feature 
extraction
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is displayed in Fig. 7b by selecting the static energy and 
zero-crossing threshold. Finally, the voiced part of the audio 
is depicted in Fig. 7c by applying Algorithm 2, deriving the 
dynamic energy and zero-crossing threshold.

3.6  Feature extraction

An extensively adopted speech feature, MFCC, incorpo-
rating twenty-six (26) dimensions has been extracted here. 
Figure 8 shows how the various steps are performed to deter-
mine the MFCC feature.

Framing: Each audio sample is truncated with a duration 
of 25ms and an overlap of 60%, resulting in 99 frames/sec. 
Each frame is analyzed to find 26 MFCC features.

Windowing: Here, each frame is convolved with a Ham-
ming window. Equation 4 [29] shows the formula for a Ham-
ming window.

In this context, w(n) denotes the signal after windowing 
at the  nth point.

Fast Fourier Transform: The conversion from the sig-
nal’s time-domain to its frequency-domain components is 
established by Fourier transform using a fast algorithm of 
Discrete Fourier Transform (DFT) [30]. Equation 5 [30, 31] 
is used to determine the DFT of a windowed signal.

Here, K represents the DFT length, which is the nearest 
power of 2 greater than the window length.

(4)w(n) = 0.54 − 0.46cos(
2πn

N − 1
)

(5)S(k) =

N∑

i=1

w(n)e−
j2πki

N 1 ≤ k ≤ K

We apply the formula to calculate the frame energy using 
the DFT values given in Eq. 6 [29, 31] for the next level of 
analysis.

Mel scale filter bank: In the MFCC calculation process 
at this point, we employ 26 overlapping triangular filter 
banks to transform the spectrum into the Mel scale using 
Eq. 7 [32, 33].

Here, m signifies the Mel frequency, and f denotes the 
frequency in Hz.

Discrete cosine transform (DCT): In the ultimate step, 
we revert the Mel frequency spectrum to the time domain 
by performing the DCT on the log Mel power spectrum of 
frame i. The mathematical expression for finding the DCT 
is Equation 8 [34, 35].

For this purpose, M is set to 26, indicating the number of 
filter banks, and 1≤ m ≤ L denotes the allowed range for the 
number of MFCC coefficients.

The 26 coefficients of Cm are considered MFCC for a 
single frame. The dimension of the feature matrix is {num-
ber_of_frames x 26} for variable length audio. The next 
phase feeds this feature into a single Bidirectional Long 
Short Term Memory Network (BiLSTM).

(6)Pi(k) =
1

N
|S(k)|2

(7)m = 2595log10(1 +
f

700
)

(8)Cm =

M∑

k=1

cos[m
(
k −

1

2

)
π

M
]Ek

Fig. 9  Proposed architecture 
for the sequence to label archi-
tecture



2669Int. j. inf. tecnol. (April 2024) 16(4):2661–2673 

1 3

3.7  Classifier model

When it comes to classification, out of the available classifi-
ers, the most popular sequence-to-label classifier, a BiLSTM 
[36, 37, 38.], is used in the experiment with hyper-tuned 
parameters. The datasets are split into a training set and a 
test set with 80% and 20%, respectively. The proposed archi-
tecture for this classification is shown in Fig. 9. This classi-
fier is chosen because only LSTM can classify the variable 
length input sequence. Other classifiers, both for machine 
learning and deep learning, require feature shaping. This 
means the feature matrix or vector must be transformed into 
a uniform shape before being fed into the classifiers. Uni-
form feature design is implemented either by a zero pad in 
the feature (post-process) or by splitting audio into the same 
utterance duration (pre-process), which requires consider-
able effort.

In Fig.9, the time series input (X) of the MFCC feature 
is fed into the input layer. Here ‘F’ and ‘S’ represent the 
dimension of the MFCC feature, the length of the input 
sequence, which is 26, and the number of audio frames, 
respectively. The prediction accuracy of BiLSTM is better 
than LSTM [36, 38]. It predicts the output from both direc-
tions of the input. BiLSTM is nothing but the combination 
of two LSTMs. At time ‘t’, the output of the  tth BiLSTM unit 
‘yt’ is generated by Eqs. 9, 10, and 11 [37, 39].

In Eq. (9) →
W xh

 forward input-hidden weight, →
W hh

 is for-

ward hidden-hidden weight, and →
b h

 is forward bias. Simi-

(9)→

h t
=�(→

Wxh
.xt+→

Whh
.→
h t−1

+→
b h

)

(10)←

h t
=�(←

Wxh
.xt+←

Whh
.←
h t+1

+←
b h

)

(11)yt = →

W hy
.→
h t

+←

W hy
.←
h t

+ by

larly, in Eq. (10), all these are identical for the backward 
direction. Finally, →

h
and ←

h
 are combined to obtain the out-

put ‘yt’ given by Eq. (11) [40, 41].
The output of all BiLSTM units is concatenated and 

passed to ten fully connected layers for ten output classes 
of softmax activation.

4  Result and discussion

To demonstrate the novelty of the proposed method, the 
experiment is conducted in three different ways. First, the 
MFCC features are extracted from the raw audio signal. 
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Fig. 10  Classification accuracy of recorded, cropped, and proposed 
pre-processed audio on FSDD

Fig. 11  Confusion matrix by applying the pre-processed MFCC on 
FSDD
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Fig. 12  Classification accuracy of recorded, cropped, and proposed 
pre-processed audio in the Bangla dataset
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Second, the MFCC features are extracted from the Voiced 
Zone of the audio clip with Algorithm 1. Finally, the MFCC 
features are extracted from the proposed pre-processed audio 
using Algorithm 2. We named these different audio features 
RAW_MFCC, STATIC_MFCC, and DYNAMIC_MFCC, 
respectively. Now, these three different features have been 
fed to the proposed BiLSTM network with a hyper-tuned 
model for each dataset for classification. The experiment is 
performed with an Intel i5 CPU processor using MATLAB 
2018a and its associated libraries. The model is trained for 

100 epochs using the ‘adam’ optimizer; the initial learning 
rate is 0.001, the minibatch size is 128, and L2 regulariza-
tion is used.

The average accuracy of the RAW_MFCC, STATIC_
MFCC, and DYNAMIC_MFCC features on FSDD is 94%, 
94.01%, and 96.3%, respectively and the class-wise accuracy 
is shown in Fig.10.

From Fig.10, the x-axis represents the ten output classes 
for the ten numeric digits from zero to nine. The y-axis 
indicates the percentage of accuracy for the corresponding 
class. Within each class, you’ll find three color bars denoting 
accuracy—blue for RAW_MFCC, brown for MFCC of the 
clipped audio, and green for MFCC of the proposed pre-pro-
cessed audio clips. The confusion matrix for the best result 
obtained by applying the proposed pre-processed technique 
is shown in Fig. 11.

Similarly, the average accuracy of the RAW_MFCC, 
STATIC_MFCC, and DYNAMIC_MFCC features on the 
Bangla Dataset is 94.17%, 94.13%, and 96.2%, respectively, 
and Fig. 12 shows the class-wise accuracy obtained with the 
different extracted MFCC features for the Bangla dataset.

In Fig.12, the x-axis represents the ten output classes 
of spoken Bangla digits শূন্য to নয়, and the y-axis indi-
cates the percentage of accuracy for the corresponding 
class. For each class, there are three colored bars: blue, 
brown, and green, representing the accuracy obtained by 
entering the RAW_MFCC, the MFCC of the truncated 
audio, and the MFCC of the proposed pre-processed audio 
clips. The confusion matrix for the best result obtained 
by applying the proposed pre-processed technique to the 
Bangla dataset is shown in Fig. 13.

Fig. 13  Confusion matrix by applying the pre-processed MFCC on 
the Bangla dataset

Table 4  Evaluating accuracy in comparison to the current approach

Dataset Author Feature Classifier Result

FSDD Mahalingam et al. [11] MFCC LSTM 96% testing accuracy on 2000 samples.
Vani et al. [14] MFCC SVM, ANN, LSTM 96% testing accuracy for LSTM.
A Chuchra et al. [15] Spectrogram CNN 93.05% testing accuracy
M. Turab et al. [16] Mel Spectrogram, MFCC, and ZCR EfficientNetB0 (Pre-

trained model)
99.00%

Savitha et al. [17] MFCC LSTM 90.31% for training accuracy.
Proposed Method MFCC BiLSTM 96.3% test accuracy

Bangla Spoken 
Digit Dataset

Shuvo et al. [18] MFCC CNN 93.65%
Paul et al. [19] MFCC GMM 91.7%
O. Sen et al. [20] MFCC CNN 96.7% on Cross-validation accuracy
B.Paul et al. [21] MFCC+ΔMFCC+ΔΔMFCC DTW 93%
Noman et al. [22] DFT ANN 95.2%
Proposed Method MFCC BiLSTM 96.2%
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4.1  Discussion

Based on the results, it can be analyzed that the application 
of the proposed pre-processing technique enhances classifi-
cation accuracy. In Fig. 10 and 12, the green color bars are 
higher than the blue and brown bars in most classes. This 
means the proposed word boundary selection using dynamic 
thresholding selects the most accurate boundary. The aver-
age accuracy of almost three percent is improved using the 
proposed noise and silence zone suppression technique.

The proposed pre-processing technique has several practi-
cal advantages: audio data reduction, reduced feature extrac-
tion, noise reduction, boundary detection, etc. It saves time 
and storage space for classification. Another advantage of 
the proposed BiLSTM classifier is that the feature matrix 
does not need to be converted into a uniform dimension. 
The architecture shows how the feature matrix can be fed 
into the classifier with variable length (as the number of 
frames varies from audio to audio). Other classifiers, such as 
Convolutional Neural Network- Long Short Term Memory 
(CNN-LSTM) classifiers, significantly improve recognition 
rates. However, the feature must be post-processed using 
zero-padding or other feature-shaping techniques.

Comparative Study: In two different ways, the superi-
ority of the proposed method has been established. First, 
with the novel pre-processing technique the accuracy of 
the pre-processed audio is enhanced compared to the raw 
audio signal on both datasets as given in Fig.  10 and Fig. 12. 
Second we have compared the isolated word recognition on 
two datasets: FSDD and Bangla spoken digits dataset with 
this study. The result is compared with some recent works 
(see Table 4). The works [11, 14–17] are focused on the 
FSDD. Although the study [16] shows high classification 
accuracy, however, they used EfficientNetB0 pre-trained 
classifier and feature-ensembling method that requires much 
computational cost. On the Bangla spoken digits dataset, 
the study [20] showed a little higher classification accuracy, 
however, it is cross-validation accuracy. But this study shows 
test accuracy.

5  Conclusion and future scope of work

A novel speech signal pre-processing is developed by deriv-
ing the dynamic thresholds of ZCR and energy. The dynamic 
thresholds of ZCR and energy provide correct discrimina-
tion of noise and silence in an audio signal. This increases 
the classification accuracy. Two algorithms are developed 
to determine the dynamic values. The effect of unvoiced 
consonants in the articulation zone is presented. The devel-
oped algorithms detect the boundary of the voiced part. The 
proposed pre-processing technique has been implemented 
in isolated word recognition in two different datasets of two 

different languages. In this isolated word recognition study, 
the MFCC features have been extracted from the raw audio 
samples and the modified clipped audio sample using the 
proposed pre-processing technique. The average classifica-
tion accuracies are 94% and 96.3% on the raw and pre-pro-
cessed audio samples for the FSDD; also, 94.2% and 96.2% 
for the Bangla dataset. The result shows the superiority of 
the proposed pre-processing method. The result has been 
compared with some recent existing works.

Although the proposed pre-processing is good enough to 
detect whether a frame is noise, voice, or silence. This mech-
anism only detects if noise is present in the signal interval. 
However, the technique cannot eliminate the background and 
random noise in the signal. Further investigation is needed 
to eliminate the background and random noise using novel 
filtering techniques. There is also a possibility of using the 
proposed pre-processing approach for speech segmentation 
in the future. So, the proposed algorithms can be applied to 
the continuous speech signal in the future for speech separa-
tion, segmentation, vowel onset point detection, etc.
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