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Abstract Sentiment analysis (SA) is a rapidly expand-
ing research field, making it difficult to keep up with all 
of its activities. It aims to examine people’s feelings about 
events and individuals as expressed in text reviews on social 
media platforms. Recurrent neural networks (RNN) have 
been the most successful in the past few years at dealing 
with sequence data for many natural language processing 
(NLP) tasks. These RNNs suffer from the problem of van-
ishing gradients and are inefficient at memorizing long or 
distant sequences. The recent attention strategy successfully 
addressed these issues in many NLP tasks. This paper aims 
to leverage the attention mechanism in improving the perfor-
mance of the models in sentiment analysis on the sentence 
level. Vanilla RNN, long short-term memory, and gated 
recurrent unit models are used as a baseline to compare to 
the subsequent results. Then, an attention layer was added 
to the architecture blocks, where the encoder state reads and 
summarizes the sequential data. This layer provides weights 
to the summarized portion so that the decoder state can 
translate it more accurately and the model can make more 
accurate predictions. Under the same parameter settings, the 
integrated attention approach is evaluated and compared to 
the baseline models. The experimental results show that 
combining attention with these models can increase overall 

performance by a good margin in the suggested evaluation 
metrics compared to other works; it will help to enhance the 
efficiency of the decision-making.

Keywords Sentiment analysis · Deep learning · RNN · 
LSTM · GRU  · Attention

1 Introduction

Natural language processing (NLP) stands as a sub-field of 
artificial intelligence [1, 2], with the objective of improv-
ing computers’ comprehension of human text and speech. 
Text classification is a crucial aspect of NLP. It aims to map 
labels to text [3, 4]. It has numerous applications, such as 
subject labeling, sentiment categorization, and spam detec-
tion [5, 6]. Sentiment Analysis (SA) is one of the fastest-
growing NLP application research fields. It evaluates the 
user’s behavior, represented by textual data available nearly 
everywhere on social media platforms, by determining 
whether it is positive (Pos) or negative (Neg) with a particu-
lar event [7, 8] and can be done at three levels, i.e., docu-
ment, sentence and phrase [9, 10].

Traditional approaches to SA represent documents using 
sparse lexical features, such as bag of words (BOW), term 
frequency-inverse document frequency (TF-IDF) and one 
hot encoding [4], followed by linear model algorithms [8]. 
Applying these feature representations end up with sparse 
matrix, i.e., vectors of high dimensionality (containing many 
zeros), which could cause for decreasing the performance. 
Additionally, these representations do not consider the 
semantics of the words. So words like aircraft and airplane 
are handled as two different features. While they have a very 
similar meaning. These issues addressed using word embed-
ding representation techniques, which transforms words in 
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a vocabulary to vectors of continuous real numbers with 
much lower dimensionality and also taking into account the 
semantic relationships between words that are reflected in 
the distance and direction of the vectors [5]. Therefore, the 
representation of words has become the basis for the devel-
opment of various tasks in research [6].

Deep learning (DL) techniques, primarily recurrent neu-
ral networks (RNNs), have been the most effective in recent 
years for dealing with sequence information for many NLP 
tasks, such as question answering, topic classification [11] 
and anomaly detection [6]. Although RNN-based techniques 
have been effective for text categorization, they are suscepti-
ble to vanishing gradients and have difficulties memorizing 
long or distant sequences [11–13].

The attention mechanism addressed previous problems 
by permitting a model to directly examine and derive from 
an earlier sentence point state. Recently, attention has been 
used to a combination of DL models [14], including convo-
lutional neural networks (CNN) [15] and RNN models [12, 
16]. The attention-based DL models perform well in pre-
diction and have interpretability. Applying attention to SA, 
the model can automatically identify important words by 
assigning higher weights to the sentiment parts of the input 
that are more important and low weights to the irrelevant 
information for the sentiment classification task [17]. With-
out using the attention mechanism, the RNN would have to 
process the entire sentence in one pass, which could be slow 
and may not allow the model to effectively learn long-term 
dependencies. On the other hand, the model with attention 
can selectively focus on certain parts of the input sentence 
as it processes it [12, 18].

Thus, this work presents an in-depth study on the perfor-
mance of RNNs models, namely, Vanilla RNN (V-RNN), 
long short-term memory (LSTM), and gated recurrent unit 
(GRU) networks with/without attention approach and differ-
ent features representation methods, i.e., Glove and FastText 
for SA on benchmark dataset. It also provides a comprehen-
sive comparison between the various models and features 
representation methods based on the suggested evaluation 
measures to understand their effectiveness in SA task. The 
main contributions of this paper are as follows:

• Present a comprehensive evaluation of several RNN mod-
els, specifically V-RNN, LSTM, and GRU, and examine 
their performance in the context of SA.

• Compare the performance of these models using two 
popular word embedding techniques, namely, FastText 
and Glove. This provides valuable insights into the effec-
tiveness of these methods in improving the performance 
of RNNs in SA.

• Examine the impact of leveraging attention method on 
the performance of these models by comparing the base-
line RNNs (without attention) with the same RNNs plus 

the attention mechanism in all the feature embedding 
methods. This allows for a thorough evaluation of the 
efficiency of this approach in improving the performance 
of RNNs in SA.

• Perform the comparative analysis on a benchmark 
reviews dataset from three different domains, providing 
a solid foundation for the conclusions drawn in this study.

This research study has been structured as follows: Sect. 2 
presents the ’Related works’ that explore various approaches 
used in SA, followed by Sect. 3, which presents the compo-
nents used in the study. Section 4 covers the experiments 
details. The results and discussion are presented in Sects. 5 
and 6, where the proposed approach performance is analyzed 
and compared to the baseline. Finally, the work concludes 
with a summary and outlines potential areas of future work.

2  Related work

Various approaches have been used to tackle the SA task, 
like traditional machine learning (ML), DL, and attention-
based DL, focusing solely on recent and relevant articles in 
order in this section.

In terms of traditional ML approaches, various works 
have delved into the realm of text sentiment analysis (SA) 
with differing focuses and methodologies. One research 
study [19] conducted an investigation into the impact of text 
representations on the performance of multiple ML models 
for SA, utilizing IMDB and Twitter data. The study found 
that artificial neural networks exhibited the highest accuracy 
in both datasets compared to alternative models. Another 
work [20] undertook a comprehensive experimental inves-
tigation of SA using various well-known ML algorithms. 
They assessed three famous review datasets acquired from 
different domains, including Yelp, Amazon, and IMDb data 
for products, restaurants, and movies. The findings high-
lighted the superiority of maximum entropy and boosting 
over other algorithms on various evaluation measures. In 
a separate study [21], a comparison between Naive Bayes 
(NB) and support vector machine (SVM) classifiers was 
carried out, along with TF-IDF vectorizers for sentiment 
classification. By employing a grid search process to opti-
mize parameters, the study determined that SVM slightly 
outperformed NB on Yelp and IMDB datasets, while NB 
showed better results on Amazon reviews. Similarly, [8] 
used same algorithms plus Logistic Regression (LR) with 
BOW and TF-IDF feature representations as baselines and 
employed negation scope identification methods to enhance 
the classifiers performance to classify the sentiment of twit-
ter data. Also, [22] explore the same methods plus Decision 
Tree (DT) algorithm with N-gram (N = 1, 2, and 3) and both 
BOW and TF-IDF feature representations. The performance 
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of these models is compared with the fine-tuned BERT 
transformer model on fake and real news dataset and dem-
onstrated that the traditional models are still good candi-
dates and that the use of bigram combined with BOW and 
DT classifier performs comparable results to BERT with an 
accuracy of 99.74%. In addition to SVM and NB, [23] added 
Random Forest (RF) and K-nearest neighbor (KNN) with 
only TF-IDF representation method. These models evaluated 
on a combined dataset from different domains. The experi-
ments revealed that RF performs the best among others. An 
innovative approach [24] proposed a hybrid feature selection 
technique for SA, involving a genetic algorithm and a com-
bination of information gain, chi-squared, and GINI index 
methodologies. Additionally, an ensemble technique based 
on error rates across diverse domains was introduced. These 
methods were evaluated using four SVM versions on the 
same dataset as the previous study [21], demonstrating their 
efficacy across all dataset domains. Further enhancements 
were made by [25] using a similar dataset and incorporating 
the Reuters dataset. This study [26] introduced an Adap-
tive Ensemble classifier for SA, incorporating drift detec-
tion approach. This approach leverages the identified false-
positive drift detections to mitigate their adverse effects. The 
evaluation is done on the same dataset of this study and 
showed that integrating drift can enhance the performance 
of traditional ML algorithms.

Shifting to the DL approaches, [27] combined RNN, 
LSTM, and GRU models with a CNN output, fed by the 
Glove embedding layer, for SA in movie reviews. The inte-
gration of these models, along with parameter optimization, 
led to enhanced accuracy. In [28] researchers developed an 
ensemble model comprising LSTM and CNN components, 
with one capturing temporal information and the other 
extracting local structure. This approach outperformed indi-
vidual models on IMDB and SST datasets, achieving nota-
bly higher accuracy compared to earlier studies. Addressing 
accuracy improvement through DL, [5] focused on LSTM 
and word embedding, conducting extensive experiments 
across seven benchmark datasets with varying classes and 
training samples. The results showcased superior perfor-
mance of LSTM under specific parameter settings com-
pared to existing literature. For effective sentiment classifi-
cation, [29] introduced a novel two-state GRU and encoder 
method to preprocess data and amplify the impact of word 
embedding. This model exhibited higher accuracy than 
GRU, LSTM, and Bi-LSTM recurrent models on IMDB 
and Amazon reviews, with Word2Vec outperforming other 
embedding methods. Another study [30] explored various 
RNN algorithms paired with word embedding strategies—
word2vec, Glove, and FastText via Skip-grams—evaluated 
on the Amazon dataset. GLRNN techniques with FastText 
achieved exceptional accuracy of 93.75% for the unbal-
anced dataset, while the balanced dataset saw the LRNN 

algorithm attain a peak accuracy of 88.39%. Similarly, [31] 
presented experimental results obtained by conventional DL 
architectures and word embedding schemes. Also, proposed 
an architecture combines TF-IDF weighted Glove word 
embedding with CNN-LSTM architecture that outperforms 
the conventional DL models for detecting the sentiment on 
product reviews obtained from Twitter data.

Transitioning to DL with attention mechanisms, [32] 
argued that incorporating sentiment lexicon embedding 
enhances word representation accuracy. Additionally, an 
attention vector positioning method was developed for 
general SA without a target, bolstering LSTM’s ability to 
capture global sentiment information and perform compa-
rable results. Building upon this, [33] investigated the effi-
cacy of the GRU network in addressing vanishing gradient 
and exploding problems inherent in traditional RNNs. A 
two state GRU with an attention mechanism was devised, 
selecting the most informative features for SA and improv-
ing accuracy while reducing information loss. Another 
approach [34] introduced a model utilizing multi-attention 
mechanisms—word attention, local attention, and cross 
attention—to accumulate textual dependencies. Mutual 
information was employed for data augmentation, mitigat-
ing overfitting concerns. The proposed solution exhibited 
robust performance across various sentiment datasets. In 
study [14] the limitations of current DL models for text SA 
were highlighted—they often focus narrowly on words and 
sentences, disregarding the impact of emotions on sentiment 
feature extraction. A remedy was presented in the form of an 
LSTM network that integrated emotional intelligence with 
attention mechanisms, resulting in enhanced performance.

In conclusion, previous research has shown that ML 
approaches have been trained and tested independently on 
datasets from different domains, leading to inconsistent 
results. Furthermore, DL models have been found to exhibit 
different behaviors when combined with different feature 
representation techniques. The recent success of attention 
mechanisms in other NLP tasks highlights the need for fur-
ther evaluation of the effectiveness of attention in weigh-
ing important words in short review text, specifically in a 
broader range of datasets from diverse domains. This study 
aims to address this gap in research and provide a compre-
hensive evaluation of the effectiveness of attention mecha-
nisms in SA.

3  Methodology work flow

3.1  Proposed work components

The proposed approach for enhancing sentiment classifica-
tion performance involves several key components: data col-
lection, data preparation, embedding features representation 
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(using Fasttext and Glove), modeling (using V-RNN, LSTM 
and GRU), attention layer, and evaluation. These compo-
nents are discussed in detail in the following sections.

3.1.1  Dataset description and preparation

This study focused on determining whether a given text 
expresses Pos or Neg sentiment. For that, a publicly avail-
able dataset of information extracted from user reviews of 
three popular review websites: imdb.com, amazon.com, 
and yelp.com, is used. There is ~ 3000 samples total, with 
1500 Pos and 1500 Neg sentiment sentences. Each entry 
has two components: a review and label (0 or 1) indicating 
the entry’s tone, (Neg or Pos) respectively [35]. Then, the 
text reviews are prepared by tokenizing and truncating or 
padding them to a fixed length.

3.1.2  Embedding layer

Generally, neural networks are composed of linear alge-
bra operators and nonlinear activation functions. For these 
computations, the input text must be encoded as a vector of 
numbers (convert text into numerical representations in a 
low dimensional space) [18, 36]. This work utilizes Glove 
and FastText.

1. Glove is a type of unsupervised learning that acquires 
representations of word vectors [30]. It combines the 
advantages of latent semantic analysis and Word2vec, 
while also enhancing the speed of parameter training 
and the ability to scale effectively. This makes it a suit-
able choice for processing large corpus datasets [37].

2. FastText is another approach that utilizes morpho-
logical features to identify difficult words, making it an 
appropriate choice for representing vectors. This ability 
increases its generalizability as well. It generates vectors 
based on n-grams, which facilitates handling unknown 
words [38, 39].

3.1.3  Recurrent neural network (RNN) models

These neural network types are particularly suited for 
sequential data, such as time series or natural language. In 
these networks, the earlier step’s output is fed as data to the 
current timestamp. In simple neural networks, the inputs and 
outputs are not interdependent and do not have any direct 
influence on each other. In contrast, the key feature of RNNs 
is that they maintain an internal state that can be updated 
at each time step, allowing them to keep information about 
past inputs, which helps in situations such as predicting the 
upcoming word of a sentence [30]. RNNs can be categorized 
into: one-to-one (also known as feedforward) and many-to-
many (also known as sequence-to-sequence).

3.1.3.1 Vanilla recurrent neural network (V‑RNN) V-
RNN is the simplest type of RNN. It consists of a single 
recurrent layer that receives the present input and the pre-
ceding hidden state as inputs and produces an output and a 
new hidden state. It is called “vanilla” because it is the sim-
plest form of RNNs, without additional mechanisms such as 
gates [30, 31].

3.1.3.2 Long short‑time memory (LSTM) LSTM net-
work is a more advanced version of the V-RNN network, 
which incorporates memory cells to prevent loss of infor-
mation when handling data in a sequence [5]. It can manage 
long-term dependencies. It processes the data sequence by 
employing gate vectors at each position to regulate the data 
flow along the sequence. At each time step, there is a vector 
set containing various gates, such as input, forget, output, 
and memory gates. These are combined to determine the 
output of the hidden layer [31, 40].

3.1.3.3 Gated recurrent unit (GRU) GRU is a contem-
porary version of RNN that performs similarly to LSTM 
but has a less intricate design and is more straightforward 
to implement. Unlike LSTM, it doesn’t have a cell state, 
instead, it employs a hidden layer to pass information. The 
hidden layer produces the present time step value by merg-
ing its input with the hidden layer state from the prior one 
[13, 30, 31].

3.1.4  Attention layer

Although RNNs have been a tremendous success, their issue 
involves gradients disappearing over time, which makes 
them ineffective at retaining information from lengthy or 
faraway sequences. The attention mechanism addressed pre-
vious issues by allowing a model to directly examine and 
derive from the condition of an earlier sentence point. It 
has the ability to retrieve all past states and evaluate their 
importance using a learned metric with respect to the current 
token can offer more detailed insights about far-off relevant 
tokens [12, 18]. The dot product attention approach [41, 42] 
is used in this work. It is used in this work to weigh different 
parts of the input differently and help the model to focus on 
essential elements while making predictions. It works by 
computing the dot product between the input and output of 
a model at each time step, taking into account the context 
of the previous time steps, which generates a weight that is 
then used to weigh the input and output of the model. That 
permits the model to focus on the most relevant information. 
It can be represented using the following steps:

• Compute score  (h_t,  x_t) =  h_t * W *  x_t,,where  h_t is the 
output,  x_t is the input at timestamp t, and W is a train-
able weight matrix.
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• Obtain attention weight by applying softmax activation 
on the score tensor  (alpha_t = softmax(score))

• Calculate context vector by element-wise multiplication 
of input and attention weight  (c_t =  alpha_t *  x_t)

• The attention output is obtained by concatenating the 
context vector and output layer (h_t)

• The attention vector is obtained by passing attention 
output through a dense layer with tanh activation (atten-
tion_vector = tanh (W * attention output))

This method is different from other attention mecha-
nisms like additive attention, multiplicative attention, scaled 
dot-product attention, etc., in how it calculates the attention 
weight. This mechanism uses the dot product of the input and 

output to calculate the attention weight, while other attention 
mechanisms use different mathematical operations. Also, the 
dot product attention mechanism produces better results and 
computes faster than other attention mechanisms [41].

3.1.5  Performance evaluation

This is used to determine the performance in each scenario 
relative to the original label of the dataset and to compare 
them to one another [7, 8]. The performance is calculated 
using accuracy (AC), precision (PR), recall (RC), and 
f1-score (F1) methods. These methods are calculated using 
the functions available in the Python Scikit-learn Metrics 
module [30, 43].

3.2  Algorithm work flow

Input : Text review, Labels
Output: Model Evaluation (Accuracy, Precision, Recall, F1-score)
Begin

1. STEP 1: Preparing
2.     Tokenize and truncate/pad reviews; 
3.     Choose hyperparameter for fixed length;
4. STEP 2: Word Embeddings
5.     Load desired word embeddings (Glove/FastText);
6.     Create embedding matrix for initializing weights;
7. STEP 3: Define Model Architecture
8. STEP 3.1: Define input layer
9.     Input tensor shape (max_len);
10. STEP 3.2: Define Embedding Layer
11.     Embedding layer maps word index to dense vector of size embedding dim;
12.     Embedding layer initialized with chosen word embeddings and set as not trainable;
13. STEP 3.3: Define Deep Learning Layer
14.     Pass previous output through model layer (V_RNN/GRU/LSTM) with specified units;
15.     Obtain 3D tensor of shape (batch_size, time_steps, 100);
16. STEP 3.4: Define Attention/Dense Layer
17.     Pass 3D tensor through attention layer or dense layer;
18.     If attention:Compute weights between input and output (dot product attention)

    Else: Use dense layer with specified units and activation function;
    End If

19. STEP 3.4: Define Dropout Layer
20.     Pass output of attention layer or dense layer through dropout layer with specified rate;
21. STEP 3.5: Define Prediction Layer
22.     Pass output of dropout layer through dense layer with single unit and sigmoid activation;
23. STEP 4: Model Compilation
24.     Use binary_crossentropy  loss function;
25.     Use Adam optimizer;
26.     Compile model;
27. STEP 5: Model Training
28.     Set batch size
29.     Set epochs;
30.     Fit (train) model using training data with the specified batch size and epochs;
31. STEP 6: Evaluation
32.     Evaluate models on testing data;
33.     Plot Accuracy, Precision, Recall, F1-score;

End
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4  Implementation

This study focuses on classifying the reviews as Pos or 
Neg based on the sentiment expressed. The proposed 
architecture is based on RNNs with embedding layers and 
the dot attention mechanism. The dataset that contains 
reviews from three popular websites, i.e., imdb, yelp, and 
amazon, is used to evaluate the models’ performance and 
generalization. The architecture consists of five elements: 
the initial layer for receiving input, a layer for embedding, 
a layer for RNN processing, a layer for attention, and a 
final output layer. Before the output layer, a dropout strat-
egy was applied to prevent overfitting. The output layer 
calculates the loss using the binary cross-entropy function, 
and classification is done using a sigmoid function. The 
steps followed in the experiments were:

1. Prepare the reviews by tokenizing and truncating or pad-
ding them to a fixed length.

2. Load pre-trained word embeddings (FastText or Glove) 
with 300 dimensions and create an embedding matrix to 
initialize the weights of the embedding layer. The reason 
for using pre-trained embeddings is that they provide a 
rich representation of the words learned from a large 
corpus, which improves the model’s performance.

3. Define the model architecture: input tensor is passed 
through an embedding layer and then an RNN layer 
(V-RNN, LSTM, or GRU) with 100 units. The embed-
ding layer is initialized with pre-trained embeddings and 
set not to be trainable; this helps to prevent overfitting 
and improves the model’s generalization ability.

4. Apply attention mechanism (dot product) when attention 
is used or a dense (feedforward) layer with 350 units 
and Relu activation when attention is used. The atten-
tion mechanism is applied to weigh different input parts 

differently and help the model focus on essential parts 
while making predictions.

5. Add a dropout layer (0.5) to prevent overfitting.
6. Pass the output through a dense layer with a single unit 

and sigmoid activation function to produce a prediction 
for each review.

7. Compile the model using binary cross-entropy function 
and Adam as the optimizer.

8. Fit the model using the reviews and labels as training 
data with a batch size of 64 and 10 epochs.

9. Evaluate the model’s performance on the test set by uti-
lizing the four evaluation measures that were previously 
discussed.

The use of word embeddings, attention mechanism, and 
dropout layer are crucial to improve the model’s perfor-
mance and generalization ability.

5  Results

The results of our experiments have been carefully ana-
lyzed and presented clearly and concisely to allow for easy 
comparison and interpretation. We have employed Excel 
software to create comparison charts, demonstrating the 
impact of the attention method on the performance of the 
RNN models. Table 1 demonstrates the quantitative per-
formance of each model in terms of the suggested perfor-
mance measures with and without the attention mechanism. 
Furthermore, Figs. 1 and 2 provide a visual representation 
of the overall performance of the classifiers, allowing for a 
quick and easy comparison of the models with and without 
attention. These results provide valuable insights into the 
efficiency of the attention method in improving the RNN 
models’ performance in SA.

Table 1  Attention impact on 
the performance of V-RNN, 
LSTM, and GRU classifiers

Bold values indicate better results than others

Model Attention Accuracy Precision Recall F1-score

V-RNN FastText ✗ 76.13 80.58 72.18 75.3
✓ 82.97 85.2 80.28 82.19

LSTM ✗ 84.13 85.9 81.45 83.24
✓ 84.28 83.83 86.31 82.3

GRU ✗ 84.57 86.38 82.36 83.91
✓ 85.74 87.81 82.78 84.86

V-RNN Glove ✗ 81.95 81.00 85.07 82.48
✓ 85.74 86.75 85.31 85.62

LSTM ✗ 84.28 82.63 89.18 85.27
✓ 86.61 87.4 87.46 86.93

GRU ✗ 86.17 86.35 88.28 86.58
✓ 86.46 89.28 84.2 86.16
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Table 1 (upper part) and Fig. 3 show the results of the 
V-RNN, LSTM, and GRU (with and without attention) clas-
sifiers with FastText embedding on the validation dataset. 
It is demonstrated that employing the attention approach 
enhances the performance of the models on all the evalua-
tion metrics by high (~ 6%) and good (~ 1%) accuracy mar-
gins for V-RNN and GRU, respectively. In contrast, utilizing 
attention with LSTM enhances the model’s accuracy slightly 
by (~ 0.15%) but improves the recall by (~ 5).

Table 1 (lower part) and Fig. 1 show the results of the 
V-RNN, LSTM, and GRU (with and without attention) clas-
sifiers with Glove on the validation dataset. It is demon-
strated that employing the attention approach enhances the 
performance of the models on all the evaluation metrics by 
high (~ 4%) and good (~ 2%) accuracy margins for V-RNN 
and LSTM, respectively. In contrast, utilizing attention with 
GRU enhances the models’ accuracy slightly but improves 
the precision improved by (~ 3%).

6  Discussion and comparison

The experimental results highlighted the effectiveness of 
combining RNNs with the attention approach and Glove 
and FastText embeddings in sentiment analysis. Firstly, 
when attention and FastText embedding were employed on 
RNNs, the results showed that the baseline methods, such 
as V-RNN, LSTM, and GRU, without attention mecha-
nisms, reported the lowest performance on nearly all met-
rics. However, the use of the dot attention approach sig-
nificantly enhance the performance of the baseline models, 
with the best accuracy achieved by the GRU model at 
85.74%.

Secondly, similar results were observed when atten-
tion and Glove embedding were employed. The baseline 
methods without attention mechanisms reported the low-
est performance, whereas utilizing the attention approach 
enhance the performance of the same models by a good 
margin. Additionally, Glove embedding resulted in even 

Fig. 1  Models’ performance 
with and without attention using 
FastText embedding on the 
validation dataset
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Fig. 2  Models’ performance 
with and without attention using 
Glove embedding on the valida-
tion dataset
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better results than FastText embedding, specifically for the 
V-RNN and GRU models without attention. The attention 
approach further enhanced the results, particularly for the 
LSTM model with Glove embedding, which achieved an 
accuracy of 86.61%.

The experiments revealed that leveraging the attention 
method can significantly boost the models’ accuracy, espe-
cially when combined with Glove embeddings. Addition-
ally, the results also indicated that the effectiveness of the 
attention approach is affected by the embedding type, with 
Glove embeddings resulting in better performance gains 
than FastText embeddings. It may be due to the fact that the 
length of sentences in the dataset is small and cannot find 

many n-gram character patterns. Furthermore, the results 
showed that GRU with Glove embeddings achieved nearly 
similar accuracy and better precision than LSTM with Glove 
embeddings, making it a better choice due to the advantages 
of GRU over LSTM.

Additionally, for comparison purposes, prior research has 
outlined diverse strategies employed to address SA, Table 2. 
To contextualize our work within this framework, some of 
which have been re-implemented in this paper for a fair com-
parison, we proceed with the following analysis.

Firstly, upon implementing the baseline methodologies 
from [30, 31], it becomes evident that the utilization of 
Glove feature extraction in conjunction with the GRU-based 

Fig. 3  Proposed work components

Table 2  Models performance comparison

Bold values indicate better results than others

Paper Model Features Accuracy Precision Recall F1-score Notes

[26] NB – 74 75 74 75 Ensemble based on 
the Drift detection 
algorithm

[8, 21] SVM Uni-gram + TF-IDF 82 82 82 82 Re-implemented
NB 64 64 64 64

[8] LR 82 82 82 82
[23] KNN 76 76 76 76

RF 77 77 77 77
[22] DT 70 70 70 70
[8, 21] NB Uni-gram + BOW 63 63 63 63

SVM 81 81 81 81
[8] LR 81 81 81 81
[22] DT 74 74 74 74
[30, 31] Baseline Lstm Glove 84.28 82.63 89.18 85.27

Baseline GRU 86.17 86.35 88.28 86.58
Baseline Lstm FastText 84.13 85.9 81.45 83.24
Baseline GRU 84.57 86.38 82.36 83.91

Ours LSTM + attention Glove 86.61 87.4 87.46 86.93
GRU + attention 86.46 89.28 84.2 86.16
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RNN model led to the highest accuracy of 86.17%. Subse-
quently, accuracy values of 84.57%, 84.28%, and 84.13% 
were attained for GRU with FastText, LSTM with Glove, 
and LSTM with FastText, respectively. In contrast, Fast-
Text feature extraction exhibited comparatively inferior 
results across all RNN algorithms, with the least outcome 
attributed to [31]’s and Table 1 VRNN + FastText combina-
tion, resulting in an accuracy of 76.13%. Moving forward, 
a comparison against both [8, 21–23, 26] methodologies is 
presented. The Naïve Bayes approach with BOW and TF-
IDF + unigrams feature extraction [8, 21] yielded the lowest 
accuracies, registering 63.00% and 64.00% accuracy, respec-
tively. On a contrasting note, the SVM algorithm and LR [8] 
showcased same accuracy levels of 82.00% when utilizing 
the TF-IDF + unigrams feature extraction method.

In summary, this research highlights the superior per-
formance of the proposed LSTM and GRU architectures, 
combined with Glove feature extraction and attention 
mechanisms. These models consistently outperformed other 
methods assessed in the study. Overall, the experiments dem-
onstrate that incorporating attention in RNNs enhances senti-
ment analysis performance, with Glove embeddings proving 
more effective than FastText embeddings for this task.

7  Conclusion

RNNs have been widely used and have shown great success 
in dealing with sequence data for various NLP tasks in recent 
years. However, these models are known to suffer from the 
problem of vanishing gradients and are not always capable 
at memorizing distant sequences. To address the previous 
issues, the attention mechanism has been introduced and 
proven successful in many NLP tasks. This paper aims to 
leverage the dot product attention mechanism to enhance 
the performance of V-RNN, LSTM, and GRU models in SA 
on the sentence level. Then a comparison of the proposed 
models to the baseline models (without attention) is pre-
sented to see the performance improvement. The experimen-
tal results have shown that combining attention with these 
models can significantly increase the performance in the 
suggested evaluation metrics. Consequently, it highlighted 
the importance of dot product attention in addressing the 
limitations of RNNs and improving the performance in SA. 
Additionally, it was found that Glove embedding produced 
better results than the FastText method. Current DL models 
for text SA are limited in their focus, primarily concentrat-
ing on individual words and sentences, ignoring the modu-
lating effect of emotions on sentiment feature extraction. 
This aspect needs to be thoroughly investigated and incor-
porated into future research endeavors. This can be achieved 
through the exploration of various attention mechanisms, 

feature representation techniques like BERT and ELMo, and 
diverse deep learning approaches. Evaluating the efficacy of 
these techniques holds the potential to significantly enhance 
performance.

Data availability Not applicable.
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