
Vol.:(0123456789)1 3

Int. j. inf. tecnol. (December 2023) 15(8):4491–4504 
https://doi.org/10.1007/s41870-023-01514-1

ORIGINAL RESEARCH

An efficient coverage and connectivity maintenance using optimal 
adaptive learning in WSNs

Neeru Meena1 · Buddha Singh1 

Received: 3 March 2023 / Accepted: 25 August 2023 / Published online: 8 October 2023 
© The Author(s), under exclusive licence to Bharati Vidyapeeth’s Institute of Computer Applications and Management 2023

Abstract  The primary problem for resource-constrained 
sensor nodes deployed randomly is to improve the lifetime 
of the network without changing the operational indica-
tors like network connection and coverage rate. The sensor 
node activities schedule and autonomously establish several 
rounds, in such a way at least one sensor node covers each 
spatial location in the sensing range and one communica-
tion route exists between the sensor nodes and the base sta-
tion. Optimal adaptive learning (OAL), a machine learning 
approach, is applied to effectively schedule the sensor nodes. 
In this paper, the coverage and connectivity maintenance 
(CCM) protocol based on OAL is proposed. In the proposed 
CCM-OAL method, every node learns its best action (sleep/
active) on its own to optimize the coverage rate and preserve 
the network’s connectivity. The primary goal of the pre-
sent approach is to allow sensor nodes for learning the best 
possible actions, reducing the total active nodes for every 
scheduling cycle while preserving the network connection 
and coverage rate requirements. The proposed algorithm is 
implemented in MatLab (R2022b) and the simulation results 
are obtained. The comparative analysis of the proposed 
CCM-OAL method is performed with the existing K-CCA 
and LA-PC methods. The Simulation results show CCM-
OAL method have a better coverage rate, network lifetime, 
and minimum number of the active sensor.

Keywords  Wireless sensor network · Coverage · 
Connectivity · Learning automata · Optimal adaptive 
learning · Network lifetime

1  Introduction

In the last decade, wireless sensor networks (WSNs) have 
drawn a lot of interest. They may be utilized for a broad 
range of uses, like environmental monitoring, health care, 
security, and surveillance. Sensor nodes (SNs) are tiny 
devices that can detect environmental phenomena, ana-
lyze and record data, and transfer data to a central (sink) 
node [1, 2]. Among the most critical design difficulties in 
WSNs, increasing the lifetime of a network is extremely 
challenging. This is particularly important when battery 
replacement is not an option. The majority of research in 
recent years has been focused on making optimal usage 
of battery resources for increasing the lifetime [3]. SNs 
activity scheduling is among the most prevalent strate-
gies for extending lifetime. Scheduling is done effectively 
when SNs are redundantly distributed to monitor a fixed 
list of targets [4]. Every scheduling approach should 
account for different performance needs, such as routing 
connection, network coverage, redundancy, etc. Figure 1 
represents the basic architecture of a typical WSN where 
SNs are randomly deployed. Every SNs has uniform sens-
ing and communication range. In this research paper, we 
concentrate on the issue of target coverage and connec-
tion (C&C) maintenance. The state-of-art methods and 
previously conducted studies determined that relatively 
few tests were conducted on C&C maintenance employ-
ing computational intelligence [5, 6]. Researchers have 
recently employed learning automation to resolve the tar-
get coverage issue and increase network lifetime [7, 8]. 
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Each sensor is allocated in learning automata (LA) in a 
scheduling system, which assists it in selecting an opti-
mal state (sleep or active) to optimize battery usage. The 
learning automata (LA) method is a heuristic optimiza-
tion technique that can be used to discover solutions for 
an optimal cover set in WSNs. The LA method works by 
iteratively exploring the solution space and updating the 
probabilities of different actions based on their perfor-
mance in achieving the desired objective. In the context of 
optimal cover set discovery, the LA method can be used 
to identify a set of SNs that can provide full coverage of 
the target area with minimal redundancy. To achieve this, 
the LA method starts by randomly selecting a set of SNs 
and evaluating their coverage performance. Based on the 
evaluation results, the LA method updates the probabili-
ties of different actions, which in this case correspond 
to selecting or deselecting SNs. During the learning 
process, the LA method uses a feedback mechanism to 
adjust the probabilities of different actions based on their 
past performance. Specifically, the method increases the 
probability of actions that have resulted in better cover-
age and decreases the probability of actions that have led 
to worse coverage. The LA method continues to explore 
the solution space until a stopping criterion is met, such 
as a maximum number of iterations or a desired level 
of coverage. At the end of the learning process, the LA 
method returns the set of SNs that provides the optimal 
cover set. The issue of target coverage is also discussed 
in [9, 10] using LA, in which a node that covers the maxi-
mum target has a higher likelihood of being chosen as a 

member of the current cover set. Because the coverage 
of a node is fixed in a network, this method chooses the 
same sensors in successive coverage sets until the bat-
tery runs out, resulting in coverage gaps in the provided 
network. The coverage gaps are those targets that become 
exposed due to the sensors’ energy depletion that covers 
them, even though there are numerous SNs with enough 
energy in the WSN. In this paper, we have proposed a 
CCM-OAL protocol. In this approach, a minimum of one 
communication connection is required for each SN to 
attain the intended coverage. Each SN’s learning ability 
determines the optimum plan of action to increase cover-
age and sustain connection among active nodes. The goal 
is to activate a small number of SNs to reduce energy 
usage [11]. Using the OAL method, these SNs discover 
their optimum action on their own. The detecting range is 
modified for the overlapping SNs. This method removes 
coverage redundancy among nodes. The benefit of this 
technique is to maintain the resources like battery and 
memory power by reducing the extra packet creation of 
similar spatial coordinates which helps in preventing net-
work contention and congestion. Moreover, the suggested 
method maintains the required coverage rate, connectiv-
ity, and maximum lifetime network.

The rest of the research paper is organized as follow. 
Section 2 examines a brief survey of the related work. 
Section 3 presents the problem statement. Section 4 cov-
ers the theory of learning automata. Section 5 details the 
proposed scheme of scheduling based on optimal adaptive 
learning. Section 6 outlines the findings, and the conclud-
ing Sect. 7 concludes this paper and provides the future 
scope of the approach.

2 � Related work

The concept of C&C is a key challenge in developing 
wireless applications because these two factors directly 
impact the reliability and performance of the wireless net-
works [12]. Coverage refers to the geographical area that 
the wireless signal can reach, while connectivity refers to 
the ability of the wireless device to establish and maintain 
a reliable connection to the network. In wireless applica-
tions, maintaining a consistent level of C&C is crucial 
for ensuring that users can access the network and use the 
application seamlessly [13]. This requires careful plan-
ning and optimization of the wireless network infrastruc-
ture, as well as the use of advanced technologies such as 
mesh networking and beamforming to overcome signal 
interference and obstacles. Some of the recent schemes 

Fig. 1   Sensor network
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which consider the issue of C&C are explained as fol-
lows. Farsi et al. [14] provides a comprehensive survey 
of the different deployment techniques for WSNs, and 
their impact on C&C. The paper examines the impact 
of deployment techniques (random, regular, grid-based, 
and cluster-based) on C&C. The paper highlights that the 
C&C of WSNs depend on factors such as the density and 
distribution of the SNs, the transmission range of the SNs, 
and the type of propagation model used. Furthermore, the 
paper highlights the importance of selecting the appro-
priate deployment technique based on the desired C&C 
requirements, as well as other factors such as energy con-
sumption, scalability, and cost. One of the key challenges 
in deploying WSNs is to ensure adequate C&C of the 
SNs to achieve the desired functionality. The paper also 
discusses the role of topology control in improving C&C 
in WSNs. The paper concludes by highlighting the impor-
tance of selecting the appropriate deployment technique 
for a given application based on the desired C&C require-
ments, as well as other factors such as energy consump-
tion, scalability, and cost. The paper also highlights the 
need for further research in the area of topology control 
algorithms and their impact on coverage and connectiv-
ity in WSNs.

Harizan and Kuila [15] proposes a novel approach 
based on “Non-Dominated Sorting Genetic Algorithm-II 
(NSGA-II)” for SN scheduling in IWSNs, considering 
both C&C requirements. The proposed NSGA-II approach 
includes three steps: firstly, the authors use the k-means 
clustering algorithm to group the SNs into different clus-
ters based on their spatial distribution. Secondly, NSGA-
II is used to generate a set of non-dominated Pareto-opti-
mal solutions based on the objectives of maximizing C&C 
and minimizing the number of active SNs. Finally, the 
authors use fuzzy logic to select the optimal solution from 
the Pareto-optimal solutions based on the QoS require-
ments of the IWSN. The paper evaluates the proposed 
NSGA-II approach by comparing it with other existing 
approaches, including greedy algorithm, simulated 
annealing, and Genetic Algorithm (GA). The evaluation 
is performed using several performance metrics, includ-
ing C&C, energy consumption, and network lifetime. The 
experimental results illustrate that the suggested NSGA-II 
method outperforms the other approaches in terms of 
C&C, and lifespan of WSN with reduced energy con-
sumption. The main strengths of the paper are better net-
work performance in terms of C&C, and network lifetime. 
Harizan and Kuila [16] proposed a novel approach for 
“energy efficient scheduling in target-based WSNs” using 
an improved genetic algorithm (GA) technique to ensure 

adequate C&C of the WSN. The proposed approach con-
siders multiple objectives simultaneously, including 
energy consumption, network C&C. The approach consid-
ers the varying importance of different targets and adjusts 
the SN scheduling accordingly to meet the specific 
requirements of the network. Furthermore, the approach 
is robust and able to handle dynamic changes in network 
conditions, such as node failures and mobility. However, 
the proposed approach has some limitations that need to 
be addressed. The approach relies on the availability of 
accurate location information of the targets, which may 
not be feasible in all scenarios. Additionally, the approach 
assumes a static network topology, and further research 
is needed to evaluate its performance in dynamic network 
scenarios. The simulation results show that the proposed 
approach outperforms existing schemes, including a tra-
ditional GA-based approach and a fuzzy logic-based 
approach. In comparison to the traditional GA-based 
approach, the proposed approach reduces energy con-
sumption by up to 30% while achieving higher network 
C&C. Furthermore, the proposed approach outperforms 
the fuzzy logic-based approach by achieving higher net-
work C&C with a lower number of deployed SNs, which 
leads to energy conservation and cost reduction in WSNs. 
Yue et al. [17] proposed a “hybrid artificial bee colony 
(ABC) algorithm” for improving the C&C of WSNs. The 
proposed approach optimizes the SNs deployment to 
achieve maximum C&C of the network while minimizing 
energy consumption. The hybrid ABC algorithm com-
bines the global search capability of the original ABC 
algorithm with the local search capability of the particle 
swarm optimization (PSO) algorithm [18] to improve the 
optimization performance. The authors reported signifi-
cant improvements in both C&C when using the HABC 
algorithm compared to the existing algorithms. Specifi-
cally, the HABC algorithm showed a 10.8% improvement 
in coverage and a 10.1% improvement in connectivity 
compared to GA. When compared to PSO and ABC, the 
HABC algorithm showed similar or slightly better perfor-
mance in terms of C&C. The paper [19] “A distributed 
reinforcement learning based SN scheduling algorithm 
for coverage and connectivity maintenance in wireless 
sensor network” where each SN learns the optimal time 
to stay active and transmit data based on its own observa-
tions and rewards. The experimental outcomes of the sug-
gested algorithm demonstrate significant improvements 
in both C&C compared to existing algorithms. Specifi-
cally, the proposed algorithm achieved a coverage of 
96.6% and a connectivity of 99.5%, which outperformed 
three existing algorithms by 6.1% to 18.6% in terms of 
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coverage and 3.2–7.6% in terms of connectivity. The pro-
posed algorithm also showed robustness to changes in the 
network topology and node density, and was able to adapt 
to different scenarios and achieve near-optimal perfor-
mance. Moreover, the algorithm was shown to be scalable 
and suitable for large-scale WSNs. Rao et al. [20] pro-
poses a novel approach for optimizing coverage and net-
work lifetime in WSNs using multi-objective metaheuris-
tics and by optimizing the placement and operation of 
SNs. The authors conduct simulation experiments to 
assess the performance of their suggested algorithm, com-
paring it with three existing algorithms: a genetic algo-
rithm (GA), PSO, and a simulated annealing (SA) algo-
rithm. The simulation results show that the proposed 
algorithm outperforms the existing algorithms in terms 
of both coverage and network lifetime. Specifically, the 
proposed algorithm achieves a higher percentage of cov-
erage and extended lifespan than the existing schemes. 
The algorithm also demonstrates the ability to adapt to 
changes in the network topology and node density, show-
ing robustness and scalability in large-scale WSNs. The 
authors also use a performance metric called Pareto opti-
mal front to evaluate the trade-off between coverage and 
network lifetime. The Pareto optimal front is a set of solu-
tions that represent the optimal balance between the two 
objectives. The simulation results show that the proposed 
algorithm is able to achieve a more evenly distributed 
Pareto optimal front compared to the existing algorithms, 
indicating a better balance between coverage and network 
lifetime. Overall, the paper proposes a promising solution 
for optimizing coverage and network lifetime in WSNs 
using multi-objective metaheuristics. Tirandazi et al. [21] 
proposes a novel algorithm for improving C&C in WSNs 
using a team of mobile robots to reposition SNs. The pro-
posed algorithm consists of the following steps: (i) Ini-
tialization: The SNs are randomly distributed in the sens-
ing area. The mobile robots are deployed and assigned to 
move the SNs. (ii) Coverage improvement: The mobile 
robots move the SNs to increase network coverage. The 
coverage improvement is achieved by using a clustering 
algorithm that groups the SNs into clusters. Each cluster 
is assigned to a mobile robot that moves the SNs to opti-
mize coverage. (iii) Connectivity improvement: The 
mobile robots move the SNs to expand network connec-
tivity. The connectivity enhancement is attained by using 
a connectivity metric that computes the distance between 
adjacent SNs. The mobile robots move the SNs to reduce 
the distance between adjacent SNs and improve connec-
tivity. Steps 2 and 3 are repeated iteratively until a stop-
ping criterion is met. The stopping criterion can be a 

predefined number of iterations or a convergence thresh-
old for C&C improvement. The authors also propose an 
energy-efficient approach for the movement of mobile 
robots. The mobile robots move the SNs only when neces-
sary to reduce energy consumption. The mobile robots 
also use a priority-based approach to optimize movement 
and avoid collisions. The authors conduct simulation 
experiments to evaluate the performance of their pro-
posed algorithm, comparing it with two existing algo-
rithms: the grid-based algorithm and the virtual force 
algorithm. The simulation results show that the proposed 
algorithm outperforms the existing algorithms in terms 
of both C&C. Specifically, the suggested procedure 
achieves a higher percentage of coverage and better con-
nectivity than the other algorithms. The algorithm also 
demonstrates the ability to adapt to changes in the net-
work topology and node density, showing robustness and 
scalability in large-scale WSNs. Jebi and Baulkani [22] 
proposes a novel procedure for mitigating C&C issues in 
WSNs which uses a “multi-objective randomized grass-
hopper optimization (MORGO) algorithm” based selec-
tive activation scheme to activate a subset of SNs in the 
network. The SNs are randomly distributed in the sensing 
area. A subset of nodes is selected for activation using the 
MORGO algorithm. The activated nodes are used to 
improve network C&C. The coverage improvement is 
achieved by using a clustering algorithm that groups the 
activated nodes into clusters. Each cluster is assigned to 
a mobile robot that moves the SNs to optimize coverage. 
The connectivity improvement is achieved by using a con-
nectivity metric that calculates the distance between adja-
cent SNs. The mobile robots move the activated nodes to 
reduce the distance between adjacent nodes and improve 
connectivity. The MORGO algorithm is used to select the 
subset of nodes to be activated. The MORGO algorithm 
is a metaheuristic optimization algorithm based on the 
behavior of grasshoppers. The algorithm is used to opti-
mize two conflicting objectives: C&C. The algorithm 
considers the energy consumption of the SNs and the 
remaining energy of the network to balance the objec-
tives. The projected algorithm is evaluated using various 
simulation experiments and exhibits that it outperforms 
the existing algorithms in terms of both C&C. The algo-
rithm also demonstrates the ability to adapt to changes in 
the network topology and node density, showing robust-
ness and scalability in large-scale WSNs. However, prac-
tical implementation of such a system may face chal-
lenges such as the cost and complexity of deploying and 
maintaining a subset of activated nodes. Deepa and 
Revathi [23] proposes a novel algorithm to achieve 
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“efficient target monitoring with fault-tolerant connectiv-
ity in WSNs”. The proposed algorithm is a distributed and 
adaptive  approach that ensures reliable data transmission 
from the monitored targets to the base station by selecting 
and activating the most suitable set of SNs. The algorithm 
aims to reduce energy consumption while ensuring high 
data reliability, fault tolerance, and network connectivity. 
The algorithm consists of two phases: the target selection 
phase and the SN activation phase. In the target selection 
phase, the algorithm selects the most critical targets based 
on their priority level and relevance to the monitoring 
objectives. In the SN activation phase, the algorithm acti-
vates the minimum number of SNs required to monitor 
the selected targets, ensuring fault-tolerant connectivity 
and high data reliability. The proposed algorithm uses a 
hierarchical clustering technique to organize the SNs into 
clusters, with each cluster headed by a cluster head (CH). 
The CHs are responsible for collecting data from the SNs 
and forwarding it to the base station. The algorithm 
dynamically adjusts the clustering structure to optimize 
energy consumption and network connectivity. The pro-
posed algorithm was evaluated using simulations in the 
NS-2 network simulator. The simulation experiments 
were conducted in a randomly generated WSN with 100 
nodes deployed over a 100 × 100 m2 area. The experimen-
tal results illustrate that the projected algorithm outper-
forms present algorithms in terms of energy consumption, 
fault-tolerant connectivity, and data reliability. The algo-
rithm’s adaptive and distributed nature, combined with 
the use of hierarchical clustering and dynamic adjustment 
of the clustering structure, results in improved energy 
efficiency, fault tolerance, and data reliability, which are 
critical requirements for target monitoring applications in 
WSNs.

Mostafaei et al. [9] proposes a new method for sched-
uling sleep cycles in WSNs with partial coverage. The 
methodology used in the paper involves the use of a learn-
ing automata (LA) algorithm for determining the sleep 
cycles of each SN. The LA algorithm is a machine learn-
ing technique that allows the SNs to learn and adapt their 
behavior based on their environment and performance. In 
this case, the LA algorithm is used to optimize the energy 
consumption of the SNs by determining the optimal sleep 
cycle duration for each node. The authors use a math-
ematical model to define the coverage requirements and 
constraints for the WSN, and then develop an optimiza-
tion algorithm based on the LA approach to schedule the 
sleep cycles of the SNs. The performance of the proposed 
approach is evaluated through simulation studies using a 

real-world dataset. The simulation results show that the 
proposed approach can significantly reduce the energy 
consumption of the WSN while still meeting the coverage 
requirements. The authors also compare their approach 
with other existing sleep scheduling algorithms and show 
that their approach outperforms these algorithms in terms 
of energy consumption and coverage requirements. How-
ever, there exist some limitations such as limited evalua-
tion, limited scalability, non-consideration of fault toler-
ance and suitability for homogeneous WSN.

Yu et al. [10] proposes a new method to improve the 
coverage of WSNs by considering the coverage contri-
bution area of each SN. The proposed method divides 
the sensing area into grids of equal size, and each SN 
is assigned to a specific grid. The k SNs, and the cov-
erage contribution area of each SN is also covered by 
at least k SNs. This way, the proposed method aims to 
achieve better coverage of the sensing area with minimum 
redundancy and energy consumption. To evaluate the per-
formance of the proposed method, the researchers con-
ducted a series of simulations under different scenarios, 
including different numbers of SNs, sensing ranges, and 
grid sizes. The performance of the proposed method was 
compared with that of traditional k-coverage algorithms. 
The results of the simulations showed that the proposed 
method outperformed traditional k-coverage algorithms 
in terms of network coverage, energy efficiency, and net-
work lifetime. The proposed method was also found to be 
robust against node failures and node mobility. However, 
there are some limitations such as the proposed method 
assumes that each SN has a fixed sensing range, which 
may not be realistic in some scenarios where SNs may 
have varying sensing capabilities. Moreover, the method 
relies on the assumption that all SNs have equal energy 
levels, which may not be true in real-world scenarios 
where some nodes may have more energy than others. 
Furthermore, the proposed method does not consider the 
impact of interference and signal attenuation on network 
coverage, which can affect the accuracy of coverage 
estimation.

In this section, we provide a widespread review and 
analysis of recent research to improving coverage and 
connectivity (C&C) in WSNs. Furthermore, we provide 
findings, as well as research gaps or limitations in the 
existing schemes to better understand the context and sig-
nificance of the current research, and to situate the study 
within the broader academic discourse.
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3 � Problem statements

WSNs are a critical component of many modern systems, 
including industrial automation, environmental monitor-
ing, and healthcare. One of the most significant chal-
lenges in preserving C&C in WSNs is the dynamic and 
often unpredictable nature of the wireless environment. 
There are various other challenges in preserving C&C in 
WSNs such as network topology, security [24], energy 
management and signal interference. Network topology 
can affect C&C, as the placement and arrangement of SNs 
can have a significant impact on signal propagation and 
network performance [25]. WSNs are often deployed in 
critical applications, making security a major concern. 
Ensuring secure and reliable communication is essential 
to preserving C&C in WSNs. Furthermore, SNs typically 
have limited battery life and may need to be repositioned 
or replaced to maintain C&C. Addressing these chal-
lenges requires careful planning and optimization of the 
WSN architecture, as well as the use of advanced signal 
processing techniques and energy-efficient communica-
tion protocols. Furthermore, the design of WSNs must be 
highly scalable and adaptable to changing environmental 
conditions to ensure reliable operation and maximize the 
potential benefits of this technology.

We consider a network with N  sensors and T  targets 
randomly distributed throughout a rectangular area 
A = l × l . Assume that Si be a set of SNs 

{

S1, S2, S3 … , Sn
}

 
and T  be a set of targets {T , T2, T3 … , Tm} with location 
information. Every SN in a network has same sensing 
radius. The nodes have two transitions state sleep and 
active. The numbers of sensors are placed in the monitor-
ing area expected to be more than the number required 
sensors to monitor the target region. Scheduling of SN 
activity helps in energy conservation. A SN may moni-
tor a target if the Euclidean distance between sensor and 
target is lesser than the node’s sensing range. The cov-
ered target list of a SN Si is described as the list of the 
targets Ti . The primary task is how to arrange nodes into 
numerous cover sets, each of which can monitor all of the 
targets while maximizing the lifetime of network.

4 � Learning automata

Learning automata (LA) is a machine learning method [9]. LA 
is the abstract model which selects an optimal action out of 
the available limited options which can be executed in a com-
plicated environment. LA analyzes this action and reacts to 
the automation using a signal. For next action, the automation 
system should change its internal state from its past actions.

Therefore, the automation in LA method is able to dis-
cover solution for an optimal cover set. The LA shows in 
Fig. 2. The LA method is able to discover a solution for an 
optimal cover set by iteratively exploring the solution space 
and adjusting the probabilities of different actions based on 
their performance. This way, the LA method can efficiently 
identify a set of SNs that can provide full coverage of the 
target area with minimum redundancy [26, 27].

Two kinds of LA are used: variable and fixed stochastic 
model. The Eq. (1) computes next action of learning model:

The terms a(x) and p(x) are selected actions. The term 
x defines a moment on which an action is carried out. For 
any action, probability vector is given by p . The vectors are 
changed according to Eqs. (2) and (3). Assume that a1(x) is 
a chosen action on x:

If certain behaviors are favored by the environment 
then  b(x) = 0 . If not favored then b(x) = 1 . In Eq. (4), 
pi(x + 1) represents the probability of action i at moment 
(x + 1), and pj(x) represents the probability of action j at 
moment x. The term (1 − b) represents the multiplica-
tion factor for updating the probability vector pi. This 
equation updates the probability vector pi when certain 
behaviors are not favored by the environment. In Eq. (5), 
pj(x + 1) represents the probability of action j at moment 
(x + 1), excluding action i. The term b/(r − 1) represents 
a constant term, and (1 − b) represents the multiplica-
tion factor for updating the probability vector pj. This 
equation updates the probability vector pj for all actions 
except action i when certain behaviors are not favored by 
the environment:

(1)p(x + 1) = T
[

p(x), a(x), b(x)
]

.

(2)pi(x + 1) = pi(x) + a1[pi(x)]

(3)pj(x + 1) = (1 + a)pj(x) ∀j, j ≠ i.

Fig. 2   Learning automata
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(4)pi(x + 1) = (1 − b)pj(x)

(5)pj(x + 1) =
b

r − 1
+ (1 − b)pj(x) ∀j, j ≠ i.

The terms b(x) represent reward and punishment, 
the probability is computed according to reward and 
punishment.

Fig. 3   Flowchart of CCM-OAL
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5 � CCM‑OAL protocol

The C&C maintenance is based on optimal adaptive learn-
ing protocol (CCM-OAL). The adaptive learning-based 
node activity scheduling technique is proposed. In each 
scheduling cycle, CCM-OAL method assists to maintain 
coverage rate and connection of active SNs. The OAL 
[24] is a method for multi-agent learning which is used 
in nodes for scheduling activity. This process is time-
consuming and difficult for achieving an optimal path 
with single agent learning method. Therefore, the OAL 
algorithm is applied to provide minimum convergence 
time. There are two phases of a CCM-OAL protocol: (a) 
coverage maintenance, and (b) connectivity maintenance. 
Figure 3 shows the detailed flowchart of CCM-OAL.

5.1 � Coverage maintenance phase

In SNs, the learning phase is initiated directly after ran-
domly deploying the SNs. The CCM-OAL learns the fea-
tures of nodes. An agent explores the whole network. At 
time t = 0 , the learning rate is� , and � is the discount 
factor. A learning process initiates at time t  on SN Si . 
The SNs identified all of the neighboring nodes SNN and 
observes the SL local state (SL ∈ SLR, SLI ), where SL ∈ SLR 
shows that SNs are in the coverage redundancy state. The 
SNs compute the redundancy of all the neighboring nodes 
by using Euclidean distance. Further, the SN chooses 
the best action (sleep and active). The active action is 
selected for mitigating the redundancy of coverage. If the 
action is active, the area covered by SNs is assigned as 
a positive reward. The SL ∈ SLI shows that the SNs are 
in an isolated state. Isolated nodes are not performing 
any actions then in this case node is assigned a positive 
reward. Figure 3 represents the aforesaid description in a 
flow chart. When the reward is higher than the threshold 
level after SN scanning, this type of learning is called 
convergent. The time required for achieving this is called 
the convergence time. Otherwise, the whole process is 
carried out again for achieving the goal. Output from 
this phase helps in computing total active sensors and 
their rate of coverage. It defines an input for the con-
nectivity maintenance phase. Four steps are included in 
the coverage phase: initial, learning, target monitoring, 
and removal of redundant. Each node participates in the 
initial process. It is carried out when the network starts 
functioning. The nodes in the network know their respec-
tive neighbors. The learning step is divided into various 
rounds, the learning mechanism of each node assists in 
selecting an appropriate state. Each node’s action prob-
ability vector is determined. The OAL selects the optimal 

action for the target of monitoring. Every sensor decides 
whether to be active or asleep depending on the optimal 
action. In the last step, OAL obtained the set of redundant 
sensors.

Initial step Each SN initiates a learning process in the 
network, which assists the SN in deciding its appropriate 
state, whether the SN is in active or sleep state. The sleep 
and active actions have an equal chance with a probability 
of 0.5 at the beginning of the process. The SN chooses 
the targets at the start of the algorithm. Then every SN 
broadcasts the packet to its neighbor, including its loca-
tion, node ID, and targets covered by the node. The SN 
waits for acknowledgment packets from its neighbors. The 
functioning of the network is divided into rounds. Every 
cycle starts with a learning step and ends with a monitor-
ing step of the target.

Learning step In the learning step, a random SN is 
selected. The node in the learning process chooses one 
active or sleeps actions at random and creates an action 
packet. After producing an action packet, the packet is 
broadcast by a node to all of its neighbor nodes. The 
neighbors choose one of its actions and transmit it to the 
source node based on the learning process. If the SN has 
received the responses from all neighbors then the learn-
ing processes the sender in an active state and its neigh-
bors also in an active state. If all targets are covered by 
the sender as well as its neighbors then the sender node is 
penalized, if not then the sender is rewarded.

Target monitoring step The SN chooses its state of 
action by using probability vector OAL for the moni-
toring. If the chance of active action is greater than the 
chance of sleep action for a sensor Si , then the sensor Si  
chooses active state. The monitoring of the target contin-
ues until all active sensors exhaust their energy.

Remove redundancy step In this step, the number of redun-
dant SNs in the coverage is computed using Eq. (6)

(6)Coverage redundancy = RN∕nr

Table 1   Simulation parameters

Parameters Values

Small network Large network

Sensors 50, 100, 150, 200 250, 500, 1000, 1500

Area 100 × 100m2 1000 × 1000m2

Sensing range 10m, 20m, 25m 25m, 30m, 35m

Total energy (E) 1w

Power consumed Active sensor 58mA

Sleep sensor 0.40 μA

Learning rate 0.1
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where RN represents the redundant SN and nr represents the 
number of SNs required for covering the targets. In this pro-
posed technique, all the redundant SNs put into sleep state. If 
no redundant SNs in the network then in this condition, the 
optimal value for redundancy is 1. The complete algorithm 
for Coverage Maintenance Phase is given below as Algo-
rithm 1. All the steps are clearly defined in the Algorithm 1.

5.2 � Connectivity maintenance phase

In the connectivity maintenance phase, number of active 
SNs is obtained using Algorithm 1. The goal of this phase 
is to keep at least one communication connection among 
active SNs. This helps to avoid network partitioning. The 
learning process begins on a SN chosen randomly from 

Algorithm 1 for Coverage Maintenance  
Initial step 
1: Initialize parameter of network 

2: Calculate targets in the network

3: Determine the distance between target and sensor

4:
5: Set the sensor to active and add them to the active sensors list.  

6:
7: set sensor state to sleep  

8:
9:
10: all targets covered, do 

11: end while 
Learning step 
1: Initial 
2: , do       
3:
4:
5: send action packet to 
6:   sensor is sleep and the target cover by 
7:  set 
8: Reward this action by OAL  
9:
10: penalize this action by OAL  
11:
12:  sensor is active and the  not cover the target 
13: then set 
14: Decrease the probability to cover the target 
15:
16: Go to sleep  
17: end if 
18: end for 
19: end for 

Target Monitoring step 
1:  N number of SNs do

2: Select action

3: if  then

4:
5:
6: else 
7:
8: end if 
9: end for 
10: Monitoring the targets until the end of the target monitoring step 

Remove Redundancy step 
1: do for each sensor s in the Current Coverage Set  

2: do if  is still a complete Covered Set 

3: then remove from Current Covered Set 

4: + +

5: Break
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the active SNs. Furthermore, it identify 1-hop neighbor 
of randomly selected SN. If the active SN has no 1-hop 
neighbors then find the most eligible node from the cur-
rent uncovered set of sleep SN. The change the state of the 

selected SN and the cover set. The detailed algorithm for 
connectivity maintenance phase is listed as Algorithm 2.

Fig. 4   a Number of cover sets. b Average of active sensors

Fig. 5   a Number of cover sets. b Average of active sensors

Table 2   Number of cover sets w.r.t sensing range

Number of SNs Sensing range Number of cover 
sets founds

Sensing range Number of cover 
sets founds

Sensing range Number of 
cover sets 
founds

50 10 10 20 34 25 46
100 10 15 20 40 25 51
150 10 18 20 60 25 74
200 10 20 20 69 25 80
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Algorithm 2: For Connectivity Maintenance 
1: Input: Initialize the number of active sensors from Algorithm 1and current uncovered set 

2: While do
3: randomly choose a sensor from active sensors 

4: identify 1 − ℎ
5: ifthere is no sensor in 1 − ℎ , then 

6: find the most eligible node from the Current uncovered set 

7:
8:
9:
10: end if
11: end while

6 � Simulation results

The proposed CCM-OAL is implemented in MatLab 
(R2022b). MATLAB provides a comprehensive set of tools 
and libraries for data analysis and visualization, which 
are essential for designing and testing C&C schemes. 
The built-in functions and toolboxes in MATLAB can be 
used to simulate and analyze different scenarios, evaluate 

the performance of different algorithms, and visualize the 
results. The scalability of CCM-OAL technique is assessed 
by varying the network size. The performance of the pro-
posed protocol is evaluated in terms of convergence time, 
coverage rate, average number of active SNs, and number 
of covers set formations on window10 (Processor: Intel 
i7-1255U (Base-3.50 GHz and Turbo up to 4.70 GHz), 
16  GB DDR4 and 512  GB SSD). The CCM-OAL 

Table 3   Average number of active SNs w.r.t increase in SNs

Number of SNs Sensing range Average number of 
active SNs

Sensing range Average number of 
active SNs

Sensing range Average num-
ber of active 
SNs

50 10 20 20 7 25 3
100 10 23 20 8 25 4
150 10 25 20 9 25 5
200 10 29 20 10 25 6

Fig. 6   Number of sensors vs. convergence time
Fig. 7   Average number of active sensors vs. number of sensors



4502	 Int. j. inf. tecnol. (December 2023) 15(8):4491–4504

1 3

comparative analysis performs with existing k-coverage 
contribution area (k-CCA) [10] and LA for Partial Cover-
age (LA-PC) [9]. The network lifetime, coverage rate, and 
the average number of active SNs are used to compare the 
CCM-OAL’s performance with LA-PC [9] and k-CCA [10]. 
Table 1 shows the list of simulation parameters used in the 
research work to obtain the results.

The two monitoring region have been considered for 
the analysis purpose. The first deployment region is 
100 × 100m2 . In which the SNs have been deployed ran-
domly and the number of SNs are deployed in group size 
of 50, 100, 150 and 200 SNs. The Fig. 4 depicts the aver-
age number of active SNs in a single scheduling cycle, 
the number of cover sets formed, and the rate of cover-
age for the small and large network size. These param-
eters are computed of small network size for the sensing 
ranges of 10 m, 20 m, and 25 m. The monitoring area of 

1000 × 1000m2 is considered for deployed of groups of 
250 SNs, 500 SNs, 1000 SNs, and 1500 SNs in Fig. 5. 
The proposed method performance is evaluated over three 
distinct sensing ranges: 25 m, 30 m, and 35 m. Figure 4 
shows the analysis of cover set and active sensors for 
small sensing area. Figure 5 shows the analysis of cover 
set and active sensors for the large sensing area. The 
number of cover sets increases when the sensing range 
is increased, as shown in Fig. 4a for small size network 
and Fig. 5a for large size of network. The Fig. 4b and 
Fig. 5b clearly shows active SNs declines as the sens-
ing range increases. The proposed method determines 
the number of SNs required with a homogeneous sensing 
range to cover an area up to a threshold level. Table 2 
clearly shows the performance improvement in number 
of cover sets w.r.t sensing range. Furthermore, Table 3 
clearly shows the active number of SNs when we increase 
the network size and sensing range.

Figure 5 shows the performance improvement in finding 
the number of covers sets and active SNs with the increase 
in network size and sensing range. In the context of WSNs, 
convergence time and convergence period refer to two 
important metrics that are used to evaluate the performance 
of coverage and connectivity schemes. Convergence time 
is the time taken for the network to achieve a stable state 
after a change in the network topology or sensor readings. 
This can occur when a SN fails, when new SNs are added to 
the network, or when the environmental conditions change. 
The convergence time represents the time required for the 
network to adapt to these changes and reach a steady state 
where the network coverage and connectivity are optimal. A 
shorter convergence time indicates faster network adaptation 
and better network performance. Convergence period, on 
the other hand, is the time interval between two consecutive 
instances of network convergence. This metric is relevant for 
scenarios where the network topology or environmental con-
ditions change frequently. The convergence period indicates 
how often the network needs to adapt to changes to maintain 
optimal C&C. A shorter convergence period indicates that 
the network can quickly adapt to changes and maintain opti-
mal performance. Both convergence time and convergence 
period are important metrics for evaluating the performance 
of C&C schemes in WSNs.

A scheme that has a shorter convergence time and con-
vergence period is generally considered to be more efficient 
and effective in adapting to changes and maintaining opti-
mal network performance. Figure 6 shows the convergence 
period. The convergence time is spent in scheduling of SN 
activities and coverage rates. The convergence time for a 
given sensing area is related to the number of sensors. The 
convergence time increases with sensors increases. The 
CCM-OAL protocol is a nodes scheduling method. The 

Fig. 8   Coverage rate vs. average number of active sensors

Fig. 9   Number of sensors vs. lifetime



4503Int. j. inf. tecnol. (December 2023) 15(8):4491–4504	

1 3

objective of CCM-OAL method is to allow nodes to learn 
the optimum sleep or active action for the maximizing cover-
age with minimum number of active nodes while maintain-
ing network connectivity. A subset of sensors is activated 
in each scheduling cycle. The performance of CCM-OAL 
method is evaluated with existing k-CCA and LA-PC based 
on three variables, the average number of active SNs, net-
work lifetime, and rate of coverage.

The Fig. 7 shows that CCM-OAL allows a smaller num-
ber of sensors to be active in a single scheduling round in 
comparison to existing methods. The number of cover sets 
and lifetime of network grows as active nodes decrease in 
every scheduling round. The coverage rate is shown in Fig. 8 
for the suggested scheme (CCM-OAL). It demonstrates that 
CCM-OAL offers maximum coverage with fewer active 
nodes.

Moreover, Fig. 8 shows that with the rise in the network 
size, the suggested scheme CCM-OAL achieve acceptable 
coverage over existing schemes. Furthermore, CCM-OAL 
has also lowered coverage redundancy to address the issue of 
duplicate packet creation. The Fig. 9 shown, the lifetime of 
network varies as deployed sensors rises. It may be observed 
from this figure that the network lifetime is considerably 
increases if the number of SNs increases. The Fig. 9 has 
shown the comparative analysis of CCM-OAL method with 
existing method. The proposed method performs better 
in term of network lifetime. The main reason behind this 
remarkable performance is that in proposed method (CCM-
OAL), every SN learns its best action (sleep/active) on its 
own to optimize the coverage rate and preserve the network’s 
connectivity.

7 � Conclusion

In this paper the CCM-OAL protocol is proposed to 
address the coverage and connectivity issue. This protocol 
optimizes overall coverage and connectivity of the network 
by scheduling the nodes. The adaptive learning algorithm 
(OAL) is applied in proposed CCM-OAL protocol. The 
SNs use OAL algorithm for the selection of their opti-
mum sleep or active action. The proposed method also 
customizes the SNs sensing range to decrease coverage 
redundancy. The simulation results show that the proposed 
CCM-OAL protocol reduces the energy consumption, the 
number of cover sets, and the average number of active 
sensors, and increase the coverage rate in the network. The 
future objective of this study is to use restore of node and 
cut vertex failure. In the future, there is immense poten-
tial for employing machine learning algorithms to enhance 
coverage and connectivity in Wireless Sensor Networks 
(WSNs). These algorithms have the capability to predict 
and identify when a sensor node (SN) is likely to fail or 

malfunction, enabling proactive replacement or repair and 
minimizing downtime. Furthermore, machine learning 
algorithms can analyze the data collected by WSNs, iden-
tifying patterns and trends. This analysis can optimize the 
placement of SNs and pinpoint areas where coverage and 
connectivity can be enhanced. Additionally, these algo-
rithms can facilitate the development of adaptive routing 
protocols that adjust routing paths in real-time, further 
improving coverage and connectivity in WSNs.

Declarations 

Conflict of interest  There is no conflict of interest between the au-
thors.

References

	 1.	 Bhasgi SS, Terdal S (2021) Energy and target coverage aware 
technique for mobile sink based wireless sensor networks with 
duty cycling. Int J Inf Technol 13(6):2331–2343

	 2.	 Lekhraj AK, Kumar A (2022) An approach based on modified 
multiple attribute decision making for optimal node deployment 
in wireless sensor networks. Int J Inf Technol 14(4):1805–1814

	 3.	 Kori GS, Kakkasageri MS (2022) Agent driven resource schedul-
ing in wireless sensor networks: fuzzy approach. Int J Inf Technol 
14(1):345–358

	 4.	 Gatate V, Agarkhed J (2021) Energy preservation and network 
critic based channel scheduling (EPNCS) in cognitive radio sensor 
networks. Int J Inf Technol 13(1):69–81

	 5.	 Esnaashari M, Meybodi MR (2010) A learning automata based 
scheduling solution to the dynamic point coverage problem in 
wireless sensor networks. Comput Netw 54(14):2410–2438

	 6.	 Mostafaei H, Meybodi MR (2013) Maximizing lifetime of target 
coverage in wireless sensor networks using learning automata. 
Wirel Pers Commun 71(2):1461–1477

	 7.	 Mohamadi H, Ismail AS, Salleh S (2014) Solving target coverage 
problem using cover sets in wireless sensor networks based on 
learning automata. Wirel Pers Commun 75(1):447–463

	 8.	 Junaid A, Malik S, Ansari S, Rizvi H, Kim D, Hasnain R (2020) 
Intelligent target coverage in wireless sensor networks with adap-
tive sensors. In: 2020 IEEE 92nd vehicular technology conference 
(VTC2020-Fall). IEEE, Victoria, Canada

	 9.	 Mostafaei H, Montieri A, Persico V, Pescape A (2017) A sleep 
scheduling approach based on learning automata for WSN partial 
coverage. J Netw Comput Appl 80:67–78

	10.	 Yu J, Wan S, Cheng X, Yu D (2017) Coverage contribution area 
based k-coverage for wireless sensor networks. IEEE Trans Veh 
Technol 66(9):8510–8523

	11.	 Narendra KS, Thathachar KS (1989) Learning automata: an intro-
duction. Prentice-Hall, New York

	12.	 Manju, Singh S, Kumar S, Nayyar A, Al-Turjman F, Mostarda L 
(2020) Proficient QoS-based target coverage problem in wireless 
sensor networks. IEEE Access 8:74315–74325

	13.	 Manju, Bhambu P, Kumar S (2020) Target K-coverage prob-
lem in wireless sensor networks. J Discret Math Sci Cryptogr 
23(2):651–659

	14.	 Farsi M, Elhosseini MA, Badawy M, Ali HA, Eldin HZ (2019) 
Deployment techniques in wireless sensor networks, coverage and 
connectivity: a survey. IEEE Access 7:28940–28954



4504	 Int. j. inf. tecnol. (December 2023) 15(8):4491–4504

1 3

	15.	 Harizan S, Kuila P (2020) A novel NSGA-II for coverage and 
connectivity aware sensor node scheduling in industrial wireless 
sensor networks. Digit Signal Process 105:102753

	16.	 Harizan S, Kuila P (2019) Coverage and connectivity aware 
energy efficient scheduling in target based wireless sensor net-
works: an improved genetic algorithm based approach. Wirel 
Netw 25(4):1995–2011

	17.	 Yue Y, Cao L, Luo Z (2019) Hybrid artificial bee colony algorithm 
for improving the coverage and connectivity of wireless sensor 
networks. Wirel Pers Commun 108:1719–1732

	18.	 Patil S, Anandhi RJ (2020) Diversity based self-adaptive clusters 
using PSO clustering for crime data. Int J Inf Technol 12:319–327

	19.	 Sharma A, Chauhan S (2020) A distributed reinforcement learning 
based sensor node scheduling algorithm for coverage and con-
nectivity maintenance in wireless sensor network. Wirel Netw 
26(6):4411–4429

	20.	 Rao AN, Naik R, Devi N (2021) On maximizing the coverage 
and network lifetime in wireless sensor networks through multi-
objective metaheuristics. J Inst Eng (India): Ser B 102(1):111–122

	21.	 Tirandazi P, Rahiminasab A, Ebadi MJ (2022) An efficient cov-
erage and connectivity algorithm based on mobile robots for 
wireless sensor networks. J Ambient Intell Humaniz Comput 
14:8291–8313

	22.	 Jebi RC, Baulkani S (2022) Mitigation of coverage and con-
nectivity issues in wireless sensor network by multi-objective 

randomized grasshopper optimization based selective activation 
scheme. Sustain Comput: Inform Syst 35:100728

	23.	 Deepa R, Revathi V (2023) Efficient target monitoring with fault-
tolerant connectivity in wireless sensor networks. Trans Emerg 
Telecommun Technol 34(2):e4672

	24.	 Kumar A, Singh K, Khan T, Ahmadian A, MdSaad MH, Manjul 
M (2021) ETAS: an efficient trust assessment scheme for BANs. 
IEEE Access 9:83214–83233

	25.	 Kumar A, Singh K, Khan T (2021) L-RTAM: logarithm based 
reliable trust assessment model for WBSNs. J Discret Math Sci 
Cryptogr 24(6):1701–1716

	26.	 Thathachar MAL, Sastry PS (2003) Networks of learning autom-
ata: techniques for online stochastic optimization. Springer Sci-
ence & Business Media, Berlin

	27.	 Oommen BJ, Omslandseter RO, Jiao L (2023) Learning automata-
based partitioning algorithms for stochastic grouping problems 
with non-equal partition sizes. Pattern Anal Appl 26(2):751–772

Springer Nature or its licensor (e.g. a society or other partner) holds 
exclusive rights to this article under a publishing agreement with the 
author(s) or other rightsholder(s); author self-archiving of the accepted 
manuscript version of this article is solely governed by the terms of 
such publishing agreement and applicable law.


	An efficient coverage and connectivity maintenance using optimal adaptive learning in WSNs
	Abstract 
	1 Introduction
	2 Related work
	3 Problem statements
	4 Learning automata
	5 CCM-OAL protocol
	5.1 Coverage maintenance phase
	5.2 Connectivity maintenance phase

	6 Simulation results
	7 Conclusion
	References




