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1  Introduction

Language is a fascinating aspect of human nature that has 
evolved primarily as a speech form, a series of symbols that 
convey messages from speaker to listener. It develops along 
with the modern man, Homo sapiens. Therefore, there is no 
best language as there are no best species [1]. Language is 
the most fragile thing. All languages are equally complex, if 
not simple, similarly powerful, and equipped to perform any 
task, store, process, and transfer information in exchange [2]. 
They grow as much as one wishes to use. They are flexible, 
as much as speakers want to bend them. However, the range 
of that flexibility is reached by native speakers.

India has 480 tribal languages, most of which are endan-
gered. There are 197 endangered languages in India, 33 
found only in Arunachal Pradesh, as reported by the UNE-
SCO Atlas in 2017. Adi is one of them. When a language 
disappears, the culture, history, and mythology associated 
with it also die. It is excruciating to see at least two lan-
guages die with their last speaker every month in this high-
tech technology-enabled ‘Anno Domini era.’ There is no 
script, dictionary, or writing system for the vast majority of 
tribal languages.

Although the development of the ASR [3, 4] system 
for some commercially beneficial and well-resourced lan-
guages started a few decades ago, very infrequent initia-
tives have been taken for low-resourced tribal languages. 
Cross-lingual acoustic modeling using SGMM for recogni-
tion of low-resource speech implemented in [5]. An experi-
mental analysis of six vowels in Nagaland’s Ao, Lotha, 
and Nagamese languages was accomplished with nucleus 
vowel duration, formants, and intensity for speech recog-
nition, language identification, and synthesis research [6]. 
The acoustic–phonetic investigation and categorization of 
the Sora vowels of the Munda language were carried out 
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in [7]. An ASR system of Sora Language was developed 
using 20 speakers and 146 min of audio corpus [8]. Tanwar 
et al. performed an in-depth machine translation investi-
gation of morphologically rich Indo-Aryan and Dravidian 
languages under zero-resource conditions [9]. Tzudir et 
al. [10] worked on automatic dialect identification of Ao, 
a Tibeto-Burman under-resourced language of Nagaland. 
An experimental study was performed on two low-resource 
tribal languages, Santali and Hrangkhawl, for automatic lan-
guage identification [11]. Kumar et al. [12] developed 18 h 
of speech corpus (4–5 h for each language) for four under-
resourced Indo-Aryan languages, Awadhi, Braj, Bhojpuri, 
and Magahi, for ASR system modeling. Pre-trained self-
supervised models with only 10 h of labeled data for 15 
low-resource languages have been developed to boost the 
performance of ASR for these languages [13]. The genera-
tive adversarial network used for phone identification from 
unpaired speech utterances and phone sequencing was pro-
posed in [14]. Both frame-wise and segment-wise generator 
categorization techniques were used for better performance. 
On any enormous spontaneous speech corpus, Akita et al. 
suggested a statistical pronunciation modeling method for 
pronunciation changes between base form and surface [15]. 
This model was trained for phone context-dependent dis-
similarity patterns, variable length, and incidence probabili-
ties. Cao et al. worked on the reliability of confidence meas-
ures for local phone mismatch of noisy and unclear Chinese 
speech [16]. This approach predicted the mismatch phone 
from the recognition phone series by analyzing individual 
phone occurrence frequency in speech frames. A statistical 
phone duration model was developed by Lo et al. to iden-
tify entire utterances in a corpus of 100 Chinese learners’ 
English speech used in a computer-controlled pronunciation 
instruction system [17]. In [18], feature-based pronunciation 
modeling was implemented to improve ASR system per-
formance for pronunciation variability considering phonetic 
insertion, substitution, and deletion rules. Stănescu et al. 
created phonetically balanced speech data for the ASR sys-
tem for under-resourced Romanian languages [19]. Stolcke 
et al. [20] focused on precise phonetic segmentation utilizing 
boundary correction models and system fusion consider-
ing phonetic context and duration features. Acoustic pho-
netic analysis of the ASR system using the statistical and 
landmark-based approach for phone and syllable recognition 
was documented in [21]. Phuong et al. created a phonetically 
balanced high-quality Vietnamese speech corpus of 5400 
utterances from 12 speakers for analyzing speech character-
istics and building speech synthesis models [22].

In [23], Lalrempuii worked on the Adi language morphol-
ogy considering 29 phones. The spectral properties of Adi 
consonants were analyzed using formants frequencies [24]. 
In [25], researchers created a continuous ASR system for 
the Adi language.

In this current research, overall phone occurrence anal-
ysis of all 50 Adi phone are determined for five different 
ASR models, monophone, triphone (tri-1, tri-2, tri-3), and 
SGMM. Phone durations are also shown in frames using 
’median, mean, 95-percentile’ for all models.

The significant contributions of this research are:

•	 A detailed phone alignment and occurrence analysis was 
conducted on various speech recognition models.

•	 A corpus was built using 7528 continuous Adi sentences 
having 54,252-word utterances from 84 native speakers.

•	 The 7384 Adi words have been phonetically transcribed.
•	 This type of analysis can make the ASR system more 

robust and efficient.

2 � Phones of Adi language

The Adi language is classified as Tibeto-Burman, often 
associated with the language family of Sino-Tibetan. The 
majority of Arunachal Pradesh’s 2.49 lakh native Adi people 
dwell in the state’s upper, east, and west Siang districts [26].

In order to develop the ASR system, the authors used a 
total of 50 distinct Adi phonemes. Seven long and seven 
short monophthongs (vowels), 19 diphthongs, 16 conso-
nants, and one triphthong make up the language’s phonetic 
inventory. In Adi, seven short vowels are /a/ [a], /é/ [ə], /í/ 
[ɨ], /i/ [i], /e/ [e], /o/ [ɔ], /u/ [u], and long vowels are /ii/ 
[i:], /íí/ [ɨː], /uu/ [u:], /ee/ [e:], /éé/ [əː], /aa/ [a:], /oo/ [ɔː]. 
Among them, /u/, /u:/, /ɔ/, /ɔː/ are rounded, and reaming 
ten are unrounded. The vowel’s duration (long or short) in 
the Adi can change the sense of the same word. Consonants 
/d/, /b/, /j/, /g/, /m/, /n/, /l/, /r/, /ñ/ [ny], /ŋ/ [ng], and /y/ are 
all voiced /h/, /k/, /s/, /p/, and /t/ are all unvoiced. The Adi 
consonant phonetic properties are alveolar (/j/, /s/, /l/, /n/, 
/t/, /d/), bilabial (/b/, /m/, /p/), glottal (/h/), palatal (/ñ/, /y/), 
and velar (/g/, /k/, /r/, /ŋ/). Affricates (/j/), fricatives (/h/, 
/s/), approximants (/y/), nasals (/n/, /m/, /ñ/, /ŋ/), liquids (/l/, 
/r/), and stops (/b/, /d/, /g/, /k/, /p/, /t/) are all examples of 
articulation styles. In this language, some instances of diph-
thongs are /aé/ [aə], /au/ [au], /éi/ [əi], /ia/ [ia], /ié/ [iə], /
ía/ [ɨa], /íé/ [ɨə], /oa/ [ɔa], and /ui/ [ui]. The /uai/ is the only 
triphthong in Adi.

The noteworthy challenges of this research are

•	 Adi has adopted a modified Roman script for writing 
but is still in the developing stage; therefore, it is very 
difficult to represent Adi utterances in proper phonetic 
transcripts.

•	 Data recording is more difficult since most native Adi 
speakers cannot understand Adi sentences written in 
modified Roman scripts.
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•	 Aboriginal speakers have inhabited the various moun-
tainous areas of Arunachal Pradesh.

3 � Speech dataset

The continuous speech utterances of 36 male and 48 female 
native Adi speakers (age 17–45 years) of Arunachal Pradesh 
were recorded using digital voice recording tools by the 
authors. The recording samples were stored in WAVE file 
format (.wav) in the corpus. The bit rate of the speech data 
was 256 k, and the sampling rate was 16 kHz using signed 
PCM encoding. The corpus consists of 7384 unique Adi 
words. In this dataset  54,252-word utterances are present 
in 7528 sentences.

4 � Model construction

The architecture of the phone alignment analysis for the 
Adi Language ASR model is shown in Fig. 1. 84 native Adi 
speakers’ continuous speech data have been recorded. Then 
Mel frequency cepstral coefficients (MFCC) features of the 
speech utterances were extracted. Finally, overall silence, 
nonsilence phone occurrences, and phone duration of the 
continuous ASR system for five different models are pre-
dicted using the Kaldi decoder with the support of a lexicon, 
an acoustic model, and a language model.

A continuous ASR system has been developed using 
five models: monophone, triphone (tri-1, tri-2, tri-3), and 
SGMM. In the acoustic data of the ASR system, each speech 
file location keeps in ‘wav.scp’. The ‘utt2spk’ and ‘spk2utt’ 
files map speakers and utterances. The complete utterance 
transcripts are put in ‘corpus.txt.’

In the language data of the ASR system, ‘lexicon.txt’ 
holds phonetic transcriptions of all Adi words present in the 
corpus using 50 Adi phones considered for this research. 
The ‘nonsilence_phones.txt’ includes all non-silence phones 
available in the models. All non-silence and silence phone 
records are put in ‘phone.txt.’

The file ‘word.txt’ contains the information on every word 
used by this speech recognition system. The ‘utt_spk_trans_
train’ includes a mapping between utterances, speakers, and 
related transcripts. Table 1 reveals the phonetic translations 
of some Adi utterances.

In the align_lexicon file, each word available in the lexi-
con is split into phoneme sequences using 50 nonsilence 
phones of the Adi language. Every nonsilence phone has 
three different categories: begin (B), end (E), and internal 
(I). For example, ‘m’ nonsilence phone categorization are 
m_B, m_E, and m_I. Table 2 shows the phonetic alignment 
of some Adi words. For example ‘dooying’ word consists of 
five nonsilence phones /d/, /ɔ:/, /y/, /i/, and /ŋ/. The starting 
phone /d/ is categorized as ‘begin’ (d_B). The phones /ɔ:/, 
/y/, and /i/are categorized as ‘internal’ (ɔ:_I, y_I, and i_I). 
The final phone is labeled as ‘end’ (ŋ_E).

The Kaldi is a FST (finite state transducer) toolkit. L.fst 
(phonetic dictionary) is prepared to give the lexicon with 
phonetic characters in.fst form. G.fst was constructed for 
language model or grammar, L_disambig.fst contains a list 
of disambiguation symbols useful in debugging. Statistical 
language models for the ASR system may be built with the 
help of the SRILM toolkit. All phones in this recognition 
system have their probability calculated using an ARPA tri-
gram model file.

The ASR system’s acoustic model converts the voice 
samples to phonetic sequences. The goal of the models here 
is accurate phoneme identification, which is reported as 
posteriorgrams (posterior probability for each phone in a 
speech frame). A decoding model indicates the occurrence 
of phonemes in continuous speech sentences based on the 
speaker’s utterances, and its output is a decoding graph. 

Fig. 1   The architecture of phones alignment analysis

Table 1   Phonetic transcription of few Adi utterances in Lexicon

Adi utterance Phonetic transcription

yagope duk mangkom y a: g ɔ p e - d u k - m a: ŋ k ɔ m
no ngom tomduneya n ɔ - ŋ ɔ m - t ɔ m d u n a y a:
idola bunyi annyi mato i d ɔ l a: - b u ñ I - a: n ñ i - m a: t ɔ
sinying ke duitak si aido s i ñ i ŋ - k a - d eu t a: k - s i - a: i d ɔ
irea inyo la imapeka i r e: - i ñ ɔ - l a - i m a: p a k a:

Table 2   Phonetic alignment of few Adi words

Adi word Phonetic alignment

buiroem b_B eu_I r_I ɔ_I a_I m_E
dooying d_B ɔ:_I y_I i_I ŋ_E
eluing a_B l_I eu_I ŋ_E
gooralo g_B ɔ:_I r_I a:_I l_I ɔ_E
menyok m_B a_I ñ_I ɔ_I k_E
yuutgoo y_B u:_I t_I g_I ɔ:_E
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Decoding is accomplished using a lexicon, language model, 
and acoustic model.

5 � Results and discussion

The monophone and triphone (tri1, tri2, tri3) approaches are 
founded on Gaussian Mixture Model (GMM) and Hidden 
Markov Model (HMM). The acoustic model size recedes in 
the SGMM approach. In this technique, all phonetic states 
convey a common GMM structure where mixture and means 
weights differ in a subspace of the entire parameter space. 
Each silence, nonsilence phone duration, and occurrence are 
investigated for all five models.

Table  3 exhibits that in the monophone model, ‘sil’ 
(silence) is noticed for 97.6% of phone occurrences at the 
time of utterance initiates, and optional silence ‘sil’ is caught 
merely 49.42% when utterance stop. In the tri1, tri2, tri3, 
and SGMM approach, the silence was observed at 97.4%, 
97.6%, 97.1%, and 97.3%, respectively, at utterances begin 
and 74.68%, 73.48%, 71.23%, and 71.57% respectively at 
utterance end.

5.1 � Phones alignment analyzation

A phone alignment assessment is essential to understand the 
actual nonsilence and silence phone occurrences included 
in an ASR system of any language. Table 4 demonstrates 
overall phone occurrences for five different ASR models of 
Adi. The phone’s duration is exhibited in frames by ’median, 
mean, 95-percentile’.

5.1.1 � Monophone model

In the monophone model, silence (sil) accounts for 97.6% 
of phone occurrences at utterance beginning with dura-
tion (median, mean, 95-percentile) of (56, 61.2, 118) 
frames and optimal silence 49.42% at the time of utter-
ance end with duration (144, 171.4, 463) frames. So, at 
utterance begin, nonsilence accounts for 2.4% of phone 
occurrences, with a duration of (5, 11.9, 19) frames, 
and 50.58% at utterance ending with a duration of (37, 

103.7, 321) frames. At utterance end, nonsilence phone 
occurrences of ŋ_E, e:_E, u_E, a:_E, and ɔ_E are 22.7%, 
16.1%,8.2%,0.9%, and 0.7% with a duration of (10, 41.1, 
170), (136, 126.9, 280), (252, 259.8, 491), (3, 8.0, 14) 
and (3, 6.0, 7) frames. The overall phone alignment and 
occurrences analysis of the monophone model shows that 
the nonsilence phones account for 92.7% of phone occur-
rences, with a duration of (9, 16.2, 33) frames. Table 4 
shows different nonsilence phone occurrences for the 
monophone model. The phone a:_I has the highest over-
all occurrences of 6.3% with a duration of (11, 11.3, 21) 
frames, whereas ɔə_I and n_E show minor occurrences 
of 0.6% for each phone with a duration of (12, 12.8, 24) 
and (6, 7.5, 16) frames, respectively. The optional-silence 
phone ‘sil’ occupies 28.2% of frames overall.

5.1.2 � Tri‑1 model

In the tri-1 model, silence accounts for 97.4% of phone 
occurrences at the beginning of utterance with a duration 
of (59, 63.4, 118) frames, and optimal silence 74.68% 
at the time of utterance ending with a duration of (208, 
216.1, 516) frames. So, at utterance begin, nonsilence 
accounts for 2.6% of phone occurrences, with a duration of 
(4, 13.1, 20) frames where n_B occurrence is 0.6% with (4, 
5.2, 7) frames duration and 25.32% at utterance end with 
the duration of (4, 59.2, 290) frames. At utterance end, 
non-silence phone occurrences of ŋ_E, e:_E, u_E, a:_E, 
ɔ_E and e_E are 11.5%, 4.8%, 2.0%, 1.8%, 1.8% and 1.6% 
with duration of (9, 47.2, 226), (3, 92.0, 268), (107, 190.4, 
474), (3, 3.1, 3), (3, 5.1, 11) and (3, 3.6, 3) frames. The 
overall phone alignment and occurrences analysis of the 
tri-1 model shows that the nonsilence phones account for 
92.3% of phone occurrences, with a duration of (8, 13.2, 
30) frames. Table 4 shows individual nonsilence phone 
occurrences where a:_I has the highest overall occurrences 
of 6.3% with a duration of (10, 11.0, 24) frames, and u_E, 
y_B, and b_I show the minor occurrences of 0.5% for each 
phone with the duration of (4, 39.6, 205), (8, 21.4, 46) 
and (5, 14.4, 21) frames respectively. The optional-silence 
phone ‘sil’ occupies 39.9% of frames overall.

Table 3   Silence and non-
silence phones occurrences for 
all models

Model Silence at utterance 
begin (%)

Optional-silence at utter-
ance end (%)

Overall non-silence 
(%)

Overall silence 
occupancy (%)

Mono 97.6 49.42 92.7 28.2
Tri-1 97.4 74.68 92.3 39.9
Tri-2 97.6 73.48 92.3 39.5
Tri-3 97.1 71.23 92.4 38.8
SGMM 97.3 71.57 92.4 38.6
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5.1.3 � Tri‑2 model

In the tri-2 model, silence accounts for 97.6% of phone 
occurrences at the beginning of utterance with a duration 
of (59, 63.4, 120) frames, and optimal silence 73.48% at the 
time of utterance ending with a duration of (207, 217.0, 513) 
frames. So, at utterance begin, nonsilence accounts for 2.4% 
of phone occurrences, with a duration of (4, 12.9, 18) frames 
where n_B and s_B both phones occurrences are 0.6% with 
frames duration of (3, 5.2, 7) and (3, 5.0, 4). At utterance 
end, nonsilence accounts for 26.52% with a duration of (3, 
58.6, 269) frames where phone occurrences of ŋ_E, e:_E, 
a:_E, e_E, ɔ_E, and u_E are 12.0%, 4.7%, 2.2%, 2.0%, 2.0%, 
and 1.9% with a duration of (5, 49.7, 220), (5, 94.8, 269), (3, 
4.7, 5), (3, 4.2, 10), (3, 5.3, 11) and (111, 201.0, 474) frames. 
The overall phone alignment and occurrences analysis of 
the tri-2 model shows that the nonsilence phones account 
for 92.3% of phone occurrences, with a duration of (8, 13.2, 
30) frames. Table 4 shows individual nonsilence phone 
occurrences where a:_I has the highest overall occurrences 
of 6.3% with a duration of (10, 11.0, 24) frames, and u_E 
shows the minor occurrences of 0.5% for each phone with a 
duration of (5, 37.5, 207) frames. The optional-silence phone 
‘sil’ occupies 39.5% of frames overall.

5.1.4 � Tri‑3 model

In the tri-3 model, silence accounts for 97.1% of phone 
occurrences at the beginning of utterance with a duration of 
(59, 63.4, 121) frames, and optimal silence, 71.23% at the 
time of utterance ending with a duration of (207, 218.5, 517) 
frames. So, at utterance begin, nonsilence accounts for 2.9% 
of phone occurrences, with a duration of (4, 12.7, 18) frames 
where n_B and s_B phone occurrences are 0.7% and 0.6% 
with frames duration of (4, 6.0, 7) and (3, 5.0, 4). At utter-
ance end, nonsilence accounts for 28.77% with a duration of 
(3, 59.4, 269) frames where phone occurrences of ŋ_E, e:_E, 
a:_E, ɔ_E, u_E, e_E, and i_E are 11.7%, 5.0%, 2.3%, 2.2%, 
1.9% 1.8% and 0.7% with a duration of (5, 54.3, 227), (3, 
89.7, 269), (3, 5.0, 8), (3, 6.8, 13), (111, 200.7, 474), (3, 5.0, 
10) and (3, 3.0, 3) frames. The overall phone alignment and 
occurrences analysis of the tri-3 model shows that the nonsi-
lence phones account for 92.4% of phone occurrences, with 
a duration of (8, 13.3, 30) frames. Table 4 shows individual 
nonsilence phone occurrences where a:_I has the highest 
overall occurrences of 6.3% with a duration of (9, 10.7, 23) 

Table 4   Overall phones occurrences for different ASR model

Phone Phone occurrences (%)

Mono Tri-1 Tri-2 Tri-3 SGMM

Nonsilence 92.7 92.3 92.3 92.4 92.5
Sil 7.2 7.6 7.6 7.7 7.5
a:_I 6.3 6.3 6.3 6.2 6.3
ɔ_I 5.3 5.3 5.3 5.3 5.3
a_I 4.4 4.1 4.1 4.1 4.1
u_I 3.9 3.8 3.8 3.8 3.7
l_I 3.4 3.5 3.5 3.5 3.5
m_I 3.3 3.2 3.3 3.3 3.3
ɔ_E 2.9 3.1 3.0 3.1 3.1
m_E 2.7 3.0 3.0 3.0 3.0
e_E 2.9 3.0 3.0 3.0 3.0
a:_B 2.5 2.9 2.8 3.0 3.0
n_I 2.6 2.9 2.8 2.8 2.8
d_I 3.0 2.7 2.8 2.7 2.8
k_I 3.1 2.7 2.7 2.8 2.7
eu_I 3.0 2.7 2.7 2.7 2.7
i_I 2.3 2.4 2.4 2.4 2.4
p_I 2.6 2.2 2.2 2.1 2.2
k_B 2.4 2.1 2.1 2.1 2.0
ŋ_E 2.4 2.0 2.0 1.9 2.0
t_I 1.8 1.8 1.8 1.8 1.8
a:_E 1.7 1.7 1.6 1.6 1.6
d_B 2.0 1.5 1.5 1.6 1.5
e:_I 1.2 1.4 1.4 1.4 1.4
e:_E 0.9 X X X X
ŋ_I 1.4 1.5 1.5 1.5 1.5
b_B 1.3 1.4 1.4 1.4 1.4
a_B 1.3 1.4 1.4 1.3 1.3
y_I 1.2 1.3 1.3 1.3 1.3
r_I 1.1 1.3 1.2 1.2 1.3
s_B 1.4 1.2 1.2 1.2 1.2
a_E 1.0 1.2 1.2 1.2 1.2
m_B 1.2 1.2 1.2 1.2 1.2
eu_E 1.3 1.2 1.2 1.2 1.2
g_I 0.9 1.1 1.1 1.1 1.1
i_B 1.0 1.0 1.0 1.0 1.0
s_I 1.1 1.0 1.0 1.1 1.1
n_B 1.1 1.0 1.0 1.0 1.0
l_B 0.8 0.9 0.9 0.9 0.9
ŋ_B 0.8 0.9 0.9 0.9 0.9
t_B 0.9 0.9 0.9 0.9 0.9
k_E 0.8 0.8 0.8 0.9 0.8
i_E 0.9 0.8 0.8 0.8 0.8
p_B 0.7 0.8 0.8 0.8 0.8
ɔə_I 0.6 0.7 0.7 0.7 0.7
n_E 0.6 0.6 0.6 0.6 0.7
u_E 0.7 0.5 0.5 0.5 0.5
b_I X 0.5 X X X

Table 4   (continued)

Phone Phone occurrences (%)

Mono Tri-1 Tri-2 Tri-3 SGMM

y_B 0.8 0.5 X X 0.5
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frames, and u_E show the minor occurrences of 0.5% with 
the duration of (5, 36.4, 214) frames. The optional-silence 
phone ‘sil’ occupies 38.8% of frames overall.

5.1.5 � SGMM model

In the SGMM model, silence accounts for 97.3% of phone 
occurrences at the beginning of utterance with a duration of 
(57, 62.1, 121) frames, and optimal silence 71.57% at the 
time of utterance ending with a duration of (207, 217.0, 506) 
frames. So, at utterance beginning, nonsilence accounts for 
2.7% of phone occurrences, with a duration of (4, 12.4, 19) 
frames where a:_B and n_B phone occurrences are 0.7% 
and 0.6% with frames duration of (3, 6.2, 3) and (4, 6.8, 7). 
At utterance end, nonsilence accounts for 28.43% with a 
duration of (4, 58.8, 270) frames where phone occurrences 
of ‘ŋ_E,’ ‘e:_E,’ ‘ɔ_E,’ ‘a:_E,’ ‘u_E,’ ‘e_E,’ ‘i_E’ and ‘a_E’ 
are 11.8%, 5.0%, 2.9%, 2.6%, 2.0%, 2.0%, 0.6%, and 0.6% 
with a duration of (7, 59.2, 226), (5, 89.9, 270), (3, 4.8, 
11), (3, 3.4, 5), (3, 4.7, 9), (111, 189.7, 473), (3, 3.0, 3) and 
(3, 3.0, 3) frames. The overall phone alignment and occur-
rences analysis of the SGMM model shows that the nonsi-
lence phones account for 92.5% of phone occurrences, with 
a duration of (8, 13.2, 30) frames. Table 4 shows individual 
nonsilence phone occurrences where a:_I has the highest 
overall occurrences of 6.3% with a duration of (9, 10.5, 
23) frames, whereas phones u_E and y_B both show minor 
occurrences of 0.5% with a duration of (5, 37.4, 213) and (9, 
22.8, 61) frames. The optional-silence phone ‘sil’ occupies 
38.6% of frames overall.

Occurrences of phones at utterance begin, and utterance 
end has been displayed in Figs. 2 and 3, respectively.

6 � Conclusion

In this work, authors investigated phone occurrence and 
alignment analysis for the ASR system of a low-resourced, 
critically endangered tribal language of Arunachal Pradesh. 

Actual silence and nonsilence phone occurrences are cal-
culated for different models. The duration of each phone 
is measured in frames using ‘median, mean, 95-percentile’. 
This type of analysis with oversized speech corpus can pre-
dict individual phone occurrences of a specific language.

•	 Phone alignment and occurrence analysis are executed 
employing the Kaldi toolkit for the Adi ASR system.

•	 The authors build a corpus of 84 native Adi speakers’ 
utterances comprising 54,252 words.

•	 Five distinct ASR models, monophone, triphone (tri-1, 
tri-2, tri-3), and SGMM consider for analysis.

7 � Future scope

The future scope of the present research is testing models 
with a larger speech corpus of different dialects and age 
groups. In-depth phone occurrences analysis will make the 
Adi ASR system more efficient and robust. Future research 
will be beneficial to preserve this low-recourse endangered 
tribal language in this digitalized era.
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