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Abstract Due to the availability of enormous number of

products of same domain is increasing day by day the

possibility of getting your desire product is getting less.

Therefore, a recommendation not only helps you find the

best probable product according to your preference but also

increases the efficacy to find the product for you in less

time interval. Artificial neural network has been producing

a tremendous result in the practical solutions like image

classification, speech recognitions and various AI prob-

lems. The use of neural network to build recommendations

system can also be used as an auto encoder in various

sector. The neural network contains many layers and each

layer contains many perceptron which holds the weight.

While the network gets trained, the weights of each per-

ception are optimized and get adjusted. Building a simple

neural network model for predicting recommendations

with high accuracy is the objective of this work. The

dataset used in this recommendations model is contributed

by the Movie-lens archive. Manipulating the data into a

right form and format is the most important part of the

model. The whole work is performed, experimented and

evaluated in python as it consists of many predefined useful

libraries. The result of the recommender model is evaluated

by finding the Hit-Ratio. The Hit-ratio obtained by this

model is 87.

Keywords Neural-network � Matrix factorization � Latent

space � Implicit data, Movie predictions

1 Introduction

Recommender systems are the systems that recommend a

piece of information to the user as per the demand. A

movie recommender system provides clues to the con-

sumers by way of filtering procedure i.e., based on con-

sumer desire and surfing history [1–15]. E.g., Netflix

recommendation system supplies the user with recom-

mendations of the movies that are related to the ones that
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have been viewed in the past. So, the recommendation

system [16–31] can be broadened into two aspects of fil-

tering the first one is the classical content-based recom-

mendation which is a recommendation to the user from the

context of the data type, origin, creator, genre, etc. and the

second aspect is the collaborative filtering that uses the

user-item database to find the similarity between two or

more user and recommends them with the data of others.

ANN is a smaller replica of the human brain which con-

tains neurons corresponding to one another. So precisely

we can say the human brain does not follow an algorithm to

do something, for example, recognizing a number 5 but the

human brain is not a procedure rather it is training. So, the

NN also gets trained with the help of hyperparameters to

adjust the weight of the node (called a neuron). Therefore,

taking the help of NN to perform filtering for recommen-

dations not only will give the degree of artificial intelli-

gence but also will give a higher efficacy to the

recommendations. Besides all this, data is of 2 types

according to the recommendation system such as explicit

and implicit. Explicit data means the data that is retrieved

through the user consent or in layman words directly for

example a user purchase a product, rates a movie, or gives

a satisfaction value such as thumbs up or down to a stake.

Whereas implicit data is the data that is retrieved without

the consent of the user or indirectly data for example a user

watched a movie trailer or read an article, from this we can

get an affirmation of intention but not clearly. We might

know explicit data is always valuable but as compared to

implicit data the explicit data is much difficult to collect.

As we have collected a set of explicit data, therefore, we

perform data preprocessing to convert it into implicit data.

So, the core objectives of this model are:

1. In this work, a simple NN model is built for predicting

movie recommendations with high accuracy.

2. The dataset used in this recommendation model is

contributed by the Movie-lens archive [22]. The

explicit data is converted into implicit data using

various methods and data is split into training and

testing sets.

3. The whole work is performed, experimented and

evaluated in Python as it consists of many predefined

useful libraries.

4. The result of the proposed recommender model is

evaluated by finding the Hit-Ratio. The Hit-ratio

obtained by this model is 0.87 which is more than

other models such as GMF, MLP, NeuMF, and SDAE

[26, 27].

The rest of the work is presented as follows. Section 2

presents the literature survey on the related works done by

many researchers in this area. Section 3 discusses the

dataset. Section 4 presents the proposed model. Section 5

presents the evaluation of the model using implementa-

tions. Section 6, at last, presents the conclusion and future

scope of the work.

2 Related works

Many research works have been done in the area of col-

laborative filtering for movie recommendations. Some

recent methods are discussed as follows.

Neural-Collaborative-Filtering (NCF) model gives a

basic architecture to represent matrix factorization in form

of deep learning methods. It uses the latent space to find

and extract the features to predict the user-item utility

matrix. This method uses the embedding layer to convert

the user vector and item vector to a latent space containing

lower dimension data. Thus, training the layer to achieve

an efficient network [1]. In an NCF Model with an Inter-

action-based Neighborhood [2], by using user-item inter-

action database they proposed deep learning models which

successfully suggest a novel neighbourhood. In this model

first time neighbourhood information which is implicit data

is used in a neural collaborative filter to give information

about the characteristic behaviour of a good neighbour. A

new deep hybrid recommender system based on auto-en-

coder with NCF [3] has been proposed by the researchers

who used implicit feedback rather than using explicit

feedback of user, which is not easily available in a user

interface. They proposed a hybrid recommender system

framework that uses auto-encoders by combining user and

item side databases. This dataset is based on a real-world

dataset which gives better performance than the state-of-

the-art method.

Joint NCF for Recommender Systems [4] is proposed by

the researchers in which the model uses a joint NN that

combines deep feature learning and deep interaction

modelling based on a user-item matrix. J-NCF enables

training that improve recommendation volatile perfor-

mance. J-NCF gives better results than state-of-the-art

methods, which is about 8.24%. When the data set of

Amazon movies is used as input in this model the model

shows improvement 12.42%, 14.42% and 15.06%,

respectively. Learning binary codes with NCF for efficient

recommendation systems [5] is proposed by the researchers

Table 1 Loss obtained while

training the neural model
Epochs-Eph Loss

Eph-1 0.219

Eph-2 0.202

Eph-3 0.187

Eph-4 0.181

Eph-5 0.180
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in reducing the storage requirement in the e-commerce

market by using binary codes and collaborative filtering. In

this model, by using NNs and binary codes the quantization

loss is minimized. This model is highly effective in dealing

with new users, new ratings and new items.

Context-Aware Quality of Service (QoS) Prediction

with NCF for Internet of Things (IoT) Services [6] model is

based on fuzzy clustering and neural collaborative filtering.

By using a fuzzy clustering algorithm, this model is cap-

able of providing clustering contextual information. This

model is implemented on two real-world datasets and gives

effective results. An Adversarial Approach to Improve

Long-Tail Performance in NCF [7] is proposed to find a

new adversarial training strategy to use in long-tail rec-

ommendations for the user. This model is highly useful to

avoid the adversarial penalty and shows 25% effective than

previous any other model. Predicting yield performance of

parents in plant breeding [8] model uses neural collabora-

tive filtering such as deep factorization machines (Deep

FM), GMF to predict the best hybrid corn for a different

place which give more growth rate in agriculture. This

model was widely accepted by researchers. Commercial

Site Recommendation Based on NCF [9] model uses neural

collaborative filtering and NeuMF-RS method to propose

product to the customer based on the commercial data,

geographic data and also other heterogeneous data. This

model works both on implicit and explicit data of costumer

to predict the new product for the customer. This model

shows more effective results than any other method in

commercial site recommendation. An NCFM method for

identifying miRNA disease [10] is proposed to predict

miRNA disease. By using a sparse vector of disease and

dense vector of miRNA the latent feature of interactions

between miRNA and diseases formed. By this method,

90% prediction of miRNA was done successfully.

Grade Prediction with Neural Collaborative Filtering

[11] model is used to predict which course should a student

choose in his\her next term. In this rather than NCF, Matrix

factorization (MF) is used to predict the best course for a

student based upon latent knowledge space data. DC-

RNFCF [12] is also called Debiasing Career Recommen-

dations with Neural Fair Collaborative Filtering uses the

social media data by using Neural Fair Collaborative fil-

tering (NFCF) to recommend the user about their career

and courses related items by using pre-training and fine-

tuning approach. Neural Collaborative for Music Recom-

mendation System [13], by using CF and NCF approach

this model is taking 20,000 users, 6000 songs 470,000

transaction ratings. In music, there are many types of

genres and every user has different types of music prefer-

ences. The CF approach for this model is still struggling so

by the help of hybrid technique to get better suggestions as

per the user previous record.

Deep Learning Architecture for Collaborative Filtering

Recommender Systems [14] model uses deep learning

architecture to get the non-linear connection between

accurate recommendation, prediction and rehabilitees.

Software Service Recommendation Based on Collaborative

Filtering [15] model is used to fulfil the requirement of the

user to get better web service suggestions through this

model. This model uses the non-linear repository to get the

abstract data of vectors. A Hybrid Approach for Neural

Collaborative Filtering [16] model personalizes to get

better performance for e-commerce and online entertain-

ment through matrix factorization technique. The model

takes the dataset from Movie lens, Pinterest and Yelp. By

integration of deep learning with collaborative filtering to

get an accurate result, as per the user input or user action

the recommendation engine gets results accurately. HNCR

[17] Hyperbolic Neural Collaborative Recommender is

divided into two types: neighbour construction and rec-

ommendation framework. In the first part according to the

user and item interaction history, it constructs a semantic

neighbour relationship. The second part by using hyper-

bolic geometry to combine neighbour set into a recom-

mendation. CF-NADE [18] model computes the equality

between the use of data and the item data from the rating

data. The CF method is based on a model-based technique

that gets a high prediction output matrix of low rank. Dual-

embedding based Neural Collaborative Filtering for Rec-

ommender Systems [19] utilize historical interaction

between the user and item, to get which movie is similar to

each other about the user interest based on the other user’s

similar interest. By embedding the items into low-dimen-

sional space generate to store similar movies nearby.

Product recommender system using neural collaborative

filtering for marketplace [20] model takes data from user

explicit feedback and by rating on the product. Based on

the previous orders and interaction of the product with the

user it predicts a similar product as per user search. This

model is using CF recommendations based on the past

action of the user. Trust-Based Neural Collaborative Fil-

tering [21] is using a deep NN model to know the inter-

action between the user and item. The interaction between

user and item is merging through the Generalized Matrix

Factorization (GMF) model to get the trust friend interest.

3 Dataset

The dataset to this model is retrieved from Movie-lens

archive which contains 20 million data [22]. Mainly the

dataset holds many sub-datasets like the data of movie

genome, genres, movie ratings given by different users,

movie links and tags. The subset of data we are using for

this model is the movie rating dataset. It is considered to be

Int. j. inf. tecnol. (June 2022) 14(4):2067–2077 2069

123



an explicit dataset as the user has given the ratings directly

through any feedback channel.

4 Proposed model

The dataset of rating data holds the head containing movie

ID, user ID, rating, timestamp as shown in Fig. 1. As

elaborated above the data imported is explicit data so

converting the data to implicit is the first step of the model.

Converting the explicit data to implicit data is performed

by converting the ratings to ‘1’, this means if a user had

rated a movie that means the user must have seen that

movie. Thus, the data in the dataset is assumed to be a user-

item interaction database.

After converting the data to the desired form, the second

step of the model is to split the data into a training set and

testing set. If a user has interacted with N i.e., (1,2, 3,…,N)

number of movies then the testing data is defined to be the

Nth movie whereas the movie behind the Nth movie i.e.

(1,2,3,…,N - 1) is determined to be the training dataset,

the following things can be visualized as shown in Fig. 2.

Converting the dataset to an implicit dataset enforce the

dataset to be a positive class which means the dataset only

contains the data of the user that has interacted with the

movie. Thus, training a NN with the positive class will

prevent good efficacy. So, the third phase of the model is

finding four negative class data for each user. The four

negative class data can be defined as the movie that is

unseen by the user-chosen randomly from the dataset. The

preprocessing of data is now said to be defined for feeding

the NN. In the backend, the data preprocessing has

obtained a user-item matrix that contains user vectors and

item vectors. So, in the classical matrix factorization

method the user-item utility matrix is factorized into two

embedded matrix and while the matrix is again multiplied

the error function is evaluated and thus with the help of

gradient descent the error function is minimized. The

Matrix factorization method can be defined by the formula

given below [23]:

ŷ ¼ U:IT ð1Þ

where, U is the User feature Matrix, IT is the Transpose of

Item feature Matrix and by is the Predicted matrix. The

matrix factorization method can also be implemented in the

NN the most used NN is known as neural collaborative

filtering. The model is defined as a series of fully connected

layers, and embedding layer and an output layer. Precisely

there are 8 layers out of which one is the embedding layer

for item vector and user vector. The embedding layers are

concatenated by dot product thus it produces a user-item

utility matrix. Now the NN model uses hyperparameters to

Fig. 1 Visualization of Dataset
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predict a user-item matrix by adjusting the weights of the

node in the fully connected layer. The NN model is trained

until the error function is minimized and thus, we get a

predicted user-item utility matrix. Embedding can be

defined as a lower-dimensional space representation of

higher dimensional space data. The visualization of the

model is shown in Fig. 3. Embedding in this model is set to

8 which mean the user/item vector is converted to 8

dimensions or the embedded vector contains 8 entities. The

activation function used in the dense layer is RELU and it

can be defined as [24]:

F að Þ ¼ max 0; að Þ ð2Þ

Returns a for all values where a[ 0, else returns 0.

At last, the output is determined by the SoftMax func-

tion as gives a probabilistic approach to predict the output

vector. The SoftMax function can be determined as [25]:

fj zð Þ ¼ ezj
P

k¼0 e
zk

ð3Þ

Considering, fj(z)/r is the output of SoftMax, z is the

input vectors, ez
j standard exponential function for input

vectors, K = number of classes in the multi-class classifier,

ez
K standard exponential function for output vector. The

model defined replicates the matrix factorization method

because the result in matrix factorization is equal to the

result in the neural method. As described above the

embedding helps to deal with lower-dimensional space but

it also produces a latent vector which gives an ease to train

the NN to predict the output. Testing the model by taking

99 negative class data with the testing data and then

ranking the movies to see whether the model has predicted

the movie or not. If the testing data is below the rank 10

thus it is a Hit. The recommender system can be evaluated

by the use of Hit-ratio the hit ratio can be defined as the

ratio between the total numbers of hits with respect to the

number of events [26]:

Hit � ratio ¼ Total number of hits

Total number of hit and miss
ð4Þ

Algorithm 1 below represents the whole process as

discussed above. The watched movies are converted to the

ratings as 1. That means if a user has rated a movie he has

already seen that movie. In line 1 it is fetching the database

for each database entry. If ratings = = 1 that means a user

has watched this movie. Lines 3–8 sorts the ratings

according to their time stamp to know which movie the

individual users are seeing first. In line 9 we get the test

data for each user. In line 10, random data for each dataset

of individual users are calculated. In line 11, by putting the

total dataset we sorted the timestamp to get training data

and evaluated the NN by the 4 random functions which is

our test data. At last, lines 14–17 finds the hit ratio for

evaluation of the models.

Movie
Number-

1 Movie 
Number-

2ndMovie Number-

N-1
Movie Number-

Nth

Timestamp-29-01-2001 
21:02Hrs

Timestamp-30-01-2001 
22:02Hrs

Timestamp-02-02-2001 
07:02Hrs

Timestamp-04-03-2001 
01:02Hrs

Training 
Data

Testing 
Data

Fig. 2 Data splitting for any user
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Sparse Vectors

Rating Dataset

Preprocessing the Data

Converting Explicit

data to implicit

Finding negative class 

for each user

Splitting the data into 

training and testing

USER EMBEDDINGS ITEM EMBEDDINGS

CONCATENATION OF TWO 
EMBEDDED VECTORS

DENSE LAYER-2

DENSE LAYER-3

DENSE LAYER -4

DENSE LAYER-5

DENSE LAYER-6

DENSE LAYER -1

PREDICTED VECTORS 

Fig. 3 Work flow of the model
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Algorithm 1: Prediction of Movie using Recommendation Model 

Input: Movie Ratings Dataset Containing (Movie Id, User Id, Ratings of movie given by 

Individual Users, Timestamp)

Output: Predicting Movie for Recommendation

1. for each entry in dataset 
2.     if (Ratings ==1) 
3.            for each user entries 
4.                   If (user_entry_timestamp[1]<user_entry_timestamp[each_entry]) 
5.                        user_entry[1]==user_entry[n]; 
6.                       { 

7.                        SORT user_entry_timestamp BY timestamp ASCENDING. 

8.                        } 

9.                       test_data = user_entry[1]; 
10. for each user  
11.     find random 4 negative class data; 
12. Training the neural model with the training data; 
13. Predicted_vectors(); 
14. for each user  
15.     Test=find random 99 negative class + test_data; 
16. Predicted_vectors(Test); 
17. prediction=rank(test) 

5 Experimentation and evaluation

The NN is implemented on python with the help of

PyTorch library as it gives ease to implement the NN

models. The pytorch_lightning library contains many pre-

defined layers and activation functions to assimilate the

NN. System requirements like GPU of 2 GB (NVIDIA)

enhance the speed of training on a 64-Bit Windows Plat-

form. The system specification of the model uses a RAM of

16 GB and processor Intel i5 10th Gen (4 physical core).

Hyperparameters like batch size and the number of epochs

are set to 512 and 5 respectively. The NN for the model is

visualized in Fig. 4. The user vector and item vector are the

outcomes of the user-item interaction and they are deliv-

ered to the embedding layer to get an output called latent

vectors. The latent vector contains a probabilistic approach

to determine the degree of an entity in an individual vector

also considering the vector preferences. Concatenating the

user and item vector and delivering the embeddings to a

NN helps us to predict whether the user has interacted with

other movies or not. Defining the NN starts with the first

layer, as the embeddings are set to 8 thus the output of user

embedding is 8 and the item embedding output is also 8

features vector. Concatenating both gives a vector of 16

features and thus input to the first layer is 16. The output of

the first layer is 1024 features as we want to train the model

efficiently and extract all the necessary features for pre-

dicting the problem statement. So, a linear layer or dense

layer is a fully connected neural layer that contains many

perceptrons. ReLU is determined as the activation function

for the first layer. ReLU which is an activation function

introduces non-linearity in training thus the data can dis-

tinguish easily while training.

Now the input of 1024 features to the second layer

follows and the output of the ongoing layer is 512. Again,

ReLU as the activation function. Decreasing the output

features to half of the input vector help the NN to train

linearly. After the second layer, the 3rd layer takes 512

features and gives an output of 256 features with an acti-

vation function known as ReLU. As the chronology

maintains so the input to the 4th, 5th, 6th layers are 256,

128 and 64 features respectively whereas the ReLU known

as the activation function remains the same for all. Alike

the inputs the output also maintains the chronology of

linear decreasing, therefore the output to the 4th, 5th, 6th

layers are 128, 64 and 32 features respectively.

The last layer plays a significant role in predicting the

movie as the input to the last layer is 32 features out of

which only one feature is extracted. The one feature is

considered as a vector of user-item interaction. The entity

of the vectors is assigned by some probabilistic value that
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determines the prediction of the movies that a user have

interacted. Thus, the recommendations will be the movies

that have higher probable value. The use of activation

function to this dense layer is sigmoid. As defined above

sigmoid function squeezes the output into a range of [0,1].

Thus, every user-item interaction index will get a value

within the range of [0,1] according to the predictions.

Setting the Hyperparameter into the below settings the

model gets trained-Total data-20000263, Testing data

- 138493a, Batch Size-512, Epoch-5, Optimizer-Adam,

Learning Rate of Adam optimizer-0.01 and GPU-1. The

table obtained from the loss of every epoch is visualized

below in Table 1.

As it can be seen while training the network the neural

model the loss during 1st epoch eventually was very high

that is 21% but gradually it decreases to 20% during 2nd

epoch. In epoch number 3rd the gradual decrease in loss

can be considered as a sharp decrease as the model at this

stage shows only 18.7 percent losses. The loss remains at

18% for the next two epochs. The visualization is defined

through the graph in Fig. 5.

The output of the model is the prediction of movies that

would be recommended to the user according to their

previous interaction with the movies. So, recommendations

can easily visualize by defining a function that takes a user

as its input and recommend the movies which are predicted

by the NN in its predicted vector. But evaluating the model

is our prime motive and thus we take 99 random data that

are belonging to the negative class and add the test data we

have achieved during the data split then rank them with the

help of the predicted vector. If the rank of the movie we are

testing is in the rank in between ten then it is a Hit whereas

if the test data or movie is not ranked between 0 and 11

then it is a miss. As mentioned above if Hit ratio is

determined as:

hitRatio@10 ¼ Total number of hits movie in rank of 10

Total number of hit and miss

ð5Þ

and the testing data is 138493, and the hit ratio for this

model is determined to be 87% with a missing percentage

of 13%. Introducing a series of dense layer increased the

Fig. 4 NN for the model
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efficacy as the movie lens data predicted in Neural-col-

laborative-filtering was 70–75% hit ratio [26], as this

model have predicted more efficiently. The models com-

pared are the GMF, MLP, NeuMF with the hit ratio @10.

All the models are based on NNs and deep learning. The hit

ratio@10 for the MLPs with 8 embeddings/features is

MLP-0 = 0.452, MLP-1 = 0.628, MLP-2 = 0.65 and

MLP-3 = 0.67. Similarly, the NeuMF and GMF give a

HitRatio@10 are 0.0.69 and 0.68 respectively. Whereas the

SDAE gives the highest ratio of 0.89. All the model uses

the MovieLens 20 M data and thus we can see the average

HitRatio@10 in Table 2 given below:

The proposed model gives a Hitratio @10 of 0.87 as

mentioned above but the SDAE is considered to be more

efficient as it uses three models which are hybridized. So,

the comparison with other models is given below in Fig. 6.

From Fig. 6, the NN@7 or the proposed model shown in

the graph is an efficient model. The model may not con-

sider being best but the hit ratio of the model determines its

efficacy.

Table 2 Average Hit Ratio@10
Different Models Used Hit_Ratio@10 taking average of epoch 5 and 8 factors

GMF [26] 0.69

MLP [26] 0.6

NeuMF [26] 0.68

SDAE [27] 0.89

NN with 7 layers (proposed) 0.87

Fig. 5 Loss visualization graph
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6 Conclusion

Prediction of the user-item vectors is the most important

part to give the recommendations and to get the prediction

the training must be efficient enough. Using a serial of

dense layer not only performs good training but also helps

in learning the parameters linearly. The data is converted to

implicit data by manipulating it into the same class and

finding four random data of negative class for each user

and thus the first phase of the model is fulfilled. Whereas

the second part is building a neural model, taking the help

of neural-collaborative-filtering it was very easy to focus us

into the NN architecture and we managed to make a NN

that learns the parameters linearly. And the third phase of

the model was to recommend the movie with the training

prediction and evaluate the model. The recommendation

was precisely done with the help of the ranking technique

and the evaluation was carried out by a classical metric

known as Hit-Ratio. The model not only gave positive

feedback but also gave a hit ratio of 87%. Thus, the third

objective of getting a higher accuracy is also fulfilled. The

disadvantages of the model are the cold start problem but

the collaboration does not deal with this type of problem.

In future, new filtering models can be proposed or used for

the development of a new recommendation model. The

accuracy is also an important area for improvisations.
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