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Abstract The main problem in the Content based image

retrieval is ‘‘semantic gap’’. A human match two images

related to its semantics, while a retrieval system do the

same process based on comparison of feature vectors cor-

responding to visual image features. The problem in

retieval of images is identifying its unique features. This

article proposes three different methods to retrieve images

based on the unique features of an image and also evaluates

the retrieval system performance. The first approach called

Surrounding information retrieval (SIR) extracts the fea-

tures related to the similarities of the neighborhood inten-

sity values. The second approach Minimum edge retrieval

(MER) identifies the minimum intensity value of each

block. The third approach integrated feature retrieval (IFR)

combines the properties of feature extraction from SIR and

MER. The extracted unique features are stored in a feature

dataset and the similar images are retrieved by comparing

the dataset using distance measure. The performance of

retrieval system is calculated in terms of its recall and

precision. The precision and recall values are superior than

the existing methods. The method IFR with multi feature

extraction shows good in retrieval accuracy compared with

other methods.

Keywords Feature extraction � Image similarities � Feature

matching � Image retrieval � Multi feature � Pattern

recognition

1 Introduction

With the progression in the image attainment technology and

data storage. A huge number of images are created and stored

continuously. It is very challenging task to retrieve the rel-

evant image from such a pile of images. The archaic method

of 1970s which employed file name and keyword for image

retrieval is identified as text based image retrieval (TBIR). It

is labor exhaustive and time consuming too. The human

interface also led to errors caused by semantics and misin-

terpretation. Content based information retrieval is a suc-

cessful system for design based exploration and a process of

retrieving images from a collection of digital images

according to the illustration content of images. The method

involves computing a feature vector that characterizes the

character of the images. The images are stored in a feature

database. In CBIR system the user provides a query image

and the system will do preprocessing of the image and the

features extracted are stored in a database. The distance

measure method and the shortest distance metric are the two

ways used to compute the similarity for the images. The

computed values from the query image should be profi-

ciently adequate to exemplify the structure and spatial

properties of the images contained in image database. Works

has been carried out by various researchers proposed dif-

ferent techniques for retrieval like Ashraf et al. suggested a

procedure for depiction of image and attribute taking out

using bandlet transform, this method extracts the core items

there in the image. The system concert and accomplishment

was assesses using well known datasets. The precision and
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recall values are sued for the retrieval effectiveness

assessment.

Seetharaman and Selvaraj [1] suggested a system for image

retrieval by means of numerical tests, such as Welch’s t-tests

and Fratio. Textured and structured key in query images were

examined. In case one the image is assumed to be textured and

in case two the image are assumed as structured were contour

is alienated into a variety of regions based on its character. For

performance evaluation he used mean average precision

score. Dueck [2] presented an algorithm called deluge algo-

rithm as a local search for enhancing the concert of a meta

heuristic. Ritam Guha et al. [3] tried by inserting the deluge

algorithm with genetic algorithm to acquiesce a superior result

as an alternative of using the genetic algorithm only. Prasad

Rao et al. [4] has reported various histogram techniques

applied for the improvement over CBIR system. Histograms

are represented in the form of fixed intervals of bins. Each bin

represents the corresponding intensity values to the fixed

range related to the pixel values the bins will be plotted. The

range of intensity values defines the width of a bin, usually all

bins are of equal width.

Neha Malviya [5] has been proposed in top down and

bottom up approach for image segmentation. Shikha Bhard-

waj [6] has proposed an approach named as conditional ran-

dom field(CRF) using top-down and bottom-up based

probabilistics techniques for image sgmentation. An

improved method for visual similarity search in content based

image retrieval proposed by Nehal M. Varma et al. [7]. In his

work, the features such as color, texture and shape are used as

feature descriptors for both query and database image as well.

A novel feature extraction algorithm called LTCoP (local

ternary co-occurence patterns) for biomedical image retrieval

system has been proposed by Alan Gowri Phivin et al.

[8].This LTCoP calculates the gray values of center pixel and

its surrounding neighbors by encoding the co-occurrence of

similar ternary edges. While the LDP (local derivative pattern

encodes the co-occurrence between the first –order deriva-

tives ina specific direction. The effectiveness of the algorithm

is confirmed by combining it with the gabor transform

[10, 14]. Panchanathan et al. [26] refined intensity analysis of

CBIR technology, by elaborating the ethics the following

techniques for color, texture, shape and spatial indexing and

retrieval. Also confer the issues concerned in retrieval tech-

niques for compacted images and the expansion of strong and

compacted image content features, more exact representation

of creature perceptions of image likeness.

2 Preliminary process

Before the image is fed into the process of fetaure

extraction, basic processing has been done to reduce the

features present in the image. The moto of this work is to

reduce the features present in the image to minimum which

will be unique to extract the content from the images

supplied. This preliminary process includes three tasks.

The first task involves grouping of data points, and the

second task involves image enhancement and the third task

involves the DWT technique [21, 23, 25].

Process involved in grouping is as follows:

1. Initialize the number of groups. (Say G1, G2,

G3…Gk).

2. Based on the initialization of groups pick the RGB

pixel values which are in random position.

3. Compute the distance between all the data points and

the group initiated by Euclidean distance formula. (If

E = (E1, E2, E3, …En) and D = (D1, D2,D3…Dn) are

two points, then the distance from E to D, or from D to

E is given by: H
P

n(Ei - Di)2.

4. The procedure mentioned in step 3 is repeated for all

the pixel values in the image.

5. The visual analysis is not that much good for the single

iteration so new groups are to be identified.

6. To attain the new cluster, calculate the mean of the

pixel values with respect to every cluster new.

7. After obtaining the mean value for R, G, B channels

individually, calculate the disparity between the old

group values and the new group values.

8. For the completion of single iteration. The process will be

repeated until there is no further change in the group values.

9. If the disparity is greater than the threshold value then

allocate the new values to the existing values and go on

with step 3.

Steps involved for image enhancement,

1. Depict the resultant group image in the form of matrix.

2. Find the frequency of each overlapping pixel values in

3 9 3 matrix.

3. Compute the probability density function of each

frequency.

4. Compute the cumulative distribution function of each

pixel.

5. Identify the middle element in the 3 9 3 matrix and

replace it with the cumulative distribution function

value.

6. The above steps are repeated for the entire matrix and

generate the corresponding output image.

7. The resultant image will be fed into DWT first level.

3 Proposed methodology

The system initially classifies images into groups that

match to the pixel intensity values in it. Followed by

enhancing the image done using probability distribution
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and cumulative distribution function the intensity values

are changed which is fed into DWT first level of

approximation.

All the pixels in the neighborhood have the same

property with respect to the central pixel are shown in step

6.The vertical and horizontal contrast features measures the

vertical stripes and horizontal strips equal. The possible

number of patterns are shown in step 5.

The following steps involved in the surrounding infor-

mation retrieval algorithm (SIR).

1. Consider the resultant image genertaed after

preprocessing.

2. Consider the Lower resolution approximation image.

3. Form 3 9 3 window mathematically by using the

formula,

C ¼
0 if cp11[Nij

1 if cp11¼Nij

2 if cp11\Nij

8
<

:
Fij; 0� i; j� 2; 8ij 6¼ 1

Given a neighborhood of 3 9 3 pixels, which will be

represented by a group having nine elements:Nij;

Nij ¼
N00 N01 N02

N10 cp11 N12

N20 N21 N22

0

@

1

A

where cp11 denotes the intensity value of the central

pixel Nij and is the intensity value of the neighboring

pixels.

4. To identify the similar property of all surfaces which

provides the visual patterns assign a value of 0 if the

pixel intensity value is less than, equal means make it 1,

and is greater than that of the central pixel make it as 2.

5. To measure the frequency of occurrences of pattern

on the 3 9 3 window identify vertical and horizontal

equal values and Mirror L shape and L shape equal

values for each 3 9 3 window and obtain the central

pixel values.

6. Calculate the vertical and horizontal equal values

based on the group of patterns having a identical

neighborhood around the central pixel as shown.

7. Calculate L shape and inverse L shape equal values

based on the frequency of occurrence of patterns as

shown. If the patterns encountered then the central pixel

values are extracted and stored in a feature dataset.

8. Likewise, the feature vectors are cidentified for all

the left over sections.

9. The same way, the feature vectors for all other

images in the database are identified and placed in a

dataset.

10. Compute similarity measures for the stored value of

query and database images.

11. Retrieved images will be displayed.
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3.1 Proposed MER system

The proposed system method identifies the discontinuities

in an image having isolated points so that these points

would not occur frequently in most images. This method

aims to identify and locate the sharp discontinuities in an

image. This approach aims to extract the minimum feature

which gives the optimal solution for retrieval. The pro-

posed method MER works based on extracting the LL

image from the DWT technique which is obtained after

completing the pre-processing phase which is further fed

into single value decomposition technique for size reduc-

tion to carry out further process of image intensity

extraction. The working principle of the proposed method

is as follows.

The working principle of the anticipated method MER is

mentioned below.

Step: 1 Consider the LL image for further extraction

which has been attained after preprocessing.

Step: 2 Reduce the image size by using single value

decomposition (SVD) for the LL image obtained. The

process involved in finding SVD is as follows.

1. The image matrix I can be factorized as I = U S VT

where U and V are orthogonal matrices with

eigenvectors chosen from AAT and ATA

respectively.

2. S is a diagonal matrix with r elements equal to the

root of the positive eigenvalues of AAT or ATA. The

diagonal elements are composed of singular values.

i.e. mxn matrix can be factorized as

Amxn = UmxmSmxnVnxn
T.

3. Once SVD has been computed proceed to step 3 for

Identifying the minimum edge intensity values

Step: 3 Check whether the size of the row and column

are equal.If yes, consider the elements as it is. If not,

then make it same size by adding zeros in either row or

column to equal the size of the image matrix.

Step: 4 Row Subtraction: Find the difference between

the smallest pixel intensity value of every row with the

pixel values of that row. Note: If zero is the small value

in that row then proceed to another row leaving the row

unchanged.

Step: 5 Column Subtraction: Identify the smallest pixel

intensity value of every column and find the difference

between rest of the values in that column. Note: If zero is

the small value in that column then proceed to next

column leaving the column unchanged.

Step: 6 Plot least horizontal and vertical lines where

zeros are present.To plot the least number of lines

certain constraints to be followed as mentioned:

1. Choose a row which has single zero not plotted by

lines corresponding to its column draw a vertical

line do the same process untill no such row is left.

2. Choose a column which has single zero not plotted

by lines corresponding to its row drwa a horizontal

line do the same process until no such column is left.

Step: 7 Check whether the number of plotted horizontal

and vertical lines are equal to the size of the matrix, then

store the pixel intensity value of the matirx in a database

where the two lines intersect. If the vertical and

horizontal plotted lines are not equal to the size of the

matrix, then find the difference between the rest of the

values with the smaller value identified is performed

with plotted lines.The difference value is added to the

rest of the plotted values.

Step: 8 The above mentioned Steps 4 and 5 are repeated

untill the least number of lines plotted covers all zeros

which equal to the size of the matrix.

Step: 9 Choose a row which contains accurately single

unmarked zero and bound it by, and depict a vertical line

all the way through the column contains this zero.

Replicate this process till no such row is left; then

choose a column contains accurately one unmarked zero

and bound it by, and depict a horizontal line through the

row contains this zero and do again this process till no

such column is left. Note: If there is more than one

unmarked zero in any row or column, it indicates that an

substitute result exists. In this case, choose anyone

randomly and pass two lines horizontally and vertically.

Step: 10 Store the intensity value of the identified

minimum edge which shall be stored in feature dataset.

Step: 11 Similarly the feature vectors for database

images are computed and stored.

Step: 12 Compute similarity measures for the stored

value of query and Database images using an image

distance measure, corresponding matching images will

be displayed (Figs. 1, 2).

Fig. 1 Proposed model for CBIR based image retrieval
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The proposed method is depicted in Fig. 3 which shows

the entire process taking place when a query image is

provided for finding relevant images. In the initial stage,

the user will provide the test image for the extraction of its

pixel content using preprocessing followed by MER.

Once the features are extracted, the feature vectors are

stored in a feature database. The above process is done for

the images present in database. The feature database is

compared by using Euclidean and Manhattan similarity

measures between the test image and the database image.

The image feature which gets matched is retrieved and

displayed as ascending order based on the image distance

measure value.

The following steps involved in the Integrated Feature

retrieval algorithm (IFR).

• Combine the features extracted from the proposed

algorithms SIR and MER.

• Compute similarity measures for the extracted features.

• Store in Feature dataset.

• Retrieve the images based on sorting which display first

30 images.

The method Tamilkodi et al. [9] carried out the multiple

feature extraction for the improvement of retrieval quality

of the query image. The steps involved in the extraction are

the first stage of extraction involves the cluster index by the

separation of pixel values into three different groups and

the choice will be given for the user to pick which cluster is

required for further extraction. The second stage involves

the generation of histogram equalization where the pixel

Fig. 2 Proposed method SIR

architecture
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values are replaced by the local mean by means of cumu-

lative distribution function [10].

The third stage is involved by applying the approxi-

mation of first level of discrete wavelet transform. The

above mentioned methods are applicable to images present

in the database also where we have to search for the related

images. The stored values are measured with the database

image also with the test image by similarity matching

algorithm where comparison is made with each values if

the stored values are equal then the corresponding images

related to the values are restored and displayed as resultant

image for the query image search. The aim of this work is

to show some methods will perform good for some

extension even if we are extracting the features from

multiple methods for the query retrieval certain features

extracted from the images show good retrieval results. This

work takes an analysis of the methods in some cases how it

will be working good and the reason for its failure in few

images for multiple feature extraction.

The projected method uses various kinds of feature

extraction method by specifying the most significant points

in a distinct way and depicts more complex feature

representation. A multiple feature query associate addi-

tional features extracted from three different methods and

all features have equal importance during the search. In

these approaches, there are two major tasks; the first task is

feature extraction, where a set of pixels values present in

the image are extracted based on the method applied and

the second is the similarity measures to retrieve the exact

matching of the images. The final resultant will be based on

the comparison of the values stored in the image database

with similar values equals to zero in distance measure are

retrieved.

4 Similarity measurement

An Each image will store in its feature-vectors to achieve

the computation, and feature-vectors are coordinated with

the query-image feature-vectors which help in similarity

measurement. The matching step above stated features to

get the visually similar outcome by using similarity mea-

sure method referred as ‘‘Distance method.’’ The other

distances method like Euclidean distance, Correlation

Fig. 3 Proposed method MER

architecture
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Fig. 4 Proposed method IFR

architecture

Table 1 Shows the precision and recall values of proposed methods

Category of images SIR MER IFR

Avg precision Avg recall Avg precision Avg recall Avg precision Avg recall

Buses 0.793 0.204 0.812 0.243 0.839 0.227

Building 0.755 0.221 0.827 0.219 0.864 0.244

Flowers 0.833 0.245 0.841 0.237 0.881 0.279

Elephants 0.724 0.212 0.801 0.219 0.806 0.237

Mountains 0.837 0.237 0.832 0.278 0.82 0.265

Dinosaurs 0.893 0.269 0.925 0.293 0.897 0.286

Food 0.875 0.232 0.769 0.217 0.848 0.269

Vegetables 0.812 0.243 0.835 0.254 0.866 0.292

Pyramid 0.869 0.262 0.913 0.282 0.861 0.273

Horses 0.715 0.214 0.833 0.212 0.872 0.259

Avg (%) 0.8106 0.233 0.8388 0.2452 0.8554 0.2631
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Distance [11, 12], Manhattan and Hamming Distance are

used for measurement. When the feature vector databases

are created one can find the preferred query to retrieve the

similar images from the database. To make possible this,

retrieval system has to achieve the significant chore of

applying the similarity measure so that distance between

the query image and database image will be calculated and

images at less distance will be retrieved in the final set. The

extracted features shown as sample in Table 1 are com-

pared with distance measure to retrieve the similar images

based on the distance measure value (Fig. 4).

5 Experimental results

WANG database is used for system evaluation. This image

database consists of the randomly picked images from

Corel database. For simplifying the process the images are

further separated into 10 classes in which every class holds

100 images as shown in Fig. 5.

It is broadly used for testing CBIR systems. Classifica-

tion of the images in the database into 10 classes makes the

assessment of the classification simple. The earlier methods

which have developed used mat lab for implementation.

From the 1000 image we arbitrarily selected 300 images

from the database. From each class it has been arbitrarily

selected 30 images. The preferred images go through the

implemented system to remove the features and cache

them. This step will work offline as the database created is

geared up for testing and measuring the CBIR based on the

previous work discussed in Tamikodi et al. [13]. From the

Figs. 6, 7, 8, 9 the distance measure with Manhattan attains

good retrieval results when compared with the other dis-

tance measures. Figure 5 shows the sample image fromm

corel database. This database consists of one lakh images.

From that randomly selected some images and are con-

sidered for experimentation. The images are classified into

several categories based on the nature of the images. For

each category 100 images are considered for performing

experimentation.

Figures 6, 7, 8 shows the retrieval results for the query

image mountain by using various similarity distance mea-

sures in which the distance measure manhattan shows good

retrieval results when compared with other distance

measures.

Fig. 5 Sample images from WANG database
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Fig. 6 Shows the results

obtained after giving the query

image using euclidean distance

Fig. 7 Shows the results

obtained after giving the query

image using manhattan distance
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Fig. 8 Shows the results

obtained after giving the query

image using hamming distance

Fig. 9 Shows the results obtained after giving the query image using Correlation Distance
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6 Performance assessment

One can evaluate the system by knowing its performance in

which we may face difficulties. The foremost crisis in

CBIR system is the measurement of the performance either

in standard database or distinctive measure. Various image

databases are existing which are used to measure the results

of CBIR system. In CBIR, the mainly usually used recital

actions are Precision and Recall. Precision is defined as the

ratio of the number of retrieved relevant images to the total

number of retrieved images Recall is defined as the ratio of

the number of retrieved relevant images to the total number

of relevant images in the database as per Liu et al. [14].

The precision of the retrieval is defined as the fraction of

the retrieved images that are indeed relevant for the query:

Precision ¼ No: of relevant image retrieved

Total no: of images retrieved from the database

The recall is the fraction of relevant images that are

returned by the query

Recall ¼ No: of relevant image retrieved

Total no: of relevant images in the database

The Table 1 shows the precision and recall values of the

proposed methods and the performance evaluation has

been carried out based on the images category wise. Based

on the observation on the values obtained from the preci-

sion and recall of the methods, it gives clarity about indi-

vidual methods in some cases outperforms. In Table 1

some of the precision values are made as bold shows the

method MER with single feature extraction performs good

in mountains, Dinosaurs and pyramid.ie among 10 cate-

gories of images seven category of images are retrieved

good in IFR. It shows the method used for multi feature

extraction performs good when compared with single fea-

ture extraction method. While comparing the average

precision and recall values of the proposed methods the

IFR shows good results 20% variation with MER and 40%

deviation with SIR. On the whole that the multiple feature

extraction will give outstanding performance.

6.1 Comparative analysis of proposed methods

To evaluate the suitability of CBIR methods we performed

a number of experiments. The majority of the images were

taken from a 10 megapixel camera. This has been tested

with the image of different sizes at 512, 1024 as well as

long distance and short distance of an image how it will

work on the feature extraction. To show the difference and

the various methods applied for feature extraction to find

the best retrieval. Error examination is some sort of concert

criteria which enables you to try dissimilar things and

verify it out by manually without difficulty that which

choice is better. The most part widespread method for

comparing two images in CBIR is using an image distance

determine. An image distance assess compares the likeness

of two images in a variety of proportions such as color,

texture, shape and others. For instance a distance of 0

signifies an accurate go with the query with respect to the

proportions that were measured.

The performance of these CBIR methods has been

assessed and compared. This learning shows that the CBIR

system using various image features computed from the

precisely segmented yields considerably superior concert

than the schemes using a sole measurement. In [13, 15, 16]

shows various methods and compared the precision and

recall with the existing methods. The methods compared

are used color, texture and shape with the image database

called WANG to evaluate their proposed systems. To

compute the concert of the system the images are taken

from the database and the sample image also taken from

the same set and it is fed into the process of feature

extraction. This system will achieve extensively better than

other systems for all the classes except for very few. In

summing up, this estimation learning compared the concert

of three types of CBIR schemes using a widespread testing

database and investigated several approaches that intend to

get better system performance. CBIR schemes using vari-

ous image features considerably improved performance.

The experimental results show Manhattan has achieved

higher retrieval performance than Euclidean distance.

From Table 2, the precision values obtained from the

proposed method IFR is superior than the other methods

such as SIR the difference is 0.448 and with MER 0.0166

and with other methods [2, 4, 8, 12, 17] the differences are

0.077,0.0766,0.0413,0.0471,0.035.

From Table 2, the precision values obtained from the

proposed method IFR is superior than the other methods

such as SIR the difference is 0.0301 and with MER 0.0179

and with other methods [2, 4, 8, 12, 17] the differences are

0.0346, 0.0261, 0.0291, 0.0252, 0.016.

Tables 2 and 3 shows the comparative analysis done

with existing methods as well as the proposed meth-

ods.From the recall and precision values it is clear that the

proposed method IFR outperforms well when compared

with MER and SIR except for three categories of ima-

ges.The multi feature extraction methods shows good

results form seven category of images and less deviation in

rest of the 3 categories.
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7 Conclusion and future scope

In this paper pixel values are used as an image attribute to

find out minimal set of pixel values. The reduced set acts as

an input to the dataset for similarity matching. It is expe-

riential that CBIR based on color, texture and shape

combined features provides enhanced results. From the

experimental results the multi feature extraction shows

good retrieval performance. This retrieval algorithm pre-

sented in this paper mainly reduces the computational time.

This work can be further enhanced for the development of

application to web-based CBIR system.
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