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Abstract Intrusion detection system is considered as a

decision-making tool in the networks. Mainly, an intrusion

is an attempt to violate the security mechanisms and its

rules. The aim of an intrusion detection system is to

monitor network traffic and explore unusual behavior that

may be an attack. If a package has a different pattern

toward its standard behavior, it can be categorized as

abnormal conditions and consequently an attack or intru-

sion. In this paper, a pre-processing is performed on KDD-

CUP99, NSL-KDD and CIDD dataset to choose a subset of

the features, reduce dimension and then normalize data.

Combination of particle swarm optimization and neural

network algorithms are used to recognize intrusions which

can efficiently classify the attacks and reduce the number

of false alarms and improve detection rates. Obtained

results show that proposed method provides a higher

accuracy and performance comparing with other algo-

rithms to detect different classes of attacks.

Keywords Multi-layer perceptron � Particle swarm

optimization � Intrusion detection � Data mining

1 Introduction

It is with the purpose of violating security policies such as

confidentiality, integrity and accessibility that one tries to

intrude on a network [1]. Some considerable researches

have been conducted on detection and prevention of

intrusion in the field of information security. Intrusion

detection can be a classification system of the network

traffic which determines whether the received packet is

normal or not [2]. Denning is the first person who studied

intrusion-detection systems [3]. From then, numerous

methods have been invented onwards to improve the

function of intrusion detection systems including statistical,

machine learning and data mining methods. A good

intrusion-detection system must have minimum false neg-

ative rate and a high detection rate [4]. One thing that is

quite significant in computer systems is intrusion detection.

An intrusion detection system is a software or hardware

which monitors the computer network to see if there is any

harmful activity or any violation of the management and

security policies and then it reports to the network man-

agement sector. Intrusion-detection systems must detect

and recognize any kind of unpermitted usage of the system,

or any kind of abuse or activity by both internal and

external users that would harm the computer. Usually,

intrusion-detection systems are used along with firewalls

and act as a complementary security-wise for them. Tra-

ditional intrusion-detection system cannot adapt to new

intrusions; thus, nowadays intrusion-detection is mainly

based on data mining and meta-heuristic algorithms. One

area in which intrusion-detection can be helpful is finding

new attacks. Rule-based intrusion detection systems such

as snort cannot recognize the attacks correctly in most

cases and have a high error rate. In particular, these sys-

tems are not intelligent and the user is getting involved in

rule and policy making. This type of systems is called

signature-based system or abuse-based system [5]. How-

ever; anomaly-based methods are the opponents of the

signature-based methods which are able to detect new

attacks. Of course, in some cases they have some false
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alarms [6]. Numerous methods have been presented to

solve intrusion-detection problems, each of which has its

own specific rate of precision in detecting attacks. In this

article, it has been aimed to signify proposed algorithm’s

ability to detect and reduce the likelihood of mistakes

being made by using Neural Networks (NN) integrating

with Particle Swarm Optimization (PSO) algorithm. Intel-

ligence of this algorithm rise exponentially which leads to

reduce the work that network managers have to be done. In

the first section, literature of the previously conducted

researches has been studied and discussed in brief. The

second section is associated with the tools and its mecha-

nism is explained. In the third section, the proposed system

and its function has been expressed. The fourth section

depicts how the experiments are done and the other

methods are compared with one another in this sec-

tion. Final section provides information regarding the

results obtained by the algorithm.

2 Previous works

Singh et al. proposed an Online Sequential Extreme

Learning Machine (OS-ELM) based method for intrusion

detection. Their proposed method uses alpha profiling to

reduce the time complexity while irrelevant features are

discarded using consistency and correlation which reduce

state space. Instead of sampling and beta profiling was used

to reduce the size of the training dataset. The standard

NSL-KDD dataset is used for performance evaluation of

the proposed method. In this paper, space and time com-

plexity was discussed that showed an improvement com-

paring with the other methods. The experimental results

yielded an accuracy rate of 98.66%, error rate of 1.74% and

detection time of 2.43 s [8].

In 2015, Chattopadhyay overviewed the neural net-

work’s applications in IDSs and shed light to a positive

process of the neural network is being used to detect

intrusions. In addition, a multi layered perceptron (MLP)

Neural Network based structure was presented by them in

order to develop substantially application in KDD99.

According to the identified patterns of the structure of the

detected attacks in the database, the proposed MLP algo-

rithm had better outcomes by using back-propagation in

comparison with the recurrent neutral networks and anal-

ysis of the main components based on mutual actions. A

detection rate of more than 99.10% was reported for the

presented neural network. Therefore, the presented infor-

mation depicts how the MLP method have the more effi-

cient detection rate and how it can increase the system’s

efficiency by reducing the cost of calculations without

losing detection efficiency [9].

In 2015, Raman Singh, et al. wrote an article and offered

a method based on online sequential extreme learning

method (OS-ELM) for intrusion detection. Their suggested

method uses alpha profile to decrease the computational

time in such a way that irrelevant features are deleted by

using correlations and agreements and that is how the

working space is also reduced. In order to make the

training dataset smaller, beta profile has been used instead

of a sampling method. The security laboratory-knowledge

discovery and data mining (NSL-KDD) has been used for

the presented method to be evaluated. In this article, time

and space complexities have been discussed and according

to our investigation, this method has improved in com-

parison with the other methods. The experimental results

depict a precision rate of 98.66% and an error rate of 1.74%

as well as a 2.43-s detection time [8].

Again in 2015, Dash used two methods for training the

neural networks. One of the methods uses Gravitational

Search method and the other one use PSO algorithm

combined with Gravitational Search method. These meth-

ods have been compared by Tirtharaj Dash in terms of how

functional they are in training of the neural network with

other optimization algorithms such as PSO, Gradient

Descent algorithm, Genetic and also decision tree classi-

fication algorithm. Experiments are performed on NSL-

KDD database and the results indicate an improvement in

comparison with other methods. According to the results of

the experiment, a precision rate of 94.90% was obtained for

the method based on the gravitational search and for the

network training; a precision rate of 98.13% was obtained

based on PSO and gravitational search. It is also claimed

that the suggested method is more suitable for imbalanced

datasets [10].

In 2016, Chunlin Lu used a method based on backward

neural network integrated with the Dempster-Shafer theory

and Genetic Algorithm. In Dempster’s opinion, this method

accelerates the process of attack detection and decreases

false alarms and makes the system more stable. In brief, the

process of this method is as follows: at first, the extracted

features are divided into various subclasses. Then,

according to these various subclasses and various models,

the neural networks are trained to build a detection method.

Ultimately, the Dempster-Shafer theory is used to integrate

these results and obtain the ultimate ones. This method has

been evaluated on KDD99 database. The results have

shown that it will work well while the system is faced with

different types of attacks and it has a maximum precision

rate of 97.5 [11].

In 2016, Mehmod et al. used Ant Colony Optimization

and selected optimal features and classified these features

using Support Vector Machine (SVM). The outcome of this

feature selection method is being used in KDD cup data-

base and shows that SVM classifier has better results and a
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precision rate of 98.29% [12]. Sharma et al. employed

artificial bee colony that is a team approach to detect and

fight back DOS attacks in cloud environment. In this

research, data was recalled from the network traffic, and

after the bees were released, they were used to train the

classifier and to test. After wards, attack is detected.

Apparently, detection rate of artificial bee colony was

higher than QPSO. An attack detection rate of 72.4% was

obtained for this method [13]. Scott E. Coull et al. dis-

cusses the use of a specially tuned sequence alignment

algorithm, typically used in bioinformatics to detect

instances of masquerading in sequences of computer audit

data. By using the alignment algorithm to align sequences

of monitored audit data with known sequences to be pro-

duce by the user, the alignment algorithm can discover

areas of similarity and derive a metric that indicates the

presence or absence of masquerade attacks. Additionally,

they present several scoring methods for accommodating

variations in user behavior, and heuristics for decreasing

the computational requirements of the algorithm [14].

3 MLP neural networks

Neural networks with two layers cannot implement non-

linear functions like XOR. But networks with more than

two layers e. x. MLP Neural Network can solve this

problem. These networks are able to present a nonlinear

mapping with an arbitrary precision and they do that by

selecting the number of neural cells and layers. It might be

necessary to note that this number is not a large one in most

cases. MLP neural network is a feed-forward neural net-

work [15].

Each network has an input layer, a hidden one and an

output layer and the cells of each layer are specified using

the trial and error method. In the MLP networks, each

neuron at any layer is connected to all of the neurons of the

previous layers and such layers are called fully connected

networks. The input layer is a transmitter and a means to

provide data. The final layer or the output layer contains

the values predicted by the network and it introduces the

output of the model. The middle or hidden layers are

transmitters and processor and this is where data are pro-

cessed. In the MLP networks, there can be any number of

hidden layers in the network. It is important to note that

only one hidden layer can be enough in most cases. In

some cases, the learning is facilitated when there are two

layers. If there is more than one layer, the learning algo-

rithms must be extended to all layers. There is no practical

method to estimate the number of units (neurons) in the

hidden layer. For this purpose, the trial and error must be

used in order to obtain a desirable total mean error.

4 Neural network mechanism

In this stage, training set is used to create the initial

structure of the neural network. In the suggested model,

MLP Neural Network is used as the basic network. Nec-

essary step is explained respectively as follows:

4.1 Generation of neural network initial structure

In this article, neural networks have 12 inputs. In the hid-

den layer, the number of neurons varies depending on the

inputs, the number of samples and volume of input data. In

the results section, the number of neurons used for each

sample is specified. However, in order to make it simpler, 4

neurons are used in the hidden layer. Here, the number of

classes is the same as outputs and since there are two

normal and abnormal classes, there should be one neuron in

the output layer. The structure of neuron in a neural net-

work is displayed in Fig. 1 and the structure of used neural

network is displayed in Fig. 2.

As it is seen in Fig. 1, a neuron contains a collector and

an activator function. Here, tan-sigmoid activation function

is used. Each neuron has a number of inputs and each input

has some weights. The values of these inputs are multiplied

by the weights and their sum is calculated at the end and

the activator function provides the output. This process has

been shown in formula (1) and the activator function has

been shown in Eq. (2).

Oi ¼ gi

Xn

i¼1

xiwi þ bi

 !
; ð1Þ

gi xð Þ ¼ tanh xð Þ ¼ ex � e�x

ex � e�x
: ð2Þ

As it is seen in the formula (1), Oi is the output of a

neuron, gi is the activator function, xi is the neuron input,

wi is the weight of each inputs and bi is the bias constant.

All of these factors make the output more precise. Adding

bias facilitates the usage of the perceptron network. In the

activator function, x is the input of the activator function

and its output is hyperbolic tangent of x. Figure 2 displays

the structure of used neural network. This neural network

has 12 inputs, 12 neurons in layer 1 and 3 neurons in the

input ∑

b

wi

Fig. 1 Structure of a neuron
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layer 2. These two layers are components of the hidden

layer and the output layer has one neuron since it has two

components.

5 Particle swarm optimization algorithm (PSO)

This algorithm has been inspired by the movement of birds

to find space and food. In this mode, birds like to fly and

move in groups. In addition, if a bird spots food some-

where, it will move towards it. Therefore, both a personal

and a group experience have been the inspiration of this

method.

In this method, each particle remembers the situation

with the best outcome at each stage. The best outcome is

the best individual situation of each particle. These infor-

mational particles exchange information with each other no

matter where they are and the search space for each particle

is d.

• The movement of the particle depends on three factors.

• Current situation of the particle.

• The best situation the particle has experienced yet

(Pbest).

• The best situation the entire series of particles have

experienced yet (Gbest).

• Simulation operation is done as it has been displayed in

Fig. 3.

New situation of each particle is obtained as follows:

Present t þ 1ð Þ ¼ Present tð Þ þ V t þ 1ð Þ; ð3Þ

V t þ 1ð Þ ¼ V tð Þ � W þ C1 � Rand 0; 1ð Þ
� Pbest tð Þ � Present tð Þ½ � þ C2 � Rand 0; 1ð Þ
� Gbest tð Þ � Present tð Þ½ �:

ð4Þ

In the Eq. (1), Present (t ? 1) calculates the next situ-

ation of the particle, Present (t) specifies the current situ-

ation of the particle. V(t ? 1) is called the velocity

function which specifies the direction of the movement of

particle which is calculated using Eq. (2). The Rand

function generates the random numbers in the specified

interval. C1 and C2 are the effect constants, Present (t) is

the situation of each particle in the moment (t) and V(t) is

the rate of location change or the velocity of the particle.

C1 is a coefficient associated with the best situation of each

particle and C2 is the coefficient associated with the best

situation of neighborhoods and it helps change the velocity

of the particle. These coefficients are usually equal to 2. W

is the coefficient to change the previous velocity of parti-

cles. It is velocity of the particle movement towards the

previous direction. The larger w is, the more general the

search will be. In fact, as long as we have random initial

velocity, it will be led towards the basic minimum [16].

The above formula (3, 4) causes that The particle moves

toward the optimal solution(Gbest). Each particle conforms

to these formulas (3, 4), Find the optimal answer(Gbest).

Figure 4 shows the initial position of the particle and

moves it according to formulas 3 and 4.

The pseudocode of this algorithm is as shown in Fig. 5.

6 Proposed method

Proposed algorithm is displayed in Figs. 6 and 7 and

contains different parts which are related to one another to

increase efficiency, precision and detection rates. We

explain each part in separate sections. However, to put it

briefly, in this structure first the transmitted packets are

recorded by a node in a network and are saved in a data-

base. In the following section, feature selection methods

Input Hidden layer
Output layer

12.Dst host diff srv 

2.Src bytes

1.Service

3.Dst bytes

1=normal , 2=abnormal

Fig. 2 Structure of used neural network

generate the initial 
particles Result: Gbest

Calculate the 
fitness function

Update Pbest

Update Gbest Update velocity

Update value of particle 

Mutation particles

Fig. 3 Steps of PSO algorithm
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are explained to select proper features for intrusion detec-

tion. This section facilitates the classification for the

training process. In the next step, selected data must be

converted to numbers which can be detected by the neural

network. In the following section, data is normalized

between 0 and 1. Then, some of this normal data are used

for training the neural network and some are used for

testing the neural network. This data is selected randomly.

The number of data varies to train and test and depends on

the rate of precision as they vary in the experiments. In the

next step, the optimal weights are pulled out through PSO

algorithm and train the neural network by training data and

obtained optimal weights. When the algorithm is applied as

many times as determined in the beginning (converging

condition), classification step is started. Data is divided into

two classes: normal and abnormal. If data is indicated an

anomaly or an intrusion, put in class 2 and otherwise, put in

class 1. We can consider different classes depending on the

type of application. Different types of attacks are examined

in the experimental section in which various experiments

have been discussed. At the end, in case there is an

intrusion, the network manager or user will be given a

proper signal or alarm.

6.1 Datasets

In this article, KDDcup99 and NSL-KDD datasets have

been used. KDDcup99 is used to train and test the system

because it has useful features to detect the selected

behaviors in the feature selection section. This database has

37 types of attack and 41 features. In the following section

the ones being used is separated [17]. NSL-KDD database

is the improved version of KDDcup99 in which the

repetitive samples are eliminated and some new attacks are

defined and is used for new studies. In this article, NSL-

KDD database version 2015 and KDD-CUP99 database

have been used [18]. Current dataset cannot be used due to

the heterogeneity of user requirements and the distinct

operating systems installed in the VMs, and the data size of

The best experience(Pbest)

Current position(present)
Best particle(Gbest)

V(t)× W

+C1×Rand(0,1)× [Pbest(t)-Present(t)]

+C2×Rand(0,1)× [Gbest(t)-Present(t)]

Fig. 4 Steps of PSO algorithm

For each particle

Initialize particle

End For

Do For each particle

Calculate Fitness value

IF the fitness value is better than the best fitness value (Pbest) in history then set current 
value as the new Pbest

End IF

End for

Choose the particle with the best fitness value of all the particle as the Gbest

For each particle

Calculate particle velocity according to Equation                               

Update particle position according to Equation                                  

Fig. 5 Particle swarm

optimization Pseudocode

datasetNetwork Traffic

Feature Selection

Data preprocessing

Separation of train and test data

Test data Training data

Fig. 6 Preprocessing operations on data

Int. j. inf. tecnol. (September 2020) 12(3):849–860 853

123



Cloud systems. This paper presents a Cloud Intrusion

Detection Dataset (CIDD)that is the first one for cloud

systems and that consists of both knowledge and behavior

based audit data collected from both UNIX and Windows

users. With respect to current datasets, CIDD has real

instances of host and network based attacks and masquer-

ades, and provides complete diverse audit parameters to

build efficient detection techniques [19].

6.2 Feature selection

Feature selection method is the process of detecting irrel-

evant and redundant information and eliminates them as

much as possible. It is the process of dimensional reduction

which allows the learning algorithms to act faster and more

efficient. Therefore, classification can be improved. In this

article, a filter is used based on Kolmogorov–Smirnov

correlation to select a subclass of features that are useful in

intrusion detection. According to this method, features that

have a strong correlation with the class and don’t have a

correlation with one another are the best features. In this

method, a reformed Kolmogorov–Smirnov correlation-

based fast redundancy removal filter (KS-CBF) has been

used to select the features by class information label while

it compares two features. 12 features are selected which are

the most proper features for intrusion detection [20, 21].

These features are listed in the following:

• Service: network services at the target.

• SRC_bytes: the number of bytes of data moved from

source to target.

• Dst_bytes: the number of bytes moved from target to

source.

• Logged_in: if they successfully log in, the value 1 is

given to them and otherwise, they are given 0.

• Count: the number of all communications with the

same host as the connection present in the past two

sections.

• Srv_count: the number of connections to similar

services as the link that exists in the past two seconds.

• Serror_rate: the percentage of connections with the

‘‘SYN’’ error.

• Srv_rerror_rate: the percentage of connections with the

‘‘REG’’ error.

• Srv_diff_host_rate: percentage of connections to sim-

ilar hosts.

• Dst_host_count: the number of connections to similar

hosts.

• Dst_host_srv_count: a series of connections to the

similar target port.

Test data Training data

Network training with random weights

Calculation classification error of training data

Yes

Classification by Optimized Neural Network 

Alert In case of Intrusion or Anomaly

Entry weights and biases to PSO
algorithm

Generate the initial 
particles

No

Exit 
condition

Update the weights and biases

Updated velocity and position of particles

Fig. 7 The proposed model for

step 6.6–6.8
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• Dst_host_diff_srv_rate: the percentage of connections

in various services, among the connections collected in

Dst_host_count.

6.3 Data preprocessing

Preprocessing includes two operations; data conversion

(encoding) and normalization. In the data conversion (en-

coding) stage, when the value of some features is not

detectable for the neural network, they must be converted

to the features with detectable values for the proposed

system. This operation is called encoding. For instance, the

service-type feature is non-numeric which includes http,

smtp, ecr-I and etc. Thus, in order to convert these values,

numeric equivalences are assigned; for example, http = 1,

smtp = 2, ecr-I = 3, etc. Then these new values are

replaced with the non-numeric ones.

6.4 Normalization

In this article minimum and maximum normalization

method is used. In fact, normalization puts the data in an

interval, between 0 and 1 or - 1 and 1. This reduces the

input data and causes a climb in the speed and easiness of

the data analysis. If the normalization is between 0 and 1,

formula (5) and (6) is used if it is between - 1 and 1.

�V ¼ ððV � minAÞ=ðmaxA � minAÞÞ; ð5Þ
�V ¼ ððV � minAÞ=ðmaxA � minAÞÞ�2 � 1: ð6Þ

In which, maxA is the maximum value of the observed

feature;

minA is the minimum value of the observed feature;

V is the value of the feature before normalization; �V is

the value of feature after normalization.

6.5 Training and testing data

Training and testing data can be randomly separated but

one of the best separation methods is K-fold cross valida-

tion. In this method, K is equal to 10 and data is divided

into 10 equal parts and each time one of them is selected as

the test data and the rest are selected as the train data.

Ultimately, we calculate the mean of precisions of the

operations.

6.6 Extracting optimal bias and weights for neural

network training

At first, we divide the input data into two groups, test and

train and then, the training process starts for the data in the

train group. The process of training begins by training the

network with random weights and the PSO method is used

to improve it. At first, some values are given to the initial

population based on the number of weights of the neural

network (b, iw and lw weights). When the optimal weights

are obtained, they are replaced with the previous b, iw and

lw weights. iw is in fact the weight of the first layer, i.e. the

input layer. lw is the weight of the middle or hidden layers.

b stands for bias associated with every weight. After that,

the rate of classification error is calculated. Then the

algorithm offers more optimal weights by moving towards

gbest. This goes on to the time when it converges and it

happens after PSO algorithm is repeated a few number of

times. If all of PSO algorithm repetitions are done, it will

exit. Exit condition occurs when gbest is obtained which is

the best general situation. In other cases, the number of

repetitions can be limited and be considered as the exit

condition. The best weights and biases have been offered

by the PSO algorithm and if repetition is still needed, PSO

algorithm is started again. In addition, the values of iw, lw

and b matrixes are set, which is one of the most significant

stages of the neural network optimization. This process has

been explained as follows:

1. Training neural network through random weights and

by determining the total number of weights and biases

for the initialization of PSO variables.

2. Insertion of low and high levels of weights vector

between - 1 and 1.

3. Random initialization of weights and biases which are

obtained from training with random weights in the first

step.

4. Calculating the error of classification in each step and

optimizing weights and biases in each repetition of the

algorithm by considering the error of classification or

categorization. At each step, particles move towards

gbest which has a lower rate of classification error.

5. Upgrading values of weights and biases which mean

replacing weights of previous stage with the optimal

weights.

6. If gbest is achieved or the number of limited repeti-

tions provides an exit condition, the neural network is

trained with these optimal weights and it is tested with

test data. Thus, it shows the percentage of precision of

classification. However, the alarm goes off in a

practical environment if an attack is detected.

6.7 Classification with optimized neural network

At this stage, classification is prepared based on test and

train data. Data is divided into two groups and the function

of the proposed model must be evaluated and for this

purpose, optimal biases and extracted weights are used

from the training stage in the neural network configuration.
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Then, the outputs of the network achieved and finally the

Minimum Square Errors (MSEs) of the train and test,

classification rate, train and test classification rate, confu-

sion matrix associated with train and the one associated

with the test are calculated based on the outputs. This

process is repeated for all classes and ultimately, the mean

error of all classes is considered as the total error of the

proposed method. In the following section, these classifi-

cations are done for all attacks to see the parameters for

each attack in particular.

6.8 Alarms in case of any intrusion or anomalies

Alarms can be different when they are sent to the network

manager. For instance, a message on their screen, an error

message, a warning beep, an electronic message on their

cell phone or via email can be suitable. Sometimes all ports

are closed after detecting the intrusion, firewalls are set

again or a honey pot is activated. The operation is chosen

depending on the environment and the selected operation

must be suitable for the attack.

7 Experimental results

Since effectiveness of a system is only determined by

evaluation of that method, this section of the article aims to

express the obtained results briefly in order to analyze and

investigate the proposed model. For this purpose, the pro-

posed model has been run in MATLAB environment and

then, evaluation criteria are given, which will be introduced

in the next section and then the model is evaluated again. In

this section, the empirical results are obtained by using an

integration of artificial neural networks and particle swarm

algorithm for intrusions detection based on NSL-KDD

version 2015 and KDDcup99 databases as well.

7.1 Evaluation of the function of the proposed

model

In this section, the function of proposed model is examined

and compared with a normal neural network. Train and test

data are chosen from the KDDcup99 database randomly

which has 311,029 records with 233,738 repetitive records

and only 77,291 non-repetitive records. Since there is

repetitive data in this database, the rate of precision is high

in most cases. NSL-KDD does not have any repetitive

records. Both KDDcup99 and NSL-KDD dataset are used

to compare the proposed method with those used in dif-

ferent articles. In continue proposed method is reviewed in

terms of each attack (probe, U2R, R2L and DOS) on the

NSL-KDD 2015 dataset.

7.2 Results on datasets for 2 normal and anomaly

classes

In this section, we perform experiments on three classes

which were randomly selected from the KDDcup99 data-

base. The first class includes 297 samples for test and 800

samples for train. There have been 15 neurons in the hid-

den layer for test this class and a population of 227

members are selected to test the proposed method. The

second class has 250 samples for train and 750 samples for

test. In this research, 13 neurons have been used in the

hidden layer for the normal method and 13 neurons in the

hidden layers and a 130 population member. In the third

class, there were 250 samples for test, 2250 samples for

train, 15 neurons in the hidden layer for the normal method

and 15 neurons for the abnormal method with a population

of 227 members. Obtained result of these three classes for

normal and anomaly classes is shown in Table 1. These

results prove that the proposed method is more accurate

within testing and training data compared to neural net-

work and our criterion for evaluation of precision rate of

the anomaly or intrusion detection system is the precise-

ness of the test data. The mean of precision rate of each of

these two methods is shown in the table as well. Classifi-

cation rate or the percentage of classification accuracy is

also displayed in the table. In the following section, the

confusion matrix associated with the test data of the pro-

posed method for each class is presented in Table 2. The

information presented in these tables depicts how many of

the samples have been classified incorrectly.

As it can be seen in Table 1, classification rate is more

accurate by optimized method which leads to the reduction

of false alarms sent by the intrusion detection system.

As it can be understood from these tables, the specified

class must be labeled correctly. The TN criterion shows

how many samples are classified accurately. For example,

samples which are normal and are classified in the normal

class. On the contrary, the FN criterion shows how many of

the samples are classified inaccurately. For example,

sample which are normal but are classified in the anomaly

class. In fact, in this matrix, the higher the number of the

elements on the basic diameter of a matrix is, the more

precise the classification will be. Likewise, the TP criterion

shows the accurate classification for the next class, i.e.

anomaly class and FT shows the number of inaccurate

classification for the anomaly class, which is equal to two

here. This means that two samples are wrongly placed in

the normal class while they belong to the anomaly class.
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7.3 Experimental results for probe, U2R, R2L

and DOS attacks

In this section, the tenfold cross validation method is used

to evaluate the proposed method i.e. 10 samples are

selected randomly from the NSL-KDD2015 dataset with

the size of 250. A single experiment for each attack and

normal class (probe, U2R, R2L and DOS) is performed.

For normal class, the number of used neurons is shown but

there were 15 neurons in the hidden layer for the other

classes. Also, 250 samples have been used for test the

neural network and 2250 samples for train. The columns of

the table can be explained as follows:

Atr ann precision rate of train data with the MLPANN

Ats ann precision rate of test data with the MLPANN

Atr

pso-ann

precision rate of train data with the proposed

method

Ats

pso-ann

precision rate of test data with the proposed

method

Swarm

size

size of the initial population for the proposed

method

Neurons the number of neurons used in the hidden

layer

In Table 3, swarm size shows the number of population

related to the PSO algorithm. The next column presents the

number of neurons in the hidden layer. In the final row, the

mean of all K’s of the sample has been calculated and K

has been evaluated through using the K-fold method.

Obtained results show that the proposed method is aver-

agely more precise than the normal neural network when

k = 10. All experiments are done similarly for other

attacks, such as probe, U2R, R2L and DOS and their results

are presented in Table 4.

7.4 Evaluation of the proposed model

In Table 4, the results obtained from the proposed model

are compared with the other five methods. As it is seen, the

proposed model ANN-PSO is more precise than the others

when it comes to detecting intrusions. The method pro-

posed for each of the attacks and the normal class has been

compared with that of the others. It can be deducted that

the PSO algorithm has been able to improve the function of

the neural network by finding the best weights and biases.

In Fig. 8, different models have been compared with one

another in terms of their function.

As it is seen in Table 4, the proposed method has been

more functional than the others. AVG in this table shows

the mean of class of all attacks. The results of the proposed

method are better both in terms of the mean of the classes

and the class of attacks.

The information presented in Figs. 8 and 9 depicts the

functionality of the proposed model in NSL and KDD

databases. The numbers in the columns show the rate of

precision and the method.

In Fig. 8, the function of the proposed model is com-

pared with other methods. This Figure shows the rate of

precision in a column. These experiments have all been

Table 1 Obtained results from the three classes by the proposed model and the perceptron neural network

Models Classification rate of training

data

Classification rate of test

data

Number of training

data

Number of test

data

Number of

category

ANN 99.37 99.66 800 297 Category 1

PSO-ANN 99.87 100 800 297

ANN 100 98 750 250 Category 2

PSO-ANN 100 98.80 750 250

ANN 99.89 96 250 2250 Category 3

PSO-ANN 99.77 99.20 250 2550

Mean for ANN

method

99.75 97.88

Mean for proposed

method

99.88 99.66

Table 2 Confusion Matrix associated with test data in proposed

method on Category 1–3

Class Normal Anomaly Category

Normal TN = 170 FN = 0 1

Anomaly FP = 0 TP = 127

Normal TN = 163 FN = 1 2

Anomaly FP = 2 TP = 84

Normal TN = 158 FN = 0 3

Anomaly FP = 2 TP = 90
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done with KDDcup99 database. The numbers above in

each column shows the rate of precision associated with

each method. As we can see in Fig. 9, the rates of precision

of the proposed method in detecting the intrusion have

Table 3 Experimental results

for the normal class
No. Atr ann Ats ann Atr pso-ann Ats pso-ann Swarm size Neurons

1 99.30 97.60 99.55 98.40 130 10

2 99.37 99.20 99.37 99.20 227 15

3 99.60 98 99.73 98 227 15

4 99.51 96 99.46 97.20 130 12

5 99.51 99.20 99.51 99.20 130 12

6 99.64 97.20 99.46 98 130 12

7 99.42 98 99.42 98 130 12

8 99.33 96 99.46 97.60 130 10

9 98.93 98 99.02 98 182 10

10 99.60 96.40 99.64 97.40 130 10

AVG 99.42 97.56 99.46 98.10

Table 4 comparing other

approaches and the proposed

method

Method Attack classes Accuracy average Dataset used

Proposed method Normal abnormal 99.66 KDDcup99

Proposed method Normal abnormal 98.10 NSL-KDD

Proposed method DOS 97.12 NSL-KDD

Proposed method Probe 97.68 NSL-KDD

Proposed method R2L 97.88 NSL-KDD

Proposed method U2R 99.64 NSL-KDD

Proposed method Masquerade attack 75.97 CIDD

[7] AVG 91.71 KDDcup99

[8] Normal abnormal 97.71 NSL-KDD

[9] Normal abnormal 98.89 KDDcup99

[8] AVG 97.71 NSL-KDD

[10] AVG 95.26 NSL-KDD

[11] Normal abnormal 90.70 KDDcup99

[12] Normal abnormal 98.50 KDDcup99

[12] AVG 98 KDDcup99

[13] DOS 72.40 KDDcup99

[14] Masquerade attack 67.60 CIDD
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Fig. 8 Comparison of the proposed model with other models for the

KDD dataset
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Fig. 9 Comparing the function of the proposed model with the other

models for the NSL database
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been compared with other methods. These experimental

have been performed on the NSL-KDD database and it is

seen that the proposed method has had been better at

detection, precision-wise, than the other methods.

7.5 Time order analysis

As it is shown in the proposed system, PSO optimizer is

used when there are more optimal weights after training is

done using random weights. When the PSO optimizer

algorithm reaches its optimal point and upgrades the

weights, it will be stopped when the precision of the

classification remains stable and a general optimal point is

found. The technique of neural network training with

random weights in the beginning will cause the time order

to be significantly dropped. Since an optimizer finds a

general optimal repetition at 1–5, it might not be able to

offer better weights in higher precisions. Also its random

weights have a high rate of precision so there is no need for

the optimizer to do its job and train the network and stop at

one repetition. Most algorithms start the training of the

neural network with an optimizer, which takes more time.

Therefore, it is with the purpose of reducing the time order

that random weights obtained from training the neural

network using the normal method are given to the particle

swarm optimizer algorithm as its population. In Table 5,

we can see the proposed method being compared with the

other methods in terms of time order. It can be observed

that there is an improvement in terms of time order. This

experiment run on laptop with Intel� core TM i5, 2.40 GHz

CPU processor and 4 GB RAM with 64-bit operating

system and windows 7 version 2010 and MATLAB soft-

ware. Since the methodologies used in different articles

have been different and each of them have their own spe-

cial method, we have attempted to set parameters such as

the number of epoch, the number of test and train data in

the same way as the methods compared with this one.

As it is seen in Table 5, the proposed method has an

acceptable time order. Although there are some problems

in the comparison when it comes to experimental time

order, and that is because most articles do not mention the

parameters associated with time order; so that the

experimental results would be reviewed more accurately.

The gaps in Table 5 have been put there intentionally

because these parameters are not mentioned in the articles

compared with this one.

8 Conclusion

In the proposed model, it is attempted to promote the rate

of precision to detect different kinds of attacks. The results

obtained from integrating the neural network with the

Particle Swarm algorithm have been presented in this

article. The proposed model is evaluated with KDDcup99

and NSL-KDD databases. In these databases, the neutral

network was optimized using an integration of the neural

network with the Particle Swarm algorithm to extract the

optimal weights. The proposed method has better outcomes

than the simple neural network. Also, it is tried to reduce

the time complexities by training the neural network with

random weights and if the PSO optimizer is not able to

improve the preciseness of the system, it will be stopped.

Many articles are used different methods to present the

results and some of them do their experiments on multiple

groups with different numbers of samples for train and test.

Ultimately, they consider the mean or the best outcome as

the input. Some researchers use a percentage of the data-

base. For example, they do the experiments with 20 percent

of the sample and some of them used K-fold method.

However, in this article, it was attempted to make the

experiments fair and precise. That is why we have used the

K-fold method and selected a random group for analyzing

the results. Finally, the results of the research showed a

substantial improvement in the function of the system, in

terms of the precision of detecting attacks faced by the

networks and reduction of time complexities.
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