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Abstract Diversity is the key parameter which plays the

important role in defining the exploration capability of

natural computing algorithms. Poor convergence is guar-

anteed, once diversity has lost prematurely. It is also true

that there are number of sensitive parameters available with

all paradigms of natural computing, whose optimal values

drives the quality of solution. In this proposed work,

diversity based self-adaption has been applied to particle

swarm optimization to obtain better clusters. This diversity

has been achieved with parameters like inertia weight,

social and cognition constant. The proposed work has been

applied over numeric benchmark and cluster data set to

validate. Also new algorithm has been applied on crime

datasets of Karnataka and Bengaluru to determine similar

and different crime characteristics.

Keywords Cluster � Crime � Diversity � Particle swarm

optimization � Self-adaption

1 Introduction

Data mining is the process of sorting through large data -

sets to identify patterns and establish relationships to solve

problems through data analysis. The important task of data

mining which performs automatic analysis of wide amount

of data to extract important patterns such as group of data

records are called as clustering whereas group of unusual

records are called anomaly detection and dependencies is

called as association rule mining.

Clustering is a data mining algorithm which combines a

set of related objects into one cluster and set of unrelated

objects into another cluster. The popularity of cluster

include grouping with slight distances between cluster

members therefore clustering can be calculated with mul-

tiple goal optimization problem. Selection of proper clus-

tering algorithm and parameters such as distance to be

used, threshold with density or count of cluster depends on

type of data set chosen and planned use of results [1].

Clustering is an iterative process of discovery of

knowledge. Also it is not an automatic task, as clustering

involves multiple goal optimization technique which

involves multiple trial and failure. The concept of cluster

cannot be precisely defined as many clustering models are

available. Few of models like hierarchical clustering is

based on connectivity of distance. The centroid model

which is based on single mean vector is k means algorithm.

Clusters are modeled using statistical distribution model

which is expectation maximization algorithm. Clusters that

are formed in density space region is density model [2].

Clustering have numerous applications, one of the

application crime is highlighted in this paper. An act which

is harmful not only to individual citizen but also to Com-

munity or to State or to Country is crime. Such acts are

forbidden or punishable by law. Most important factor in

analysis of crime, is to use the past data containing details

about crime. Crime prediction is a process that finds out

crime rate change from 1 year to the next. Crime prediction

will be helpful to visualize the criminal network, also it

helps the community to know the places where more

crimes have taken place. The challenge here is that these
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crime prediction techniques take lot of computational time

for predicting crimes [3].

Nature based system [4] is currently being highlighted

by many researchers. It has been inspired by nature’s social

behavior which is reflected in fishes or birds or ants or bats.

Many important characteristics can be taken from them and

can be developed into best optimized algorithm which can

solve plenty of problems very effectively and efficiently. A

very special class based on intelligence of swarm is high-

lighted in this proposed work.

2 Literature survey

Boratyn et al. [5] has proposed a biologically supervised

approach which produces better clustering results than

unsupervised method which has been justified from model

temporal profiles.

The author Zhang et al. [6] has proposed a novel com-

bined approach by integrating basic PSO and learning

automata in environment where noise is present. Learning

Automata has good features like self-automation, auto-

matically learning capability and very low computation

complexity. These features converge in all situations, and

when combined with Basic PSO results into more accurate

and faster algorithm and also finds best particle efficiently.

The author Sun and Li [7] has proposed two cooperative

based particle swarm optimization technique. In which the

author has described two swarm particles population, one is

master swarm which takes care of particle velocity upda-

tion and keeps the diversity of algorithm invariant and

other slave swarm particle concentrates on local optimum

problem of algorithm which converges faster by making

updation in dimension of each particle from same neigh-

boring dimensions of particle.

Tao et al. [8] has highlighted a technique which is based

on the new ant colony algorithm with high dimensional

data and unknown number of clusters which improves

existing clusters.

The author Dipali and Anuradha [9] has proposed a

combined algorithm using colony-based ant and swarm-

based particle optimization. The new algorithm initially

finds good centroids with ant-based colony technique and

then later optimize it with different fitness function of

particle swarm-based optimization. The results were tested

on IRIS dataset with different evaluation metrics.

The author Agarwal et al. [10] has proposed a new

algorithm for analyzing crime homicide using rapid miner

tool. The crime homicide was analyzed into clusters and

later plotted with respect to the year. Also the rate of

decreasing number of homicide cases in the country is also

discussed. The author has concluded that same algorithm

can be used for analyzing other crimes.

Jani [11] presents detailed study on clustering tech-

niques and its role on crime identification with genetic

algorithms to solve complex computational problem. The

proposed algorithm will help to identify effective criminal

and crime patterns. And it will also help to predict crime.

In proposed algorithm genetic parameters were used and

the experiment has been conducted to find a better output.

Sharma [12] has proposed a new technique for detecting

cautious mails which relates to crime. This problem was

analyzed using data mining technique decision tree with

new feature selection method. The main objective was to

detect suspicious criminal activities and minimize them to

call as ‘ZCRIME’ which means zero crime.

The author Chuang et al. [13] has discussed a technique

of clustering which considers random sequence as random

starting point as a parameter which has adopted gauss

chaotic map. These parameters were used to update

velocity and position of parameter. This method balance

exploration and exploitation capability of seed process.

Also, it generated random seed which improves the per-

formance of PSO.

The author Davoud and Ellips [14] has discussed vari-

ous development methods and approaches of PSO along

with parameters needed. The author discusses PSO as very

suitable tool in various optimization problems by consid-

ering its efficiency.

The author Sadrina et al. [15] has discussed various

natural based problems like green supply chain and green

logistics which can be solved using multiple objective

algorithm instead of single objective. Such algorithm is

very highly optimized and results into better output.

Neveen et al. [16] has proposed a new approach for

improving Data clustering. The author has also compared

basic PSO algorithm with exponential PSO. The basic

algorithm works on linear inertia weight whereas expo-

nential particle swarm optimization uses exponential vari-

ation for inertia weight.

The author Prabha and Visalakshi [17] has proposed

improved k means PSO Clustering which works on the

concept of normalization with effective partitional clus-

tering algorithm.

The author Behdad et al. [18] has discussed about the

popular types of fraud happening electronically and few

techniques of detection. The author has discussed new

emerging types of fraud that can be solved using nature

inspired techniques which are robust with any possible

environment changes and this nature inspired techniques

are versatile.

The author Saravana et al. [19] has proposed a system

which has identified criminal which are probable involved

in crime related activities. A new technique called as Soft

system methodology (SSM) has been developed by making
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use of stored cases histories of crime and generated into

new prediction techniques.

Vineeth et al. [20] has described a new correlation

analysis technique which finds frequent sets of crime. A

concept of intensity points related to crime is generated

which gives each crime type some weightage numbers.

These are correlated with crime intensity point and result

into predication of which states have more no of crimes.

The author Hamdy et al. [21] has proposed a system

which has helped crime analyst for crime detection using

good decisions. The system has checked ideas behind

crimes, polices of crime and result into prevention of

crimes. Using these system a expected problematic prop-

erties of crime can also be detected.

Each researcher has tried excellent work on their parts

with the use of optimization algorithm in which various

problems were solved. Also using basic k-means various

crime related issues have been solved.

3 Basic PSO

A computational method that optimizes the problem by

repetitively trying to improve the candidate solution with

regard to a given measure of quality, such method is called

as Particle swarm optimization. Particle means candidate

solution, swarm is a group of particles and optimizations

means selection of best particle. According to simple

mathematical formulae, PSO solves a problem by having a

population of particles and moving these particles around

in the search space with particle’s position and velocity.

The Swarm moves towards the best solutions which is

influenced by local best-known position. Along with the

position of each particle the velocity describes the move-

ment of particles with respect to distance and direction.

The particles which are moving are learning from each

other and obeying some simple rules in their neighborhood

to find the best solution for an optimization problem by

defining the mathematical model of motion of particles.

The mathematical model of PSO is very simple and it

can be defined with time index or steps as shown below.

(a) On every iteration of PSO, position and velocity of

every particle is updated accordingly.

(b) A new velocity is calculated by addition of 2 vectors

and previous velocity. The two vectors are:

First vector: A vector lb from current position xi(t)

to personal best pbi(t) is given in Eq. 1:

lb ¼ pbiðtÞ � xiðtÞ: ð1Þ

Second vector: A vector gb which connects current

position to the global best g(t) is given in Eq. 2:

gb ¼ gðtÞ � xiðtÞ: ð2Þ

The Eq. 3 which calculates updated velocity is given

below:

viðt þ 1Þ ¼ w � viðtÞ þ c1 � lbþ c2 � gb; ð3Þ

w is the real valued coefficient represents the inertia

weight, c1 and c2 are acceleration parameters, c1

represents cognitive component and c2 represents

social component. The new velocity is calculated as

previous velocity added with personal best vector

and global best vector.

(c) Equation for updating the position of particle, can be

described as given in Eq. 4:

Table 1 Function value for 10 independent trials in ACKLEY’s

function

Trail no. AWPSO DAWPSO

1 14.9244 8.9546

2 23.8790 15.9193

3 42.7831 10.9445

4 15.9193 34.8234

5 25.8693 19.8992

6 20.8941 3.9798

7 16.9143 5.9698

8 17.9092 6.9647

9 25.8689 19.8991

10 15.9193 14.9244

Mean 22.0881 14.2279
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Fig. 1 Convergence characteristic for Ackley’s function
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xiðt þ 1Þ ¼ xiðtÞ þ viðt þ 1Þ: ð4Þ

A considerable impact on optimization performance has

come from PSO parameters. A suitable selection of PSO

parameters yields satisfactory performance. A PSO algo-

rithm and its parameters must be chosen properly to bal-

ance exploration and exploitation to avoid premature

convergence to a local optimum.

4 Proposed work

Many researchers have done few changes with respect to

inertia weight in basic PSO algorithm to improve perfor-

mance in the algorithm. In our proposed work, diversity

based self-adaption has been applied to PSO to obtain

better clusters. Using adaptive environment, diversity has

been achieved with modified parameters like inertia

weight, social and cognition constant as described in

Eqs. 5–8.

(a) To balance between exploration and exploitation,

inertia weight plays an important role. Changes like,

if inertia weight value is larger than it results into

global exploration of search space whereas if inertia

weight value is smaller than it results into local
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Fig. 2 Diversity and inertia weight with iteration in optimizing

Ackley’s function
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Fig. 3 Convergence characteristics by AWPSO on synthetic data
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Fig. 4 Convergence characteristics by DAWPSO synthetic data
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Fig. 5 Synthetic data and obtained Centroids
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exploration of search space. As shown in Eq. (5),

decreased value of inertia weight results into more

appropriate solutions:

w ¼ Mxw � n� Mxw �Mnwð Þ= 0:75 �Mxnb cð Þ;
ð5Þ

where Mxw and Mnw are maximum and minimum

weight value and n is maximum number of

iterations.

(b) Equation (6) shows inertia weight parameter which

is updated to achieve self-adaptiveness in PSO:

wf¼1= 1þ1:5�e�2:5�fdð Þ ð6Þ

where ‘fd’ is the current diversity status of popula-

tion which can calculated by using mean Euclidean

distance of each solution with others and given by

(7):

fd ¼ dg � dmn
� �

= dmx � dmnð Þ ð7Þ

where mean dg is distance value for best solution.

(c) Cognitive and social constant also must be changed

as population move from one state to other and it is

given by Eq. (8):

Ci nþ 1ð Þ ¼ Ci nð Þ � d ; i ¼ 1; 2 where d
2 0:051½ �: ð8Þ

Depending upon the value of fd four different states of

population has been considered as shown below:

(a) Embryo stage [0.8\ fd\ 1],

(b) Exploration state [0.5\ fdB 0.8],

(c) Exploitation state [0.2\ fd B 0.5],

(d) Convergence state [0\ fdB 0.2].

5 Experimental results

The experimental results have shown on two forms of PSO

one is Adaptive weight PSO(AWPSO) which is basic PSO

and other is Diversity based self-Adaptive weight PSO

(DAWPSO). Two different domains have been applied to

understand the benefits of diversity based self-adaptiveness

in PSO. The first is the benchmark numerical optimization

where the test bench has been taken as ACKLEY FUNC-

TION as shown in Eq. (9). It is a multimodal function and

there is need to find the minima of this function. Because of

multimodal characteristics, the population size for both the

algorithm have been taken as 50 and 1000 iterations are

performed to achieve the solution. As, the second domain,

we have generated synthetic data and also used IRIS

dataset from UCI repository to compare the performances

of AWPSO and DAWPSO:

F xð Þ ¼ exp �0:2

ffiffiffiffi
1

N

r
XN

i¼1

x2
i

" #

� exp
1

N

XN

i¼1

cos 2pxið Þ
 !

þ 20 þ e:

ð9Þ

5.1 Using Ackley function

The comparative performance analysis has been shown in

Table 1 for 10 different independent trials. The obtained

performance of DAWPSO gives overall 36% better mini-

mization. DAWPSO has given the better exploration to find

the minimum value as compared with AWPSO. The con-

vergence characteristics between AWPSO and DAWPSO

has been given in Fig. 1 for ACKLEY function. It is

observed that at the earlier stage there is a fluctuation in the

performance of DAWPSO but latter stages it has

Table 2 Performance over Iris data with Population size 10

Trail no. AWPSO DAWPSO

F val P val F val P val

1 3 3 3 3

2 3 3 0.8857 0.8867

3 3 3 0.8776 0.8533

4 3 3 0.8885 0.8867

5 3 3 0.8177 0.8200

6 3 3 3 3

7 3 3 0.7675 0.7133

8 3 3 3 3

9 0.7522 0.6933 3 3

10 0.7235 0.6600 0.7711 0.7467

Table 3 Performance over Iris data with population size 50

Trail no. AWPSO DAWPSO

F val P val F val P val

1 3 3 0.8999 0.9000

2 3 3 0.8949 0.8800

3 3 3 0.8974 0.8867

4 3 3 0.8929 0.8933

5 3 3 0.9048 0.9067

6 3 3 0.9063 0.9067

7 3 3 0.9063 0.8933

8 3 3 0.9333 0.9333

9 0.7522 0.6933 0.8944 0.8800

10 0.7235 0.6600 0.8908 0.8867
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established the better exploration and after iteration no 200,

better exploitation has been obtained.

In DAWPSO inertia weight is the function of the

available diversity in the population. Under the possibilities

of various transition phases, relative diversity has been

shown in Fig. 2 and it is observed that diversity is well

maintained in entire span of life. Hence, rather than having

constant inertia weight throughout diversity-based varia-

tion has been proposed.

5.2 Result using synthetic data set

A synthetic data set has been developed which has very

well-defined clusters to verify the algorithm. Both the

algorithms have worked nearly the same and have deliv-

ered 100% right results in 10 different trials. Their con-

vergence graphs are shown in Figs. 3 and 4. In Fig. 3, the

convergence characteristics indicates the quality of diver-

sity exist in the process of evolution. For AWPSO, a sharp

and immature convergence takes place at the beginning

stage itself. In Fig. 4, it can be observed that using

DAWPSO fluctuation in the convergence appears with high

level of diversity.

Figure 5 shows the obtained centroid for training data

and Test data using DAWPSO.

5.3 Using IRIS data

To know the capability of algorithms in cluster application,

Iris data set which has well known complexity in data set

has been selected. Two different population size equal to

10 and 50 have been taken independently for each algo-

rithm and 10 independent trails have been taken to

understand the statistical variation.

Table 2 shows that out of 10 trails, AWPSO has con-

verged only after 2 trails while DAWPSO has converged

Table 4 Obtained centroids and Intra cluster distance by DAWPSO over Iris data with population size 50

Trial no. 1st centriod 2nd centriod 3rd centriod Intra cluster distance

1 4.82 6.57 5.71 3.16 2.97 3.05 1.44 5.62 4.34 0.24 1.85 1.42 94.45

2 6.87 4.18 5.86 3.26 3.22 2.80 5.50 1.51 4.58 2.03 0.24 1.51 120.05

3 6.85 5.04 5.86 3.27 3.55 2.66 5.80 1.24 4.33 2.01 0.24 1.59 86.18

4 5.82 6.86 4.81 2.54 2.62 3.94 4.44 5.35 1.50 1.43 2.05 0.24 109.41

5 6.86 4.74 6.08 3.06 3.06 3.69 2.86 5.82 4.46 2.05 0.24 1.44 89.28

6 4.99 6.90 5.94 3.91 2.98 3.32 1.48 5.54 4.25 0.24 2.09 1.28 114.25

7 5.93 4.74 6.90 2.99 3.46 3.20 4.47 1.91 5.85 1.52 0.26 2.40 100.95

8 5.33 5.84 6.42 3.26 3.36 2.99 1.33 4.43 5.69 0.24 1.36 1.85 115.62

9 6.86 5.07 6.14 3.06 2.95 2.99 5.92 1.49 4.49 2.09 0.28 2.25 137.30

10 6.51 7.05 5.09 3.26 3.05 3.25 5.33 4.12 1.56 1.89 1.27 0.28 154.96
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Fig. 6 Convergence characteristics by DAWPSO for Iris data set
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after 5 trials. Not only that, better quality of centroids has

been achieved, hence higher value of F measure and P

measure has been obtained.

When the population size has been increased to 50,

slight benefit has been observed with AWPSO as shown in

Table 5 Karnataka State crime

data
Dataset Year Murder Dacoit Robbery Burglary Thefts Riots Others

1 2009 1702 273 1825 6629 20,576 6269 96,768

2 2010 1805 272 1949 6905 20,093 7710 104,434

3 2011 1820 214 2123 6139 19,834 7265 100,205

4 2012 1860 199 2207 5792 18,418 7502 98,043

5 2013 1601 280 2150 6003 19,756 7237 99,662

6 2014 1636 292 2516 6032 21,019 6520 99,323

Table 6 Karnataka State crime

data in normalized form
Dataset Year Murder Dacoit Robbery Burglary Thefts Riots Others

1 2009 0.9151 0.9349 0.7254 0.9600 0.9789 0.8131 0.9266

2 2010 0.9704 0.9315 0.7746 1.0000 0.9559 1.0000 1.0000

3 2011 0.9785 0.7329 0.8438 0.8891 0.9436 0.9423 0.9595

4 2012 1.0000 0.6815 0.8772 0.8388 0.8763 0.9730 0.9388

5 2013 0.8608 0.9589 0.8545 0.8694 0.9399 0.9387 0.9543

6 2014 0.8796 1.0000 1.0000 0.8736 1.0000 0.8457 0.9511

Table 7 Obtained centroids

and clusters by DAWPSO over

Karnataka crime data

Centriod Centriod value Cluster data set

Centriod 1 0.9111 0.9500 0.8704 0.9316 0.9695 0.8994 0.9012 {1,2,5,6}

Centriod 2 0.9923 0.7065 0.8433 0.8680 0.9099 0.9572 0.9492 {3,4}

Table 8 Bangalore city crime

data
Dataset Year Murder Dacoit Robbery Burglary Thefts Riots Others

1 2009 256 41 743 2023 11,730 337 17,681

2 2010 266 66 641 1894 10,568 349 18,963

3 2011 232 43 783 2257 10,593 390 16,979

4 2012 266 37 670 1980 9826 551 16,707

5 2013 217 40 619 1730 10,643 362 17,033

6 2014 241 51 1067 3185 11,455 388 17,148

Table 9 Bangalore city crime

data in normalized form
Dataset Year Murder Dacoit Robbery Burglary Thefts Riots Others

1 2009 0.9624 0.6212 0.6963 0.6352 1.0000 0.6116 0.9324

2 2010 1.0000 1.0000 0.6007 0.5947 0.9009 0.6334 1.0000

3 2011 0.8722 0.6515 0.7338 0.7086 0.9031 0.7078 0.8954

4 2012 1.0000 0.5606 0.6279 0.6217 0.8377 1.0000 0.8810

5 2013 0.8158 0.6061 0.5801 0.5432 0.9073 0.6570 0.8982

6 2014 0.9060 0.7727 1.0000 1.0000 0.9766 0.7042 0.9043

Table 10 Obtained centroids

and clusters by DAWPSO over

Bangalore crime data

Centriod Centriod value Cluster data set

Centriod 1 0.9040 0.7046 0.6493 0.6234 0.9004 0.7309 0.9207 {1,2,3,4,5}

Centriod 2 0.9160 0.7691 0.9390 1.0000 0.9435 0.6883 0.8584 {6}
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Table 3, while for all the 10 trials DAWPSO has converged

with better quality of clusters.

Table 4 shows the objective function in terms of intra-

cluster distance using DAWPSO for IRIS data set with

population size 50. The obtained centroid also has been

listed, it can be observed that proper consistency has

appeared in defining objective function.

Convergence characteristics by DAWPSO on IRIS

dataset has been shown in Fig. 6. The available relative

diversity in the population along with the corresponding

inertia weights has been also shown in Fig. 7. There is no

regular pattern available to define the inertia weights.

6 Clustering for crime data

The proposed concept of clustering method DAWPSO has

been applied over crime data of Karnataka state of India.

The crime data for Karnataka and Bangalore during the

year 2009 to 2014 with different criminal activities has

been considered. Karnataka State crime data has been

collected from National crime Record Bureau (NCRB)

(https://data.gov.in/dataset-group-name/crime-statistics)

which is shown in Table 5. The different types of crimes

have been considered as the dimensions in data set for

clustering purpose.

The clustering mechanism has been applied to under-

stand the similarity in the criminal activities with the year

wise, this may help to understand whether the applied rules

and regulations in those years were effective.

To mitigate the effect of nature of crimes, normalization

has been applied as shown in Table 6, so that cluster per-

formance will not be affected with high value of certain

crime data when compared to low value of certain crime

data.

The obtained centroids for 2 clusters have been shown in

Table 7 along with data sets under each cluster.

Crime data for Bangalore city in Karnataka, is shown in

Table 8 and its normalized data is shown in Table 9, which

has been considered for understanding the relative perfor-

mance with time. The obtained centroid and clusters for

Bangalore crime data using DAWPSO has shown in

Table 10.

Performance of convergence characteristics for Kar-

nataka State crime data has been shown in Fig. 8.

Figure 9 shows the obtained clusters for Karnataka and

Bangalore crime dataset, it can be observed that criminal

activities in Bangalore in year 2014 does not match with

other years criminal activities. Similarly, in Karnataka

2009, 2010, 2013 and 2014 criminal activities were dif-

ferent compared to year 2011 and 2012. Such type of

clusters is very helpful in the development and modifica-

tion in the existing rules and regulation as well as in future

also.
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set

KARNATAKA 

2009, 2010, 
2013, 2014 

2011, 2012 

BANGALORE 

2009, 2010, 2011, 
2012, 2013 

2014 

Fig. 9 Clusters obtained for

Karnataka and Bangalore

326 Int. j. inf. tecnol. (June 2020) 12(2):319–327

123

https://data.gov.in/dataset-group-name/crime-statistics


7 Conclusion

In this paper, diversity based self-adaptive PSO has been

presented, which yields better exploration and enhances the

performance of PSO. Different levels of diversity have

been defined according to depth of diversity present in the

population. Various possibilities of diversity based on

distinct stages have been defined, which helps to switch the

strategy value from one part to another. Diversity based

interaction has been explored for numerical optimization,

and it is observed that DAWPSO gives 36% better mini-

mization when compared with AWPSO. The proposed

method can be applied to any form of natural computing

method wherever there is need to make controlling

parameters self-adaptive. With proposed solution, high

quality compact clusters have been obtained. The proposed

method is also applied to understand the pattern and sim-

ilarity in crime data between Karnataka and its Capital city

Bangalore. It is observed that Bangalore crime patterns

have less differences over the years when compared to

Karnataka state.
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