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Abstract Text categorization, also known as text classifi-

cation is a supervised classification problem. It aims to

assign a predefined class label or group to a new or

unknown text document. Most of the time we need a col-

lection of large data from each class to train the classifier. It

may be noted that, it is very hard or expensive to collect

labelled text data. In most cases we assign the label man-

ually which is neither cost effective nor efficient. In this

paper, we have introduced a semi-supervised classification

approach where the learner needs very small amount of

labelled data with a large amount of unlabeled data to

assign a class label to a new or unknown text document.

The proposed method uses Kohonen self organizing map

(SOM) for labelling the unlabeled data and three classifiers

namely support vector machine (SVM), Naı̈ve Bayes (NB),

and decision tree (DT): classification and regression tree

(CART) for observing the accuracy of classification. The

experimental results obtained show the effectiveness of our

proposed method.

Keywords Text categorization � Semi supervised

learning � Kohonen self organizing map � Naı̈ve Bayes �
Decision tree � Support vector machine

1 Introduction

Advancement of social networking, blogging, micro-blog-

ging has provided the opportunity to develop various

applications in natural language processing (NLP). Text

classification is a very popular research area of NLP. Over

the last decade it grew exponentially [1–6] due to easy

accessibility of the digital text documents. Text classifi-

cation implies automated assignment of textual data to

predefined classes. Sometimes either the number of such

classes is not known or the class labels are not known. In

this case initially some clustering technique is employed to

obtain the appropriate grouping of a given set of text

documents, then such groups are labelled based on some

criteria or heuristic.

Several machine learning algorithms had been applied

successfully to categorize text documents based on their

content. Perhaps Naive Bayes (NB) algorithm is the fre-

quently used classifier to solve text categorization problem.

Researchers used two different generative models: multi-

variate Bernoulli [7–11] and multinomial [12–16] event

model while designing the NB classifier. Algorithms based

on artificial neural network (ANN) [17–19], decision tree

(DT) [20–23], k-nearest neighbor (KNN) [24–27], and

SVM [28, 29] had been employed frequently to solve the

text categorization problem. Ruiz and Srinivasan [5] pro-

posed a method based on principal component analysis

(PCA) and class profile based features (CPBF). It requires

the number of classes present in the set of text documents to

be known a priori. Text classification methods using linear

vector quantizer (LVQ) network also require the number of

classes to be supplied. A web news classification technique

using neural networks proposed by Selamat et al. [6], which

is based on PCA and requires the class profile-based fea-

tures to be known a priori. Supervised text classification
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algorithms need a collection of sufficient number text data

from each of the classes to predict. Classifiers performance

varies with the nature of the dataset. So, we need a dataset

that is not only large but also well distributed over the range

of the classes. But labelled text data is hard to find/expen-

sive. Most of the time we do the class labelling task man-

ually which is neither efficient nor cost effective. Using

clustering algorithms, we can extract some groups from a

dataset when the class label is absent or not available. Text

clustering is another popular research area in Text domain.

Details of the several text clustering algorithms can be

found in [30–38]. Clustering may find the correct groups

presented in a collection of text, but it cannot provide the

context or class label of the groups.

In this paper we have proposed a semi-supervised

approach to predict a class label for new text document. In

this approach we need only few labelled text data and large

number of unlabeled data to do the prediction. Our pro-

posed method uses Kohonen SOM and three classifiers

SVM, NB, and DT (CART). We have extracted the groups

present in the text data by applying Kohonen SOM. Then

we took votes using the labelled data to assign class label to

our extracted groups. In other words, we find the class label

for which the number of labelled data present in that group

is larger than that for all the remaining class label. This

method is used to label all the groups of the text documents

generated by SOM. In this way we are able to generate a

complete labelled dataset from a dataset which is mostly

unlabeled as stated earlier. The newly labeled data are used

to train three classifiers namely SVM, NB, and DT (CART)

and previously labelled data are used for the testing pur-

pose. It may be noted that the results obtained with the

aforesaid three most widely used classifiers are

satisfactory.

The basic sketch of this paper is as follows. Next section

presents the statement of the problem. Section 3 thor-

oughly describes the proposed method. Experimental

results are presented in Sect. 4. Concluding remarks can be

found in Sect. 5.

2 Statement of the Problem

Given a set of text documents D ¼ fd1; d2; . . .di; . . .dng,

where ith document di is represented by its pattern vector xi
and n is the number of documents. Let the set of pattern

vectors S ¼ x1; x2; . . .xi; . . .xnf g � Rm, where m is the

dimensionality of the feature space. The value of m is

decided in the Step 5 of feature selection steps described

below. The problem is to assign each text document di into

one of the predefined categories or labels lið Þ. Let the set of

categories is L ¼ l1; l2; . . .li; . . .; lp
� �

; where p is the

number of class labels such that p � n. A typical text or

document categorization task assigns a boolean value to

each pair hxi; lji 2 D� L. A True value is assigned to

hxi; lji when a decision has been made to assign a label lj to

a document xi otherwise a False value is assigned. Let a

subset Dl � D; consists of labelled text documents and

Dul � D consists of unlabelled text documents, where

Dlj j � Dulj j;Dl [Dul � D and Dl \Dul � ;. So our prob-

lem is to assign boolean values to the pairs

hxi; lji 2 Dul � L.

According to Bag-of-words technique, we can represent

a text document ðxiÞ as a vector of frequency count of the

words present in the text document. Essentially, the

dimension of such a vector will be very high if we consider

all the words. We have applied the following steps to

remove some insignificant words that leads to dimension-

ality reduction of the feature vectors.

Step 1: Remove stop words from the documents: Remove

stop words like determiners (e.g. a, an, the etc.),

conjunctions (e.g. and, or, but etc.), prepositions

(e.g. across, after, behind etc.), some adverbs (e.g.

here, there, out etc.) from all the text documents.

Complete list of the stop words can be found in

[39].

Step 2: Extraction of the root words: Use ‘Porter

stemmer’ to remove morphological affixes from

the words.

Step 3: Select only the unique words from the documents.

Suppose we have two documents d1 and d2, where

d1 ¼ w1;w2;w1;w3;w4f g; d2 ¼ w1;w2;w3;f
w4;w3;w5;w6g, so the set of unique words is

Wp;Wp ¼ fw1;w2;w3;w4;w5;w6g:
Step 4: Define EFwlk to be the elimination factor for the

word w in context lk as follows: EFwlk ¼
nlk
N , where

nlk is the frequency count of the word in the

context lk and N is the total frequency count.

Remove all the words that have EFwlk value less

than a predefined threshold ð0:9Þ from Wp [41].

Let Wef denotes a set of words that are having

EFwlk value less than the predefined threshold. So

Wq ¼ Wp �Wef ¼ fwi : wi 2 Wp and wi 62 Wef g.

We have observed that Wq

�� �� � Wp

�� ��:
Step 5: All the remaining words in Wq are selected as the

features of the text documents. Note that the

feature values are finite positive integers (i.e. nlk )

in nature.

Step 6: Construct pattern vectors for each of the

document using the features selected in Step 4 and

the length of the pattern vector is Wq

�� ��:

Please note that using Step 4, we can remove those

words that are used frequently irrespective of the class

labels or context. For example, the word ‘‘win’’ can occur

1148 Int. j. inf. tecnol. (December 2020) 12(4):1147–1157

123



frequently in all the news article category (i.e. Sports,

Travel, Business, and Entertainment) considered for the

experimentation. Thus, the word ‘‘win’’ will have lower

value of weflj . It may also be noted that although the

parameter ‘tf � idf ’ value is useful for estimating the rel-

ative importance of a specific word in terms of its total

number of occurrence in the whole corpus but it does not at

all reflect its importance for detection of a specific

context/class.

We need to design a system which can assign a class

level to a new or unlabelled text document.

3 Proposed method

In this work we have proposed a semi supervised approach

to predict the class label of new or unlabelled text docu-

ments. Our proposed method uses Kohonen SOM and

SVM algorithm. Kohonen SOM is used to discover the

groups present in a given set of text documents. SVM is

used to assign class labels to unlabelled text documents.

Following algorithm presents the method for grouping the

text documents.

We have manually labelled a small portion ðDlabelledÞ of

a given dataset (D). By taking about 50% of the labelled

data, a test dataset Dtest has been constructed. Rest of the

labelled data, Dkoho�labelled; ðDkoho�labelled ¼ Dlabelled�DtestÞ
will be used to label unknown data. It may be noted that,

the test dataset (Dtest) is used only for the testing purpose.

We have applied Kohonen SOM algorithm on the Dataset

Dinput,ðDinput ¼ D� DtestÞ to extract the groups. In other

words, the unlabeled data and 50% of the manually

labelled data are used in this process. Extracted groups are

labeled by majority voting with the help of labeled data

(Dkoho�labelled). We have used only the newly labelled data

ðDtrain ¼ Dinput � Dkoho�labelledÞ to train our classifiers. The

part of the manually labelled data ðDtestÞ initially kept aside

to act as a test dataset are now being used to test the per-

formance of the chosen classifiers.

Following algorithm describes the proposed method for

labelling the unknown data.

3.1 Algorithm: to assign label to a set of unlabeled

text documents

For each text document di of a set of text documents

Dinput ¼ fd1; d2; . . .di; . . .dng, apply its pattern vector xi to

the Kohonen’s network. Here the Kohonen network will

have m number of input nodes (since m is the dimension-

ality of the feature space) and kðk ¼ 16Þ output nodes.

Output nodes are arranged in a 2-dimensional 4 � 4 grid.

After convergence of the Kohonen’s Algorithm, each high-

density region of the feature space will be represented by

one or more output nodes of Kohonen networks.

Input:

Set of pattern vectors S; S ¼ x1; x2; ::xi; ::xnf g � Rm,

where n ¼ jDinputj and m is the dimensionality of the

feature space.

Output:

A labelled set (Dinput � Dkoho�labelled) of text documents

which were previously unlabeled.

Steps:

1. Initialize the weight Wj;Wj 2 Rm from m inputs to

the k output nodes to small random values.

2. Present a new input.

3. Compute distance to all output nodes

distj ¼
Xn

i¼1

ðxi tð Þ � wijðtÞÞ2:

4. Select the kohonen-output node ðj�Þ with minimum

distance.

5. Update weight to node ðj�Þ.
Wij t þ 1ð Þ ¼ Wij tð Þ

þ b tð Þ xi tð Þ � wij tð Þ
� �

;where 0\b tð Þ\1:

6. Repeat by going step 2. (Until all the inputs are

presented).

7. Repeat by going step 3 (Until t ¼ max itn).

8. Construct a Minimum Spanning Tree SopðV ;EsÞ,
where V is the set of output nodes (V � J ¼
j1; j2; . . .ji; . . .jkf g) and Es 	 E;E ¼k ju; jv k; 1


u
 k and 1
 v
 k:

9. Compute emean ¼
Pn

i¼1
ei

n ; where ei 2 Es.

10. Compute the number of clusters ðqÞ present from

Sop: q ¼ E
0
s where e 2 E

0
s and ei [ c � emean

� ��� ��þ 1;

where E
0
s 2 Es and c is a real constant.

11. Divide the k k ¼ Vj jð Þ number of nodes into q

number of clusters C1;C2; . . .Ci; . . .Cq

� �
by discon-

necting the edges ei [ c � emean; where c is a real

constant. We need to have p ¼ q. If p\q increase

the value of c in steps of 0:1 until we get p ¼ q else

if p[ q decrease the value of c in steps of 0:1 until

we get p ¼ q.

12. Assign each di of Dinput to the cluster Cy if the

kohonen node which is nearest to di belongs to

cluster Cy.
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di 2 Cy if k di � jy k2 \ k di � jz k2 8y;
z 2 1; 2; . . .; kf g; y 6¼ z and jy 2 Cy:

13. Assign class label l to ith cluster Ci based on voting of

class labels of manually labelled members present inCi.

Ci ¼ l : #nl[#nrf g8l; r 2 1; 2; ::;pf g and l 6¼ r,

where #nl and #nr denotes the number of instances

with the class label l and r respectively in clusterCi andp

is the number of class labels.

14. Return a labelled set (Dinput � Dkoho�labelled) of text

documents which were previously unlabeled.

To validate the class label assignment, we can use any

exiting classifier. We have chosen three very popular and

widely used classification algorithms—Naı̈ve Bayes (NB),

decision tree (DT): classification and regression tree (CART),

and support vector machine (SVM). We have trained these

classifiers with the dataset Dtrain (training dataset) and tested

the classifiers with the dataset Dtest (test dataset). In this

experiment we have used 10-fold cross validation approach.

3.2 Naı̈ve Bayes

Assume we have a training dataset D, given as f X1; y1ð Þ;
X2; y2ð Þ; . . .; Xi; yp

� �
; . . .; X Dj j; yq

� �
g where Xi is the set of

training tuples or feature vector with class label yp and

Xi ¼ X~ ¼ fx1; x2; . . .; xng. Now, NB predicts the class label

yq for any X~ according to the following probability.

p yqjX~
� �

¼ p yqjx1; x2; . . .; xn
� �

for q ¼ 1; . . .; r ð1Þ

According to the Bayes’s theorem, we can write,

p yqjX~
� �

¼
p X~jyq
� �

� pðyqÞ
pðX~Þ

¼ pðx1; x2; . . .; xnjyqÞ � pðyqÞ
pðx1; x2; . . .; xnÞ

:

ð2Þ

The denominator is not dependent on yq and the value of

X~ is given so effectively it is a constant. So, we are

interested only in the numerator. The factor

pðx1; x2; . . .; xnjyqÞ in numerator can be written as following

using chain rule.

p x1; x2; . . .; xnjyq
� �

¼ pðx1jx2; . . .; xn; yqÞpðx2jx3; . . .; xn; yqÞ
� � � pðxn�1jxn; yqÞpðxnjyqÞ

ð3Þ

Now, if we assume that any feature xi is independent of

any other feature xj given the class label yq then using

Eq. (3) we can write

p xijxiþ1; . . .; xn; yq
� �

¼ p xijyq
� �

) p x1; . . .; xnjyq
� �

¼
Yn

i¼1

pðxijyqÞ: ð4Þ

So,

p yqjx1; . . .; xn
� �

/ p yq; x1; . . .; xn
� �

/ p yq
� �

� pðx1; . . .; xnjyqÞ

/ p yq
� �

�
Yn

i¼1

pðxijyqÞ
ð5Þ

In practice, Binomial distribution or Gaussian distribu-

tion is used to model the class conditional feature proba-

bilities pðxijyqÞ. So we can assign a class label yq to a data

X~ by computing p yq
� �

�
Qn

i¼1

pðxijyqÞ for q ¼ 1; . . .; r and

assigning X~ the class yq for which the value is largest. So

we can write-

�y ¼ argmax
q2f1;...;rg

p yq
� �

�
Yn

i¼1

pðxijyqÞ;

where �y is the predicted class label for X~.

3.3 Decision tree (CART)

CART algorithm recursively partitions a given training

dataset (D) to obtain pure subsets with respect to a given

class. A certain set of tuples FðF � DÞ associated with

each node of a tree can be splitted based on a specific test

on an attribute. Suppose, we have a continuous attribute C,

a threshold t, and the test is C
 t. We can do the partition

on F and generate two subsets (one for right branch and

another one for left) based on the following criteria.

Fr ¼ ff 2 F : f Cð Þ
 tg and

Fl ¼ ff 2 F : f Cð Þ[ tg

Similarly, the split can be done based on any categorical

feature H. If, H ¼ fh1; h2; . . .; hkg, then each branch i can

be constructed using the test H ¼ hi.

This recursive algorithm has a divide step to construct

the decision tree by selecting the best split according to a

predefined quality measure from all possible splits. Usually

the algorithm evaluate each splits based on the impurity

measurement. CART uses Gini index to measure the im-

purity. It may be noted that, the split should decrease the

impurity of the parent node. Let the dataset has following

scheme ðC1;C2; . . .Ci; . . .;Cm; YÞ, where Ci is the attribute

and Y is the target class label. Let ðF1;F2; . . .;FkÞ be a split

generated from a set of tuples F and IMðÞ is the impurity

measure function then the splitting criterion is

D ¼ IM Fð Þ �
Xk

i¼1

Fij j
Fj j IMðFiÞ ð6Þ

For CART, IMðÞ is the Gini index.
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IM Fð Þ ¼ Gini Fð Þ ¼ 1 �
Xn

j¼1

q2
j ð7Þ

where n is the number of class and qj is the fraction of

tuples in F that belong to a particular class yj.

qj ¼
jff 2 F : f Y½ � ¼ yjgj

jFj ð8Þ

3.4 Support vector machine

Assume we have a training dataset D, given as

f X1; y1ð Þ; X2; y2ð Þ; . . .; Xi; yp
� �

. . .; X Dj j; yq
� �

g where Xi is

the set of training tuples or feature vector with class label

yp. It may be noted that Xi 2 Rn and yp 2 ðþ1;�1Þ. Given

above stated situation, SVM [44, 45] requires solving the

following minimization problem:

min
w;b;n

1

2
wTwþ C

Xl

i¼1

ni;

subject to yp wT; Xið Þ þ b
� �

� 1 � ni; ni � 0

ð9Þ

The function ; maps the feature vector Xi to higher

dimension space. In higher dimension SVM finds the

hyperplane which separates the classes by maximum

margin. C is a penalty parameter and C[ 0. We can define

a kernel function K Xi;Xj

� �
¼ ;ðXiÞT;ðXjÞ. Frequently used

kernel functions are [46]:

1. Linear: K Xi;Xj

� �
¼ XT

i Xj:

2. Polynomial: K Xi;Xj

� �
¼ cXT

i Xj þ r
� �d

; c[ 0:

3. Radial basis function:

K Xi;Xj

� �
¼ expð�c k Xi � Xj k2Þ; c[ 0:

4. Sigmoid:

K Xi;Xj

� �
¼ tanhðcXT

i Xj þ rÞ:

Here c; r; and d are kernel parameters.

Linear kernel is best suited for linearly separable data-

set. Polynomial, radial basis function, and sigmoid kernel

functions are generally used on non-linearly separable

dataset. These kernels are also known as non-liner kernels.

In our experiment, we have used linear kernel instead of

non-linear kernels for following reasons:

(i) Since text dataset is very high dimensional in

nature, we can use linear kernel instead of

nonlinear kernel without sacrificing any signifi-

cant performance [46, 48].

(ii) For linear kernel, there is no need for implicit

mapping of data to high dimension ð;ðXÞÞ. So,

training time for SVM with linear kernel is less

than the SVM with nonlinear kernels.

(iii) Unlike the non-liner kernels, we need to estimate only

the penalty parameter Cð Þ: Please note that, ‘‘grid

search’’ have been used to find the optimum value of

C. There exists several advanced methods (e.g.

Randomized parameter optimization, Gradient based

optimization, Bayesian optimization etc.) which can

save computation cost. However, we prefer the simple

‘‘grid search’’ for following reasons.

(a) Since it is an exhaustive process it will

return a good value.

(b) The computational time required to find a

good value for only one parameter by ‘‘grid

search’’ is not much than the time required

for the above mentioned advanced

techniques.

It may be noted that, in SVM ‘one vs. one’ approach

is used over ‘one vs. all’ approach for two reasons. One

is that, our problem deals with multiple classes. The

other reason is that, training time required for ‘one vs.

one’ approach is much less than ‘one vs. all’ approach

[47].

4 Experimental results

We have tested our proposed technique on five different

datasets from two different domains (i.e. News Articles and

Product reviews).

Following are the news article datasets.

1. BBC Dataset [42]: This dataset contains 2225 news

articles collected from BBC news website. Class labels

are business (B), entertainment (E), politics (P), sport

(S), and technology (T).

2. BBCSport Dataset [42]: This dataset contains 737

news articles collected from BBC Sport news website.

Class labels are athletics (A), cricket (C), football (F),

rugby (R), and tennis (T).

Fig. 1 Class description of the 20_newsgroup_subset dataset
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3. 20 Newsgroups_subset Dataset [43]: Original data-

set contains 20,000 messages taken from 20 different

newsgroups. 6000 messages are randomly chosen to

form the subset. Multiple newsgroups are grouped

together to form the class labels. Class labels are

computer (C), sales (SA), politics (P), religion (R),

science (SC), and sports (SP). Following Fig. 1

describes how class labels are formed.

To construct product review datasets, we have

developed a web crawler and a page parser program.

These programs will automatically collect consumer’s

reviews on various products from a popular Indian

e-Commerce site.

Following are the product review datasets.

1. Product Review 1: This dataset contains 4900 product

reviews collected from Flipkart.1 Class labels are

camera (C), television (TV), mobile (M), and laptop

(L).

Table 1 Description of experimental dataset

Name of the dataset Labelled (Dlabelled) Test ðDtestÞ Input data (Dinput) Total (D ¼ Dtest þ Dinput)

BBC News 223 111 2114 2225

BBC Sport News 74 37 700 737

20 News Groups_subset 600 300 5700 6000

Product Review 1 490 245 4655 4900

Product Review 2 330 165 3135 3300

Table 2 Description of test data (Dtest) for ‘BBC News’

Name of the dataset Categories

B E P S T

BBC News 25 20 21 25 20

Table 3 Description of test data (Dtest) for ‘BBC Sport News’

Name of the dataset Categories

A C F R T

BBC Sport News 5 6 13 8 5

Table 4 Description of test data (Dtest) for ‘20 Newsgroups_subset’

Name of the dataset Categories

C SA P R SC SP

20 Newsgroups_subset 75 15 45 45 60 60

Table 5 Description of test data (Dtest) for ‘Product Review 1’

Name of the dataset Categories

C TV M L

Product Review 1 52 52 79 62

Table 6 Description of test data (Dtest) for ‘Product Review 2’

Name of the dataset Categories

AC R T WM

Product Review 2 45 25 50 45

Table 7 Confusion matrix for the classification results using NB

classifier on BBC News Dataset

Truth data Precision (%)

B E P S T

Classifier result

B 17 1 1 1 5 68.00

E 0 15 0 4 1 75.00

P 2 0 19 1 0 86.36

S 1 3 1 18 1 75.00

T 5 1 0 1 13 65.00

Recall (%) 68.00 75.00 90.48 72.00 65.00

Table 8 Confusion matrix for the classification results using

DT(CART) classifier on BBC News Dataset

Truth data Precision (%)

B E P S T

Classifier result

B 17 0 1 1 2 80.95

E 0 15 0 3 2 75.00

P 3 1 15 0 0 78.95

S 1 4 3 19 3 63.33

T 4 0 2 2 13 61.91

Recall (%) 68.00 75.00 71.43 76.00 65.00

1 http://www.flipkart.com.
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2. Product Review 2: This dataset contains 3300 product

reviews collected from Flipkart. Class labels are air

conditioner (AC), refrigerator (R), tablet (T), and

washing machine (WM).

Details of D;Dlabelled;Dtest; and Dinput of five dif-

ferent experimental datasets can be found in Table 1.

Detailed descriptions of five test datasets can be found in

Tables 2, 3, 4, 5, and 6. Performance of NB classifier on

the five experimental datasets can be found in Tables 7, 10,

13, 16, and 19. Tables 8, 11, 14, 17, and 20 describe the

performance of DT (CART). Performance of SVM classi-

fier can be found in Tables 9, 12, 15, 18, and 21. Com-

parisons among three different classifiers (i.e. NB, DT

(CART), and SVM) can be found in Table 22.

Table 10 Confusion matrix for the classification results using NB

classifier on BBC Sport News Dataset

Truth data Precision (%)

A C F R T

Classifier result

A 3 0 1 0 0 75.00

C 0 5 1 1 1 62.50

F 1 0 9 0 0 90.00

R 1 0 2 6 0 66.67

T 0 1 0 1 4 66.67

Recall (%) 60.00 83.33 69.23 75.00 80.00

Table 11 Confusion matrix for the classification results using DT

(CART) classifier on BBC Sport News Dataset

Truth data Precision (%)

A C F R T

Classifier result

A 3 0 1 1 0 60.00

C 0 4 3 0 1 50.00

F 2 1 8 0 0 72.73

R 0 0 1 7 0 87.50

T 0 1 0 0 4 80.00

Recall (%) 60.00 66.67 61.54 87.50 80.00

Table 12 Confusion matrix for the classification results using SVM

classifier on BBC Sport News Dataset

Truth data Precision (%)

A C F R T

Classifier result

A 3 0 0 0 0 100.00

C 0 5 1 1 1 62.50

F 1 0 10 0 0 90.91

R 1 0 2 7 0 70.00

T 0 1 0 0 4 80.00

Recall (%) 60.00 83.33 76.92 87.50 80.00

Table 13 Confusion matrix for the classification results using NB

classifier on 20 News Groups_subset Dataset

Truth data Precision

(%)
C SA P R SC SP

Classifier result

C 60 2 0 0 7 0 86.96

SA 4 10 3 0 1 3 47.62

P 1 0 33 2 0 2 86.84

R 0 0 2 37 0 0 94.87

SC 9 2 0 0 50 8 72.46

SP 1 1 7 6 2 47 73.44

Recall

(%)

80.00 66.67 73.33 82.22 83.33 78.33

Table 14 Confusion matrix for the classification results using DT

(CART) classifier on 20 News Groups_subset Dataset

Truth data Precision

(%)
C SA P R SC SP

Classifier result

C 58 2 0 0 9 0 84.06

SA 4 10 1 0 2 3 50.00

P 1 0 33 3 0 4 80.49

R 0 0 5 35 0 0 87.50

SC 10 3 0 0 47 9 68.12

SP 2 0 6 7 2 44 72.13

Recall

(%)

77.33 66.67 73.33 77.78 78.33 73.33

Table 9 Confusion matrix for the classification results using SVM

classifier on BBC News Dataset

Truth data Precision (%)

B E P S T

Classifier result

B 19 1 1 1 3 76.00

E 0 17 0 3 1 80.95

P 2 0 19 0 0 90.48

S 0 2 1 21 2 80.77

T 4 0 0 0 14 77.78

Recall (%) 76.00 85.00 90.48 84.00 70.00
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Overall accuracy of SVM, NB, and DT (CART) clas-

sifiers can be found in Table 22. We also have measured

Kappa value to compare the performance of these three

classifiers.

It can be noted from Table 22 that Kappa value is

greater than 0.61 in every case. Kappa statistic or value

represents the difference between accuracy of the classifi-

cation system to the accuracy of a random system (e.g.

Kappa of 0.7 means a classification system is 70% better

than a random system). According to Landis and Koch [40]

Kappa value of greater than 0.6 indicates a decent or

Table 15 Confusion matrix for the classification results using SVM

classifier on 20 News Groups_subset Dataset

Truth data Precision

(%)
C SA P R SC SP

Classifier result

C 66 2 0 0 5 0 90.41

SA 2 11 1 0 0 2 68.75

P 0 0 38 2 0 3 88.37

R 0 0 1 41 0 0 97.62

SC 7 1 0 0 53 4 81.54

SP 0 1 5 2 2 51 83.61

Recall

(%)

88.00 73.33 84.44 91.11 88.33 85.00

Table 16 Confusion matrix for the classification results using NB

classifier on Product review 1 Dataset

Truth data Precision (%)

C TV M L

Classifier result

C 38 0 8 10 67.86

TV 5 41 3 1 82.00

M 7 7 57 8 72.15

L 2 4 11 43 71.67

Recall (%) 73.01 78.85 72.00 69.36

Table 17 Confusion matrix for the classification results using DT

(CART) classifier on Product review 1 Dataset

Truth data Precision (%)

C TV M L

Classifier result

C 36 1 9 6 69.23

TV 4 43 5 3 78.18

M 7 5 54 9 72.00

L 5 3 11 44 69.84

Recall (%) 69.23 82.69 68.00 70.97

Table 18 Confusion matrix for the classification results using SVM

classifier on Product review 1 Dataset

Truth data Precision (%)

C TV M L

Classifier result

C 46 0 6 7 77.97

TV 0 47 3 0 94.00

M 2 2 61 5 87.14

L 4 3 9 50 75.76

Recall (%) 88.46 90.39 77.00 80.65

Table 19 Confusion matrix for the classification results using NB

classifier on Product review 2 Dataset

Truth data Precision (%)

AC R T WM

Classifier result

AC 33 4 3 4 75.00

R 8 18 0 8 52.94

T 0 0 47 0 100.00

WM 4 3 0 33 82.50

Recall (%) 73.33 72.00 94.00 73.33

Table 20 Confusion matrix for the classification results using DT

(CART) classifier on Product review 2 Dataset

Truth data Precision (%)

AC R T WM

Classifier result

AC 32 7 5 5 65.31

R 8 16 0 8 50.00

T 0 0 45 0 100.00

WM 5 2 0 32 82.05

Recall (%) 71.11 64.00 90.00 71.11

Table 21 Confusion matrix for the classification results using SVM

classifier on Product review 2 Dataset

Truth data Precision (%)

AC R T WM

Classifier result

AC 37 4 2 1 84.09

R 6 19 0 3 67.86

T 0 0 48 0 100.00

WM 2 2 0 41 91.11

Recall (%) 82.22 76.00 96.00 91.11
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significant classifier. Thus, we can conclude that our pro-

posed method of labelling a large size of unlabeled data

using a relatively small size of labelled data is efficient

enough to provide an acceptable label of accuracy for

classification.

We have reported our experimental results using label-

led data (Dlabelled) of size 10% of that of total dataset for

first three datasets (i.e. BBC News Dataset, BBC Sport

News Dataset, and 20 News groups_subset) in Table 22. It

may be noted that these three datasets were already

labelled. We have manually labelled 10% of that of total

dataset (Dlabelled) for last two datasets (i.e. Product Review

1, Product Review 2 Dataset). It may be noted that, these

datasets were not labelled. We have also carried out

experiment with different size of manually labelled data

from 1 to 25% of the size of total dataset for two datasets

(i.e. Product Review 1 and Product Review 2) to study the

effect of size of manually labelled data on classification

accuracy. Figures 2 and 3 present the findings of the said

experiments.

The changes in overall accuracy w.r.t. initial number of

labeled data in the total dataset, can be found in Figs. 2 and

3. As you can see from the Figs. 2 and 3, changes in the

overall accuracies are very sharp when the number of

labeled data is increasing from small but gradually it

became stagnant with increment of the labeled data.

5 Conclusion

In this paper we have proposed a semi supervised method

for text document classification. Note that, adequate num-

ber of labelled data required for training of classifiers are

not always easily available. Here our intention is to use a

small amount of labelled data to label a relatively large

amount of unlabeled data. The proposed method uses

Kohonen SOM for labelling the unlabeled data and three

classifiers namely SVM, NB, and DT (CART) for

observing the accuracy of classification. We have selected

five datasets for experimentation. In all five datasets SVM

delivers better performance than NB and DT (CART)

classifiers. We have concluded that our proposed method

can efficiently assign label to a set of large unlabeled data

with the help of very small labelled dataset. In future, we

will try to use various other clustering algorithms which

can efficiently handle high-dimensional data to improve

our system’s performance. Various feature selection tech-

niques can be used to reduce dimensionality of the data.

Table 22 Comparison of the classifiers

Name of the dataset Classifier Overall accuracy

(%)

Kappa

BBC News Dataset NB 73.87 0.673

DT

(CART)

71.17 0.639

SVM 81.08 0.763

BBC Sport News

Dataset

NB 72.97 0.654

DT

(CART)

70.27 0.617

SVM 78.38 0.720

20 News groups_subset NB 79.00 0.741

DT

(CART)

75.67 0.700

SVM 86.67 0.835

Product Review 1

Dataset

NB 73.06 0.637

DT

(CART)

72.25 0.627

SVM 83.27 0.775

Product Review 2

Dataset

NB 79.39 0.723

DT

(CART)

75.76 0.674

SVM 87.88 0.836

Fig. 2 Change in overall accuracy w.r.t. percentage of labeled data

(Product Review 1 dataset)

Fig. 3 Change in overall accuracy w.r.t. percentage of labeled data

(Product Review 2 dataset)
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