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Abstract In this work a machine learning based method is

proposed for epilepsy detection. Epilepsy can be detected

from Electroencephalogram (EEG) signals. In this work a

machine learning technique is called as artificial neural

network (ANN) is used. ANN is used to classify EEG

recordings into epileptic or non-epileptic. Accuracy of the

proposed method is found to be 100% for all the tested

signals. Hence the method can be put to use in real time to

detect epileptic and non-epileptic persons.
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1 Introduction

Epilepsy is disorders of the brain which can be detected

using EEG signals. Features of EEG are patient specific in

nature and vary largely from one person to other. Immense

progress in the field of neuroscience for the last four dec-

ades have opened new avenues in which epilepsy, a dis-

order that is dynamic and variable in nature, can be treated

as a certain percentage of epileptic seizure is still refractory

to medications. Work is going on for the past few decades

to design automated system that can analyze and detect

seizure and predict them before its occurrence so that

required measures can be taken to prevent them and pro-

vide the patient with a better quality of life. Some of the

methods have been described below.

Epilepsy in a person can be observed through seizures

due to abnormal neuronal activity [1]. Persons with disor-

der in central nervous system experience seizures [2].

Various reasons for epilepsy are mutation in molecular

mechanism, severe blow to the head, brain malignancy or

cerebral infection [3]. Seizure consists of various kinds of

waveforms, spikes, sharp waves, sleep spindles and periods

[4]. Accurate patient specific detectors were designed using

SVM classifiers in [5]. Sensitivity and false detection rate

has been used as standard for measuring performance by

researchers in [6]. There are limitations in automatically

detecting and predict seizures [7]. In [8], k-means clus-

tering and a multi-layer ANN are proposed for EEG

classification.

In this work a machine learning technique is used to

distinguish between epileptic and non-epileptic activity

from EEG recordings. The paper is organized as follows.

Section 2 gives overview about the literature review.

Section 3 describes the machine learning technique,

Sect. 4 presents the proposed methodology, results are

discussed in Sects. 5 and 6 contains comparative study

followed by conclusion in the last section.

2 Literature review

In the last few decades numerous work have been con-

ducted by researchers to understand epilepsy and the

characteristics of brain activity that accompanies a epilepsy

attack and detect and predict the onset of seizure. The

earliest of work can be traced back to 1982 by Gotman who

developed patient non-specific detectors.

Adeli et al. [9] used wavelet filters in their study so that

the signals were restricted under 60 Hz. Various other

techniques have been used for artifacts removal such as
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independent component analysis (ICA) while blind source

separation is also used segregating EEG based data. Cas-

cade of adaptive filters have been used by Garces Correa

et al. [10]. in order to remove the presence of noise and

other artifacts from the EEG signal. The amplitude as

feature was used by Minasyan et al. [11] so that an input

vector was built which was used in the artificial neural

network (ANN). Regularity and synchronicity are the

chosen parameters that are used to analyze the similarity

between the signals. Fotiadis et al. [12] presented a study

regarding the use of time frequency analysis for classifi-

cation of EEG segments for epilepsy along with compar-

ison of different other methods based on EEG signals.

Short time Fourier transformation and power spectral

density was evaluated for each EEG segment.

Parvez and Paul [13] in their paper explored general

epileptic seizure detection and prediction procedure for

obtaining features of ictal and inter ictal recordings using

different transformations and decompositions. Orhan et al.

[8] brought forward classification based on multilayer

perceptron neural network (MLPNN) that was used as a

decision making system in epilepsy treatment. In this

method the EEG signals that were recorded were broken

down into sub bands of frequency using discrete wavelet

transformation (DWT). Adeli and Ghosh-Dastidar [14] also

gave a complete methodology for seizure detection. A

wavelet-chaos strategy was presented for the detection of

seizures and epilepsy. The classification accuracy was

nearly 95%. Xie et al. [15] worked on a new detection

method that would help in epilepsy seizure detection. The

working design was based on principal component analysis

(PCA) and features that were partially extracted.

Various methods have been used over the years that

could detect and predict epileptic seizures. But there is no

performance evaluation framework that would set a

benchmark on the basis of accuracy. Also the performance

of these different methods should be based on the dataset

that is being used by the researchers as difference in the

dataset can have significant effect on the outcome of the

method applied. Therefore performances should be evalu-

ated depending on the dataset used.

3 Machine learning technique

Machine learning has become the backbone in information

technology as there is a surge in the amount of information

and data available in the day-to-day life of human beings

that are needed to be processed and analyzed to uncover

knowledge and patterns [16]. The machine learning tech-

nique used in this work is artificial neural network (ANN).

The ANN is inspired from biological neural network or

neurons. ANN is basically consist of input, weight, bias,

transfer functions, outputs etc. There are various types of

neural network architecture such as perceptron, feed for-

ward networks, Elman neural network, back-propagation

neural network etc. In this work two neural networks are

taken and a comparative study of two neural networks is

carried out.

3.1 Perceptron neural network

In 1950s Rosenblatt and other researchers develop a neural

network called perceptron. Perceptron learning rule is used

to modify the weight and bias of the network. The output of

the network is given by,

a ¼ hardlim Wp þ bð Þ ð1Þ

Where a = output, W = weight, b = bias, p = input,

hardlim = transfer function. The network architecture of

perceptron neural network is shown in Fig. 1. In Fig. 1,

R = number of inputs, S = number of neurons, n = net

inputa.

3.2 Back-propagation neural network

It is a multilayer feed forward neural network. A feed

forward neural network is shown in Fig. 2. It is a gener-

alization of least mean square algorithm. The sensitivities

are back-propagated through the network backward. The

back-propagation neural network is used in this work to

determine the epileptic and non-epileptic signals.

4 Proposed method

The proposed machine learning based method is described

below in the following subsections. The flowchart of the

proposed method is shown in Fig. 3.

Fig. 1 Perceptron network
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4.1 Dataset

The dataset that was considered in the paper are taken from

physio-net data base which belonged to the patient from

Children’s Hospital Boston [17]. It consisted of pediatric

patients’ scalp EEG recordings. Each patient file recorded a

minimum of one and a maximum of four seizures using the

bipolar placement of electrodes [18]. The EEG recordings

were sampled at 256 Hz at 16 bit resolution. Although

specifically the hemisphere of occurrence was not men-

tioned, most of the burst of activity was noticed in the

frontal and fronto-central channels. The dataset that was

considered belonged to female patient those recordings

showed presence of epileptic activity in the frontal part of

the brain and it was simple and complex partial in nature.

Figure 4 shows the signals obtained from channel 1 and

channel 2 during normal and epileptic stage. Figure 4a

shows the EEG signals for channel 1 during normal and

epileptic condition. Figure 4b shows the EEG signals for

channel 2 during normal and epileptic condition. From

Fig. 4 it can be observed that normal and epileptic signals

magnitude is different. Hence it can be used as input to

machine learning based method for classification.

4.2 Proposed machine learning method

In this paper a machine learning technique named as ANN

has been used to predict normal and epileptic conditions

using EEG recordings. The EEG scalp data obtained is

applied to the neural network and the target set is designed

Fig. 2 Three layer feed forward

neural network

Obtain the EEG signals from all the channels 

Apply machine learning algorithm using ANN to 
train the network 

Test the trained network with samples not given 
in training to obtain the class  

Normal

Design the targets of the network according to 
the inputs AS ‘0’ for normal and ‘1’ for epileptic   

Epilepsy

Fig. 3 Flowchart of the proposed method
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Fig. 4 a Channel 1 EEG signals, b channel 2 EEG signals
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according to the dataset. The data is trained in the designed

network as well as tested. Two ANN architectures are used

to carry out the proposed method, perceptron and back-

propagation. For the two different network architecture

different transfer functions are used. In the back propaga-

tion neural network the dataset is trained in different con-

figuration by varying the number of neurons. The

performance goal is also varied for the network design in

order to increase the accuracy rate for correct classification

of normal and seizure data. After various trial optimal

neural network for both the networks are obtained. The

final neural network configuration obtained is shown in

Fig. 5 for both networks. Figure 5a shows the optimal

network obtained for perceptron neural network. Figure 5b

shows the optimal network obtained for back-propagation.

Table 1 shows the optimal configuration of both the

network.

5 Results

The performance of the proposed machine learning based

method for epilepsy detection is evaluated. The perfor-

mance of the method was evaluated in terms of % accuracy

in detecting the epilepsy.

5.1 Performance with perceptron neural network

The performance of the perceptron network is analyzed in

terms of time taken; mean square error and percentage

accuracy. Figure 6 absolute error obtained in detecting

normal and epileptic signals. The overall performance of

the method is shown in Table 2. From all the results

obtained it can be observed that the proposed method can

detect the normal and epileptic signals but the accuracy can

still improve.

Fig. 5 a Perceptron, b back-propagation

Table 1 Configuration of the neural network

ANN used Layers Neurons Transfer function mse

Perceptron 1 1 Hard-lim 0.1

Back-propagation 2 20-1 Tan-sig 0.01
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Fig. 6 Absolute error

Table 2 Performance of perceptron neural network

Time (s) Performance goal Accuracy (%)

8 0.1 92.7

12 0.01 100

15 0.001 100
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5.2 Performance with back-propagation network

The performance of the network is also analyzed in terms

of time taken; mean square error and percentage accuracy.

The overall performance of the method is shown in

Table 3. From Table 3 it can be observed that all the

variation of network has % accuracy of 100%. Figure 7

shows the output of the various neural networks varying

error goal. From Fig. 7 it can be observed that the output

with error goal 0.00001 is more modified. Hence it is taken

as optimal neural network. Figure 8 shows the absolute

error obtained in detecting normal and epileptic signals.

From all the results obtained it can be observed that the

proposed method can detect the normal and epileptic

signals.

5.3 Comparison

Various methods have been proposed for seizure detection

by different researchers. Table 4 shows the comparision of

various methods used for epilepsy detection. Although

other method shows more accuracy, the dataset used is too

Table 3 Performance of back-propagation neural network

Network architecture Time (s) Performance goal Accuracy (%)

5-1 8 0.01 100

5-1 12 0.001 100

5-1 15 0.0001 100

10-1 28 0.00001 100
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Fig. 7 Output varying error

goal. a mse = 0.001,

b mse = 0.0001,

c mse = 0.00001
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small from which accuracy can be predicted correctly.

Proposed method has an accuracy of 100% with a large

data set which is most probable happen in real life events.

6 Conclusion

In this work machine learning has been used to detect

normal and epileptic condition. In this method EEG signals

are used to predict the epileptic and non-epileptic condi-

tion. The performance of the method is 100% accurate with

all the tested cases. In this work an instance has been used

to ascertain the performance of different neural network

models. The future work of the method lies in its imple-

mentation in real time scenarios such as hospitals and

understand not only the accuracy of the methods but also

the shortcomings in different real life situations. The future

progress of the work will depend on how well the diffi-

culties are addressed and significant changes are brought in

devising efficient seizure detection systems.

References

1. Bizopoulos PA, Tsalikakis DG, Tzallas AT et al (2013) EEG

epileptic seizure detection using k-means clustering and marginal

spectrum based on ensemble empirical mode decomposition. In:

Paper presented at IEEE 13th International Conference on

Bioinformatics and Bioengineering (BIBE), Chania

2. Shoeb A, Edwards H, Connolly J et al (2004) Patient specific

seizure onset detection. Epilepsy Behav 5:483–498

3. Shoeb AH (2009) Application of machine learning to epileptic

seizure onset detection and treatment. Dissertation, Mas-

sachusetts Institute of Technology, Cambridge

4. Fergus P, Hussain A, Hignett D et al (2015) A machine learning

system for automated whole brain seizure detection. Appl Com-

put Inform 12:70–89

5. Fotiadis DI (2016) Handbook of research on recent trends in the

diagnosis and treatment of chronic conditions. In: IGI Global

book series Advances in Medical Diagnosis, Treatment and Care

6. Tzallas AT, Tsipouras MG, Tsalikakis DG et al (2012) Auto-

mated epileptic seizure detection method: a review study. In:

Epilepsy—histological, electroencephalographic and psycholog-

ical aspects. Intech, Rijeka

7. Furbass F, Ossenblok P, Hartmann M et al (2015) Prospective

multi-center study of an automatic online seizure detection sys-

tem for epilepsy monitoring units. Clin Neurophysiol

126:1124–1131

8. Orhan U, Hekim M, Ozer O (2011) EEG signals classification

using the k-means clustering and a mutilayer perceptron neural

network model. Expert Syst Appl 38:13475–13481

9. Adeli H, Ghosh-Dastidar S, Dadmehr N (2007) A wavelet-chaos

methodology for analysis of EEGs and EEG subbands to detect

seizure and epilepsy. IEEE Trans Biomed Eng 54(2):205–211

10. Correa AG, Laciar E, Patino HD et al (2007) Artifact removal

from EEG signals using adaptive filters in cascade. J Phys

90(1):012081

11. Minasyan GR, Chatten JB, Chatten MJ et al (2010) Patient-

specific early seizure detection from scalp EEG. J Clin Neuro-

physiol 27(3):163

12. Tzallas AT, Tsipouras MG, Fotiadis DI (2009) Epileptic seizure

detection in EEGs using time–frequency analysis. IEEE Trans Inf

Technol Biomed 13(5):703–710

13. Parvez MZ, Paul M (2014) Epileptic seizure detection by ana-

lyzing EEG signals using different transformation techniques.

Neurocomputing 145:190–200

14. Adeli H, Ghosh-Dastidar S (2010) Automated EEG-based diag-

nosis of neurological disorders: inventing the future of neurology.

CRC Press, Boca Raton

Table 4 Comparison of various

methods
Author(s) Method Dataset Accuracy (%)

Tzallas et al. [6] Time frequency analysis and ANN 250 97.73

Orhan et al. [8] Wavelet TRANSFORM and ANN 250 99.60

Proposed method Artificial neural network 170,502 100

2 4 6 8 10 12 14 16

x 10
4

-0.1

-0.08

-0.06

-0.04

-0.02

0

0.02

0.04

0.06

0.08

0.1

Number of samples

A
bs

ol
ut

e 
E

rro
r

Fig. 8 Absolute error obtained

262 Int. j. inf. tecnol. (September 2018) 10(3):257–263

123



15. Xie S, Lawniczak AT, Song Y et al (2010) Feature extraction via

dynamic PCA for epilepsy diagnosis and epileptic seizure

detection. In: Machine learning for signal processing (MLSP),

IEEE international workshop

16. Han J, Kamber M, Pei J (2000) Data mining: concepts and

techniques. Morgan Kaufmann Publishers, Burlington. ISBN

1-55860-489-8

17. Physionet CHB-MIT Scalp EEG Database (2010) Boston. https://

physionet.org/pn6/chbmit

18. Goldberger AL, Amaral LAN, Glass L et al (2000) PhysioBank,

PhysioToolkit, and PhysioNet: components of a new research

resource for complex physiologic signals. Circulation

101:215–220

Int. j. inf. tecnol. (September 2018) 10(3):257–263 263

123

https://physionet.org/pn6/chbmit
https://physionet.org/pn6/chbmit

	A machine learning based method to detect epilepsy
	Abstract
	Introduction
	Literature review
	Machine learning technique
	Perceptron neural network
	Back-propagation neural network

	Proposed method
	Dataset
	Proposed machine learning method

	Results
	Performance with perceptron neural network
	Performance with back-propagation network
	Comparison

	Conclusion
	References




