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Abstract In the present study, two stochastic models of a

computing device are studied using the concept of imper-

fect fault detection in the presence of regular and expert

repairman. The computing device is a combination of

hardware and software components which works together

but fails independently. In both models, the unit is under

observation for fault detection by the regular repairman. In

first model, if the unit is seriously damaged then it

undergoes for replacement by regular repairman otherwise

it is sent back to operation after maintenance. In second

model, if the unit is seriously damaged then it undergoes

for repair by expert repairman otherwise it is sent back to

operation after maintenance. Various reliability measures

for both the system models are obtained using semi-Mar-

kov process and regenerative point technique. Finally to

highlight the importance of the study empirical results have

been obtained with respect to fault detection rate.

Keywords Computing device � Hardware component �
Software component � Expert repairman � Semi-Markov

processes � Regenerative point technique

List of symbols

eij Transition probability from state Si to

state Sj
pg1 Indicates the system’s hardware failure

rate

qg2 Indicates the system’s software failure

rate

a, b Indicates the probability of fault

detection or not in hardware component

c, d Indicates the probability of fault

detection or not in software component

g(t) = ae-at Denotes the random variable related to

fault detection rate of hardware

component

h(t) = be-t Denotes the random variable related to

fault detection rate of software

component

f(t) = ke-kt Indicates hardware replacement rate by

regular repairman

f1(t) = ce-ct Indicates software up-gradation rate by

regular repairman

X tð Þ ¼ k1e
�k1t Indicates hardware repair rate by expert

repairman

Y tð Þ ¼ c1e
�c1t Indicates software up-gradation rate by

expert repairman

Ri(t) C.d.f. of first passage time from

operative state to another

operative/failed state

si(t) Indicates the probability that system is

available for use at time t in state SiQ
i(t) Indicates the busy period of repairman

at time t in state Si
Ii(t) Indicates the expected number of visits

by repairman

CBA Cost-benefit analysis

SSA Steady state availability

BPR Busy period analysis of repairman

ENVR Expected number of visits by repairman

li Mean sojourn time at ith regenerative

state

Si Represent ith state

o/Cs Operative/cold standby unit
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HFi/SFi Hardware/software component under

fault detection

HFurp/SFup/

HFur/SFI

Failed hardware component under

replacement by regular repairman/failed

software component under up-

gradation/failed hardware component

under repair by expert

repairman/software component under

fault detection continuously from

previous state

WHFi/HFI/

WSFi/SFUP

Hardware component waiting for fault

detection/hardware component under

fault detection continuously from

previous state/software component

waiting for fault detection/software

component under up-gradation

continuously from previous state

HFURP/WHFI/

HFUR

Failed hardware component under

replacement by regular repairman

continuously from previous state/

hardware component waiting for fault

detection continuously from previous

state/failed hardware component under

repair by expert repairman continuously

from previous state

1 Introduction

In today’s scientific environment virtually everyone be

contingent on the persistent functioning of computing

machinery and systems for our security, safety and eco-

nomic prosperity. Most of automated machines, advanced

airliners, hospital observing appliances, information

exchange systems, computer networks in industries and

academic institutions and mobile networks have been

heavily depends on computing devices and customers

anticipate that these systems works properly as and when

required because if they fail results can be very calamitous.

With the passes of time, society propagates in complication

and new dire challenges arises in the arena of computing

machines due to hardware and software component failures

which plays key role in the manufacturing of these systems.

The failure of these components directly disturb the relia-

bility of the whole system. A lot of research work has been

carried out by reliability engineers and academicians to

make improvement in systems reliability and many tech-

niques have been developed for reliability improvement

like, redundancy, priority in repair disciplines, inspection

etc. In most of the studies either hardware components or

software components has been analyzed only. First of all,

Friedman and Tran [1] and Welke et al. [2] annoyed to

improve a joint reliability model for the whole computer

system including both hardware and software together. The

software growth model under operational and testing has

been studied by Yang and Xie [3]. Biswas et al. [4]

obtained the availability of a system under the concept of

imperfect repairs before the replacement. Teng and Pham

[5] studied the concept of imperfect debugging and derived

the transient solution of software model. Levitin [6] pro-

vided a procedure for assessing reliability of systems

involving fault-tolerant software components. Kharoufeh

et al. [7] obtained availability using Markovian approach

under the effect of shocks of a occasionally inspected

systems. Wang and Chen [8] and Hsu et al. [9] studied the

availability under concepts of general repair times, reboot

delay, standby switching failure, unreliable repair facility

and switching failures. Smidt-Destombes et al. [10]

developed a spare part model on system level using cold

standby redundancy technique. Hajeeh [11] derived the

availability for a series alignment with two types of

redundancy and common cause failure. Anand and Malik

[12] analyzed a computer system with arbitrary distribu-

tions for h/w and s/w replacement and priority to repair

activities of h/w over replacement of the s/w components.

Malik and Barak [13] obtained various reliability measures

of a cold standby redundant system with preventive

maintenance and repair. Malik [14] performed the relia-

bility modeling of a computer system with preventive

maintenance and priority subject to maximum operation

and repair times. Kumar and Malik [15] carried out the

cost-benefit analysis of a computer system with priority to

S/W replacement over H/W repair activities subject to

maximum operation and repair times. A stochastic model

has been developed for a redundant computer system using

the concepts of cold stand by redundancy and independent

hardware and software failure. Kumar et al. [16] carried out

a performance analysis of computer systems with imperfect

fault detection. Malik [17] analyzed a 2-out-of-2: G system

with single cold standby unit with priority to repair and

arrival time of the server. A comparative analysis of vari-

ous reliability measures of a computer system has been

done by Kumar and Saini [18]. Mishra et al. [19] assessed

the reliability of a mobile agent based system in suspicious

MANET. Kumar et al. [20] carried out the profit analysis of

a computing machine with priority and s/w rejuvenation.

The above highlighted literature demonstrated that not

much work in the field of computing machines has been

carried out. The concept of expert repairman has not been

studied so far.

By keeping it in mind, two stochastic models of a

computing device are studied using the concept of imper-

fect fault detection in the presence of regular and expert

repairman. The computing device is a combination of

hardware and software components which works together

but fails independently. In both models, the unit is under
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observation for fault detection by the regular repairman. In

first model, if the unit is seriously damaged then it

undergoes for replacement by regular repairman otherwise

it is sent back to operation after maintenance. In second

model, if the unit is seriously damaged then it undergoes

for repair by expert repairman otherwise it is sent back to

operation after maintenance. Various reliability measures

for both the system models are obtained using semi-Mar-

kov process and regenerative point technique. Finally to

highlight the importance of the study empirical results have

been obtained with respect to fault detection rate.

2 Assumptions

a) Two unit cold standby system with one operative and

other standby.

b) Replacement of components after fault detection in

hardware and software.

c) Replacement takes time.

d) Repairs are perfect.

e) Regular repairman available in Model-I.

f) Expert repairman available immediately in Model-II.

g) All time dependent random variables are

independent.

3 System model description

Two stochastic models have been formulated under the

above stated assumptions. The state description of the

models is as follows:

4 Transition probabilities

By probabilistic considerations, the expression of transition

probabilities have been derived as follows:

For both models

e01 ¼
Z1

0

pg1e
�pg1te�qg2te�stdt ¼ pg1

Z1

0

e�ðpg1þqg2þsÞtdt

¼ pg1

pg1 þ qg2 þ s
:

ð1Þ

Taking limit s ! 0 in Eq. (1), we get

e01 ¼ lim
pg1

pg1 þ qg2 þ s
¼ pg1

pg1 þ qg2

: ð2Þ

e02 ¼
qg2

pg1 þ qg2

; e10 ¼ ag�ðpg1 þ qg2Þ;

e13 ¼ bg�ðpg1 þ qg2Þ; e17 ¼
pg1

pg1 þ qg2

1� g�ðpg1 þ qg2Þ½ �;

e18 ¼
qg2

pg1 þ qg2

1� g�ðpg1 þ qg2Þ½ �;

e20 ¼ ch�ðpg1 þ qg2Þ; e24 ¼ dh�ðpg1 þ qg2Þ; e8:15 ¼ bg�ð0Þ;

e25 ¼
pg1

pg1 þ qg2

½1� h�ðpg1 þ qg2Þ�;

e26 ¼
qg2

pg1 þ qg2

½1� h�ðpg1 þ qg2Þ�; e01 ¼
pg1

pg1 þ qg2

;

e52 ¼ ch�ð0Þ; e5:14 ¼ dh�ð0Þ; e6:13 ¼ dh�ð0Þ;
e62 ¼ ch�ð0Þ; e71 ¼ ag�ð0Þ; e7:16 ¼ bg�ð0Þ;
e81 ¼ ag�ð0Þ

For Model-I

e30 ¼ f �ðpg1 þ qg2Þ; e39 ¼
pg1

pg1 þ qg2

½1� f �ðpg1 þ qg2Þ�;

e3:10 ¼
qg2

pg1 þ qg2

½1� f �ðpg1 þ qg2Þ�;

e40 ¼ f �1 ðpg1 þ qg2Þ; e4:11 ¼
pg1

pg1 þ qg2

½1� f �1 ðpg1 þ qg2Þ�;

e4:12 ¼
qg2

pg1 þ qg2

½1� f �1 ðpg1 þ qg2Þ�;

e91 ¼ f �ð0Þ; e10:2 ¼ f �ð0Þ; e11:1 ¼ f �1 ð0Þ; e12:2 ¼ f �1 ð0Þ;
e13:2 ¼ f �1 ð0Þ; e14:1 ¼ f �1 ð0Þ; e15:2 ¼ f �ð0Þ;
e16:1 ¼ f �ð0Þ

For Model-II

e30 ¼ X�ðpg1 þ qg2Þ; e39 ¼
pg1

pg1 þ qg2

½1�X�ðpg1 þ qg2Þ�;

e3:10 ¼
qg2

pg1 þ qg2

½1�X�ðpg1 þ qg2Þ�;

e40 ¼ Y�ðpg1 þ qg2Þ; e4:11 ¼
pg1

pg1 þ qg2

½1�Y�ðpg1 þ qg2Þ�;

e4:12 ¼
qg2

pg1 þ qg2

½1�Y�ðpg1 þ qg2Þ�;

e91 ¼ X�ð0Þ; e10:2 ¼ X�ð0Þ; e11:1 ¼ Y�ð0Þ; e12:2 ¼ Y�ð0Þ;
e13:2 ¼ Y�ð0Þ; e14:1 ¼ Y�ð0Þ; e15:2 ¼ X�ð0Þ;
e16:1 ¼ X�ð0Þ:

Via state probabilities for both models:

e11:8 ¼ e18 � e81; e12:8;15 ¼ e18 � e8:15 � e15:2;

e11:7 ¼ e17 � e71; e11:7;16 ¼ e17 � e7:16 � e16:1; e31:9 ¼ e39 � e91;

e32:10 ¼ e3:10 � e10:2; e4:1;11 ¼ e4:11 � e11:1;

e4:2;12 ¼ e4:12 � e12:2; e22:5 ¼ e25 � e52; e22:6 ¼ e26 � e62;

e21:5;14 ¼ e25 � e5:14 � e14:1; e22:6;13 ¼ e26 � e6:13 � e13:2:
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5 Mean sojourn times

The mean sojourn time for regenerative states in both

models by using probabilistic arguments is as follows:

l0 ¼ m01 þ m02 ¼ � d

ds

pg1

sþ pg1 þ qg2

þ qg2

sþ pg1 þ qg2

� �

¼ � pg1

ðsþ pg1 þ qg2Þ2
þ qg2

ðsþ pg1 þ qg2Þ2

( )

:

ð3Þ

Taking limit s ! 0 in Eq. (1), we get

l0 ¼
1

ðpg1 þ qg2Þ
; l1 ¼

1

ðaþ pg1 þ qg2Þ
;

l2 ¼
1

ðbþ pg1 þ qg2Þ
; l1 ¼

1

ðcþ pg1 þ qg2Þ
;

l4 ¼
1

ðkþ pg1 þ qg2Þ
; l01 ¼

1

a
; l02 ¼

1

b
; l03 ¼

1

c
; l04 ¼

1

k
:

6 Mean time to system failure

LetRi tð Þ be the cumulative density function of first transition

time of the system from regenerative states. By probabilistic

arguments, the recurrence equations for Ri tð Þ are as follows:

R0 tð Þ ¼ Q01ðtÞHR1 tð Þ þQ02ðtÞHR2 tð Þ
R1 tð Þ ¼ Q10ðtÞHR0 tð Þ þQ13ðtÞHR3 tð Þ

þ
X

j¼7;8

Q1jðtÞ;R3 tð Þ ¼ Q30ðtÞHR0 tð Þþ
X

j¼9;10

Q3jðtÞ

R2 tð Þ ¼ Q20ðtÞHR0 tð Þ þQ24ðtÞHR4 tð Þ
þ

X

j¼5;6

Q2jðtÞ;R4 tð Þ ¼ Q40ðtÞHR0 tð Þþ
X

j¼11;12

Q4jðtÞ:

ð4Þ

By using Laplace Stieltjes transformation and Cramer

rule on the above system of recurrence relations (4) the

value of R��
0 ðsÞ has been derived. Mean time to system

failure has been derived by the expression given below:

MTSF ¼ lim
s!0

1�R��
0
ðsÞ

s
¼ N

D
. Where

N ¼ l0 þ p01l1 þ p02l2 þ p13p01l3 þ p02p24l4 &
D ¼ 1 � p01p10 � p02p20 � p01p13p30 � p24p02p40:

ð5Þ

7 Steady state availability analysis

By probabilistic arguments, semi-Markovian approach

and regenerative point technique the recurrence relation

for the SA have been derived. The probability of the

system in operating state at any point of time ‘t’ has

been denoted by siðtÞ. The recurrence relation of

transition from one regenerative state to another

regenerative state through via states for SA are as

follows:

s0ðtÞ ¼ Z0ðtÞ þ q01ðtÞ�s1ðtÞ þ q02ðtÞ�s2ðtÞ
s1ðtÞ ¼ Z1ðtÞ þ q10ðtÞ�s0ðtÞ þ q11:7ðtÞ þ q11:7;16ðtÞ

� �
�s1ðtÞ

þ q12:8ðtÞ þ q12:8;15ðtÞ
� �

�s2ðtÞ þ q13ðtÞ�s3ðtÞ
s2ðtÞ ¼ Z2ðtÞ þ q20ðtÞ�s0ðtÞ þ q21:5ðtÞ þ q21:5;14ðtÞ

� �
�s1ðtÞ

þ q22:6ðtÞ þ q22:6;13ðtÞ
� �

�s2ðtÞ þ q24ðtÞ�s4ðtÞ
s3ðtÞ ¼ Z3ðtÞ þ q30ðtÞ�s0ðtÞ þ q31:9ðtÞ�s1ðtÞ

þ q32:10ðtÞ�s2ðtÞ
s4ðtÞ ¼ Z4ðtÞ þ q40ðtÞ�s0ðtÞ þ q41:11ðtÞ�s1ðtÞ

þ q42:12ðtÞ��s2ðtÞ;
ð6Þ

where ZiðtÞ; i ¼ 0; 1; 2; 3; 4 is the probability of to remain

in the upstate without transiting to any other state.

For Model-I

For Model-II

Taking Laplace transform on above system of Eqs. (6),

(7) and (8) the expression for s�0ðsÞ has been derived using

Cramer’s rule. The SSA has been given by

Z0ðtÞ ¼ e�ðpg1þqg2Þt; Z1ðtÞ ¼ e�ðpg1þqg2ÞtGðtÞ; Z2ðtÞ ¼ e�ðpg1þqg2ÞtHðtÞ; Z3ðtÞ ¼ e�ðpg1þqg2ÞtFðtÞ;
Z4ðtÞ ¼ e�ðpg1þqg2ÞtF1ðtÞ:

ð7Þ

Z0ðtÞ ¼ e�ðpg1þqg2Þt; Z1ðtÞ ¼ e�ðpg1þqg2ÞtGðtÞ; Z2ðtÞ ¼ e�ðpg1þqg2ÞtHðtÞ;
Z3ðtÞ ¼ e�ðpg1þqg2ÞtXðtÞ; Z4ðtÞ ¼ e�ðpg1þqg2ÞtYðtÞ:

ð8Þ
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A0ð1Þ ¼ lim
s!0

ss�0ðsÞ ¼
N1

D1

; where

N1 ¼ ðZ0ðtÞ½ð1 � e11:7 � e11:7;16 � e31:9e13Þ
� ð1 � e22:6 � e22:6;13 � e42:12e24Þ
� ðe12:8 þ e12:8;15 þ e32:10e13Þ
� ðe21:5 þ e21:5;14 þ e41:11e24Þ�
þ ðZ1ðtÞ þ e13Z3ðtÞÞ½e01ð1 � e22:6 � e22:6;13 � e42:12e24Þ
þ e02ðe21:5 þ e21:5;14 þ e41:11e24Þ�
þ ðZ2ðtÞ þ e24Z4ðtÞÞ½e01ðe12:8 þ e12:8;15 þ e32:10e13Þ
þ e02ð1 � e11:7 � e11:7;16 � e31:9e13Þ�

D1 ¼ ðl0ðtÞ½ð1 � e11:7 � e11:7;16 � e31:9e13Þ
� ð1 � e22:6 � e22:6;13 � e42:12e24Þ
� ðe12:8 þ e12:8;15 þ e32:10e13Þ
� ðe21:5 þ e21:5;14 þ e41:11e24Þ�
þ ðl01ðtÞ þ e13l

0
3ðtÞÞ½e01ð1 � e22:6 � e22:6;13 � e42:12e24Þ

þ e02ðe21:5 þ e21:5;14 þ e41:11e24Þ�
þ ðl02ðtÞ þ e24l

0
4ðtÞÞ½e01ðe12:8 þ e12:8;15 þ e32:10e13Þ

þ e02ð1 � e11:7 � e11:7;16 � e31:9e13Þ�:
ð9Þ

8 The busy period analysis of repairman

By probabilistic arguments, semi-Markovian approach and

regenerative point technique the recurrence relation for the

BPR have been derived. The probability that the server is

busy in repairing hardware, software, fault detection of

hardware and software, replacement, software up-gradation

and hardware repair at any point of time ‘t’ has been

denoted by
Q

iðtÞ. The recurrence relation of transition

from one regenerative state to another regenerative state

through via states for BPR are as follows:

Y

0

ðtÞ ¼ @0ðtÞ þ q01ðtÞ�
Y

1

ðtÞ þ q02ðtÞ�
Y

2

ðtÞ
Y

1

ðtÞ ¼ @1ðtÞ þ
Y

10

ðtÞ�s0ðtÞ þ q11:7ðtÞ þ q11:7;16ðtÞ
� �

�
Y

1

ðtÞ

þ q12:8ðtÞ þ q12:8;15ðtÞ
� �

�
Y

2

ðtÞ þ q13ðtÞ�
Y

3

ðtÞ
Y

2

ðtÞ ¼ @2ðtÞ þ q20ðtÞ�
Y

0

ðtÞ þ q21:5ðtÞ þ q21:5;14ðtÞ
� �

�
Y

1

ðtÞ

þ q22:6ðtÞ þ q22:6;13ðtÞ
� �

�
Y

2

ðtÞ þ q24ðtÞ�
Y

4

ðtÞ
Y

3

ðtÞ ¼ @3ðtÞ þ q30ðtÞ�
Y

0

ðtÞ þ q31:9ðtÞ�
Y

1

ðtÞ þ q32:10ðtÞ�
Y

2

ðtÞ
Y

4

ðtÞ ¼ @4ðtÞ þ q40ðtÞ�
Y

0

ðtÞ þ q41:11ðtÞ�
Y

1

ðtÞ þ q42:12ðtÞ��
Y

2

ðtÞ:

ð10Þ

where @iðtÞ; i ¼ 0; 1; 2; 3; 4 is the probability of to remain

busy in any repair activity at any regenerative state without

transiting to any other states.

For Model-I

For Model-II

Taking Laplace transform on above system of Eqs. (10),

(11) and (12) the expression for
Q�

0ðsÞ has been derived

using Cramer’s rule. The SBPR has been given by

Y

0

ð1Þ ¼ lim
s!0

s
Y�

0

ðsÞ ¼ N2

D1

where

N2 ¼ @1ðtÞ þ e13@3ðtÞð Þ e01ð1 � e22:6 � e22:6;13 � e42:12e24Þ
�

þe02ðe21:5 þ e21:5;14 þ e41:11e24Þ
�

þ @2ðtÞ þ e24@4ðtÞð Þ e01ðe12:8 þ e12:8;15 þ e32:10e13Þ
�

þe02ð1 � e11:7 � e11:7;16 � e31:9e13Þ
�
:

ð13Þ

@1ðtÞ ¼ e�ðpg1þqg2ÞtGðtÞ ; @2ðtÞ ¼ e�ðpg1þqg2ÞtHðtÞ; @3ðtÞ ¼ e�ðpg1þqg2ÞtFðtÞ;@4ðtÞ ¼ e�ðpg1þqg2ÞtF1ðtÞ: ð11Þ

@1ðtÞ ¼ e�ðpg1þqg2ÞtGðtÞ ; @2ðtÞ ¼ e�ðpg1þqg2ÞtHðtÞ; @3ðtÞ ¼ e�ðpg1þqg2ÞtXðtÞ;@4ðtÞ ¼ e�ðpg1þqg2ÞtYðtÞ: ð12Þ
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9 Expected number of visits by repairman
(ENVR)

By probabilistic arguments, semi-Markovian approach and

regenerative point technique the recurrence relation for the

ENVR have been derived. The ENV by repairman during

time interval (0, t] has been denoted by =iðtÞ. The recur-

rence relation of transition from one regenerative state to

another regenerative state through via states for ENVR are

as follows:

=0ðtÞ ¼ Q01ðtÞ�½1 þ =1ðtÞ� þ Q02ðtÞ�½1 þ =2ðtÞ�
=1ðtÞ ¼ Q10ðtÞ�=0ðtÞ þ ½Q11:7ðtÞ þ Q11:7;16ðtÞ��=1ðtÞ

þ ½Q12:8ðtÞ þ Q12:8;15ðtÞ��=2ðtÞ þ Q13ðtÞ�=3ðtÞ
=2ðtÞ ¼ Q20ðtÞ�=0ðtÞ þ ½Q21:5ðtÞ þ Q21:5;14ðtÞ��=1ðtÞ

þ ½Q22:6ðtÞ þ Q22:6;13ðtÞ��=2ðtÞ þ Q24ðtÞ�=4ðtÞ
=3ðtÞ ¼ Q30ðtÞ�=0ðtÞ þ Q31:9ðtÞ�=1ðtÞ þ Q32:10ðtÞ�=2ðtÞ
=4ðtÞ ¼ Q40ðtÞ�=0ðtÞ þ Q41:11ðtÞ�=1ðtÞ þ Q42:12ðtÞ��=2ðtÞ:

ð14Þ

Taking Laplace transform on above system of Eq. (14),

the expression for
Q�

0ðsÞ has been derived using Cramer’s

rule. The SBPR has been given by

=0ð1Þ ¼ lim
s!0

s=�
0ðsÞ ¼

N3

D1

where

N3 ¼ ðe01 þ e02Þ½ð1 � e11:7 � e11:7;16 � e31:9e13Þ
� ð1 � e22:6 � e22:6;13 � e42:12e24Þ
� ðe12:8 þ e12:8;15 þ e32:10e13Þ
� ðe21:5 þ e21:5;14 þ e41:11e24Þ�

ð15Þ

10 The cost-benefit analysis

The expected steady state profit incurred to the computing

system per unit time for both models is given by the fol-

lowing functions: For Models-I and II CBA ¼ ðw0ÞSSA�
ðw1ÞBPR� ðw2ÞENVR & CBA ¼ ðw0ÞSSA� ðw1ÞBPR
�ðw2ÞENVR� w3;where w0 the revenue generated by

computing system per unit up-time, w1 the outlay on

repairman for performing repair activities on per failure of

unit, w2 the outlay on per visit of regular server; w3 The

fixed outlay on expert server.

11 Empirical study

The empirical study of both stochastic models have been

carried out by considering all the time dependent random

variables as exponential distributed (Table 1). For a par-

ticular set of values of the parameters, the numerical and

graphical results have been depicted with respect to fault

detection rate of hardware. The initial values has been

taken as follows:For Model-I: denoted by XX : a ¼ 0:3;
b ¼ 0:7; p ¼ 0:6; q ¼ 0:4; c ¼ 0:25; d ¼ 0:75; b ¼ 0:04;

k ¼ 0:9; c ¼ 0:8; g1 ¼ 0:005; g2 ¼ 0:008:For Model-II:

denoted by R

R : a ¼ 0:3; b ¼ 0:7; p ¼ 0:6; q ¼ 0:4; c ¼ 0:25; d
¼ 0:75; b ¼ 0:04; k1 ¼ 1:9; c1 ¼ 2:1; g1 ¼ 0:005; g2

¼ 0:008:

From Table 2, we analyze that mean time to system

failure increases with respect to fault detection rate. By

making a variation in software failure rate and hardware

failure rate, i.e., g2 ¼ 0:008 to g2 ¼ 0:23;

g1 ¼ 0:005 to g1 ¼ 0:12, respectively the mean time to

system failure sharply declined. If the chances of fault

detection by regular repairman is more than the mean time

to system increased. If a[ 0:01 and chances of software

failure is more than mean time to system failure decreased.

The mean time to system failure rapidly increased by

increasing the software fault detection rate, i.e.,

b ¼ 0:04 to b ¼ 0:5.

From Table 3, we analyze that steady state availability

of the system increases with respect to fault detection rates

of hardware as well as software. But any variation in

software failure rate and hardware failure rate, i.e.,

g2 ¼ 0:008 to g2 ¼ 0:23; g1 ¼ 0:005 to g1 ¼ 0:12,

respectively resulted in the sharp decline in the availability

of the system. If the chances of fault detection of hardware

by regular repairman is more than the system availability

increased. As soon as the chances of software failure

increased the availability decreased.

From Table 4, we analyze that expected profit generated

by the system increases with respect to fault detection rates

of hardware as well as software. But any variation in

software failure rate and hardware failure rate, i.e.,

g2 ¼ 0:008 to g2 ¼ 0:23; g1 ¼ 0:005 to g1 ¼ 0:12,

respectively resulted in the sharp decline in the availability

of the system. For a\ 0:02 and g2 ¼ 0:23 system operates

in loss. If the chances of fault detection of hardware by

regular repairman is more than the system profit increased.

As soon as the chances of software failure increased the

expected profit generated by system decreased.

From Table 5, we analyze that mean time to system

failure increases with respect to fault detection rate. By

making a variation in software failure rate and hardware

failure rate, i.e., g2 ¼ 0:008 to g2 ¼ 0:23;

g1 ¼ 0:005 to g1 ¼ 0:12, respectively the mean time to

system failure sharply declined. If the chances of fault

detection by regular repairman is more than the mean time

to system increased. If a[ 0:01 and chances of software

failure is more than mean time to system failure decreased.

The mean time to system failure rapidly increased by
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increasing the software fault detection rate, i.e.,

b ¼ 0:04 to b ¼ 0:5.

From Table 6, we analyze that steady state availability

of the system increases with respect to fault detection rates

of hardware as well as software. But any variation in

software failure rate and hardware failure rate,

i.e.,g2 ¼ 0:008 to g2 ¼ 0:23; g1 ¼ 0:005 to g1 ¼
0:12, respectively resulted in the sharp decline in the

availability of the system. If the chances of fault detection

of hardware by regular repairman is more than the system

availability increased. As soon as the chances of software

failure increased the availability decreased.

From Table 7, we analyze that expected profit generated

by the system increases with respect to fault detection rates

of hardware as well as software. But any variation in

software failure rate and hardware failure rate, i.e.,

g2 ¼ 0:008 to g2 ¼ 0:23; g1 ¼ 0:005 to g1 ¼ 0:12,

respectively resulted in the sharp decline in the availability

Table 1 Models state description

Model-I Model-II

Total states Total states

S0ðo;CsÞ; S1ðo;HFiÞ; S2ðo; SFiÞ; S3ðo;HFurpÞ; S4ðo; SFupÞ;
S5ðSFI;WHFiÞ; S6ðSFI;WSFiÞ; S7ðHFI;WHFiÞ; S8ðHFI;WSFiÞ;
S9ðHFURP;WHFiÞ; S10ðHFURP;WSFiÞ; S11ðSFUP;WHFiÞ;
S12ðSFUP;WSFiÞ; S13ðSFUP;WSFIÞ; S14ðSFUP;WHFIÞ;
S15ðHFURP;WSFIÞ; S16ðHFURP;WHFIÞ

S0ðo;CsÞ; S1ðo;HFiÞ; S2ðo; SFiÞ; S3ðo;HFurÞ; S4ðo; SFupÞ;
S5ðSFI;WHFiÞ; S6ðSFI;WSFiÞ; S7ðHFI;WHFiÞ; S8ðHFI;WSFiÞ;
S9ðHFUR;WHFiÞ; S10ðHFUR;WSFiÞ; S11ðSFUP;WHFiÞ;
S12ðSFUP;WSFiÞ; S13ðSFUP;WSFIÞ; S14ðSFUP;WHFIÞ;
S15ðHFUR;WSFIÞ; S16ðHFUR;WHFIÞ

Operative and regenerative states Operative and regenerative states

S0ð0;CsÞ; S1ðo;HFiÞ; S2ðo; SFiÞ; S3ðo;HFurpÞ; S4ðo; SFupÞ S0ð0;CsÞ; S1ðo;HFiÞ; S2ðo; SFiÞ; S3ðo;HFurpÞ; S4ðo; SFupÞ

Table 2 Mean time to system

failure (in time units) vs. fault

detection rate

a X g1 ¼ 0:12 g2 ¼ 0:23 a ¼ 0:7;

b ¼ 0:3

p ¼ 0:4;

q ¼ 0:6

b ¼ 0:5

0.01 0785.3 28.4204 24.8524 0787.2 0796.6 0984.6

0.02 1018.6 30.0251 24.8981 1023.2 0954.2 1446.0

0.03 1191.0 31.5962 24.9367 1198.1 1054.7 1876.0

0.04 1323.4 33.1346 24.9698 1332.9 1124.4 2277.7

0.05 1428.4 34.6414 24.9984 1440.1 1175.6 2653.8

0.06 1513.7 36.1174 25.0234 1527.2 1214.7 3006.8

0.07 1584.3 37.5638 25.0455 1599.5 1245.7 3338.5

0.08 1643.8 38.9812 25.0651 1660.5 1270.7 3651.0

0.09 1694.5 40.3707 25.0826 1712.6 1291.4 3945.9

0.1 1738.3 41.7330 25.0984 1757.6 1308.8 4224.5

Table 3 Steady state

availability vs. fault detection

rate of hardware

a X g1 ¼ 0:12 g2 ¼ 0:23 a ¼ 0:7;

b ¼ 0:3

p ¼ 0:4;

q ¼ 0:6

b ¼ 0:5

0.01 0.8612 0.1360 0.0945 0.8700 0.8549 0.8684

0.02 0.9486 0.2571 0.1663 0.9508 0.9449 0.9593

0.03 0.9696 0.3605 0.2170 0.9706 0.9650 0.9808

0.04 0.9777 0.4467 0.2517 0.9783 0.9724 0.9889

0.05 0.9816 0.5180 0.2751 0.9820 0.9759 0.9927

0.06 0.9838 0.5766 0.2911 0.9841 0.9778 0.9949

0.07 0.9852 0.6250 0.3022 0.9854 0.9790 0.9962

0.08 0.9861 0.6652 0.3102 0.9863 0.9798 0.9970

0.09 0.9867 0.6986 0.3161 0.9869 0.9803 0.9976

0.1 0.9872 0.7267 0.3206 0.9873 0.9807 0.9981
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of the system. For a\ 0:03; g2 ¼ 0:23 and

a\ 0:02; g1 ¼ 0:12 system operates in loss. If the

chances of fault detection of hardware by regular

repairman is more than the system profit increased. As soon

as the chances of software failure increased the expected

profit generated by system decreased.

Table 4 Expected profit (in

rupees) vs. fault detection rate

of hardware

a X g1 ¼ 0:12 g2 ¼ 0:23 a ¼ 0:7;

b ¼ 0:3

p ¼ 0:4;

q ¼ 0:6

b ¼ 0:5

0.01 4093.5 0187.3 - 0039.0 4150.9 4050.8 4163.3

0.02 4611.4 0810.0 0310.8 4628.4 4583.5 4702.8

0.03 4746.4 1348.4 0559.8 4754.9 4712.2 4840.3

0.04 4801.6 1802.5 0731.4 4807.1 4762.6 4895.4

0.05 4830.1 2181.2 0849.0 4834.2 4787.9 4923.5

0.06 4846.9 2496.0 0930.7 4850.2 4802.6 4939.9

0.07 4857.9 2757.9 0989.0 4860.7 4812.1 4950.4

0.08 4865.5 2976.7 1031.9 4867.9 4818.6 4957.7

0.09 4871.0 3160.4 1064.6 4873.2 4823.4 4962.9

0.1 4875.2 3315.7 1090.3 4877.2 4827.0 4966.8

Table 5 Mean time to system

failure (in time units) vs. fault

detection rate

a R g1 ¼ 0:12 g2 ¼ 0:23 a ¼ 0:7;

b ¼ 0:3

p ¼ 0:4;

q ¼ 0:6

b ¼ 0:5

0.01 0791.1 28.4706 25.1706 0792.1 0805.1 0995.7

0.02 1030.4 30.1267 25.2195 1032.6 0967.8 1474.9

0.03 1208.4 31.7594 25.2609 1212.0 1072.2 1929.2

0.04 1346.0 33.3691 25.2963 1350.9 1144.9 2360.7

0.05 1455.6 34.9563 25.3269 1461.6 1198.5 2770.9

0.06 1545.0 36.5214 25.3538 1551.9 1239.5 3161.4

0.07 1619.2 38.0650 25.3774 1626.9 1272.0 3533.6

0.08 1681.8 39.5874 25.3984 1690.3 1298.4 3888.7

0.09 1735.4 41.0892 25.4172 1744.6 1320.2 4227.9

0.1 1781.7 42.5706 25.4341 1791.5 1338.5 4552.2

Table 6 Steady state

availability vs. fault detection

rate of hardware

a R g1 ¼ 0:12 g2 ¼ 0:23 a ¼ 0:7;

b ¼ 0:3

p ¼ 0:4;

q ¼ 0:6

b ¼ 0:5

0.01 0.8612 0.1358 0.0943 0.8700 0.8548 0.8684

0.02 0.9486 0.2567 0.1656 0.9508 0.9449 0.9593

0.03 0.9697 0.3600 0.2160 0.9706 0.9650 0.9808

0.04 0.9777 0.4462 0.2503 0.9783 0.9724 0.9889

0.05 0.9816 0.5175 0.2735 0.9820 0.9759 0.9928

0.06 0.9838 0.5763 0.2894 0.9841 0.9778 0.9949

0.07 0.9852 0.6249 0.3005 0.9854 0.9790 0.9962

0.08 0.9861 0.6652 0.3084 0.9863 0.9798 0.9971

0.09 0.9867 0.6988 0.3144 0.9869 0.9804 0.9977

0.1 0.9872 0.7271 0.3189 0.9873 0.9808 0.9981
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Table 7 Expected profit (in

rupees) vs. fault detection rate

of hardware

a R g1 ¼ 0:12 g2 ¼ 0:23 a ¼ 0:7;

b ¼ 0:3

p ¼ 0:4;

q ¼ 0:6

b ¼ 0:5

0.01 3694.5 - 0213.5 - 440.1617 3751.9 3652.1 3764.6

0.02 4213.0 0408.5 - 92.9799 4229.7 4185.6 4304.8

0.03 4348.2 0947.0 153.6541 4356.3 4314.3 4442.3

0.04 4403.5 1401.9 323.6027 4408.5 4364.7 4497.6

0.05 4432.0 1781.9 440.2500 4435.5 4390.0 4525.6

0.06 4448.9 2098.3 521.5194 4451.6 4404.7 4542.0

0.07 4459.8 2362.0 579.6733 4462.0 4414.2 4552.5

0.08 4467.4 2582.6 622.6772 4469.3 4420.7 4559.8

0.09 4473.0 2768.3 655.6078 4474.6 4425.5 4565.0

0.1 4477.2 2925.3 681.6973 4478.6 4429.1 4569.0
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Fig. 1 Availability analysis vs.

fault detection rate (Model-I)
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12 Conclusion

In the above section, empirical study for two stochastic

models of a computing machine has been carried out using

the concept of fault detection and expert server. The fol-

lowing results have been depicted:

• By increasing fault detection rate of hardware and

software components, the system can be made more

available and profitable.

• Systems should be operated under such conditions that

chances of hardware and software failures can be

decreased.

• From Tables 2 and 5, we find that in the presence of

expert server the mean time to system failure increased.

• From Tables 3 and 6 and Figs. 1 and 2, we find that if

the rate of hardware and software failure increase then

the system availability slightly decreased because it

takes the unit under repair until the unit repaired while

the regular server replace the unit immediately.

• From Tables 4 and 7 and Figs. 3 and 4, we find that the

profit of Model-I is more in comparison to model-II in

which expert repairman is called of hardware and

software repairs. So, visits of expert server creates extra

financial burden.

Finally, we conclude that a computing machine can be

made more available and profit by apply proper fault

detection policies, controlling hardware and software fail-

ures and giving the preference to replacement of hardware

and software components by regular repairman in place of

repair by expert repairman when fault is not properly

detected and its repair is not feasible by regular repairman.
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