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Abstract Alzheimer Disease is one of the neuro-degen-

erative diseases and most expensive disease in the modern

society characterized by cognitive, intellectual as well as

behavioral disturbance. Early diagnosis of Alzheimer dis-

ease is a major concern due to increasing population and

lack of a standard and effective diagnosis. Although EEG is

a powerful and relatively cheap tool for diagnosis of Alz-

heimer disease and dementia; it still not achieves the

standards of clinical performance in terms of sensitivity

and specificity to accept as a reliable technique for

screening of Alzheimer disease. Hence, there is scope for

increase in performance of EEG based diagnosis. This

paper focuses on Electroencephalography based diagnosis

and complexity based features for early diagnosis of Alz-

heimer disease. From the results, it is observed that the

EEG of the Alzheimer patients slows down and it is less

complex as that compared to the Normal patients. In this

study, different complexity based features such as Spectral

Entropy, Spectral Centroid, Spectral Roll-off and Zero

Crossing Rate are used. K nearest Neighbor classifier is

used for classifying the data between two groups i.e.

Normal and Alzheimer disease patients giving accuracy of

96% in present research work.

Keywords Alzheimer disease � Dementia � EEG � Spectral

centroid � Spectral entropy � Spectral roll-off � Zero

crossing rate � K nearest neighbor classifier

1 Introduction

Alzheimer disease is one of the Neuro-degenerative disease

which is found to be complex in the present scenario. It is

the common form of dementia and by the time it affects the

brains cells [1, 2]. Alzheimer Disease is a chronic Neuro-

degenerative disorder that has ranked as third most

expensive disease and sixth leading cause of death in

United States. It is neurodegenerative disorder character-

ized by rapid impairment of memory and some other

cognitive functions, which are mainly associated with the

behavioral disturbances and finally leads to total depen-

dency [3]. An important research is to identify the neu-

roanatomical basis of cognitive impairment in Alzheimer

disease (AD).The need of research is to understand the

changes taking place related to the cognitive impairment

and the progression of AD in the brain structure [4–7].

There exist different techniques for diagnosis of Alzheimer

Disease and other neurodegenerative diseases such as

Epilepsy, Brain Stroke, and Parkinson’s Disease, etc. Dif-

ferent neuroimaging methods such as Magnetic Resonance

Imaging (MRI), Single Photon Emission Computerized

Tomography (SPECT), Positron Emission Tomography

(PET) are used today for diagnosis of neural diseases.

Imaging has a key role in medical diagnosis, education and

noninvasive therapeutics. The new scientific and techno-

logical advances boost the complex issues of diseases such

as Alzheimer, Epilepsy and many more. Computer Aided

Diagnosis (CAD) is a general tool used for a variety of

applications such as to diagnose the disease in medical

applications. CAD helps the physicians, researchers in

diagnosing the disease in less time by identifying he pat-

terns, making fewer efforts. Non-neuroimaging methods

such as EEG, Biomarkers are also used today for AD

diagnosis. Electroencephalography (EEG) is one of the
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tools which can be used for early diagnosis of Alzheimer

disease. The Electroencephalogram (EEG) basically

reflects the electrical activity of large number of cortical

neurons which is mainly associated with the neural infor-

mation processing of brain regions. In present scenario,

there is no significance of objective method based diag-

nosis of Alzheimer Disease but the use of EEG as a

diagnostic tool continues to be challenging part in current

studies [8, 9]. Focusing on previous studies obtained in

literature, none of the existing systems are not clinically or

analytically validated. Due to such reasons, the systems

require significant improvements.

In present study, our aim was to investigate and observe

the effects of different complexity based features on EEG

signals of both Alzheimer Disease and Normal patients. In

literature, we can see that Spectral Based features such as

EEG Relative Power, Magnitude Square Coherence, Phase

Synchrony and EEG amplitude modulation Energy are

widely used which plays a significant role in AD diagnosis

giving accuracy of about more than 80%. Our hypothesis in

this study is to prove that EEG of AD patient tends to be

less complex as compared to the normal subjects due to

neuronal loss of cells in brain regions. In further part of the

paper we discuss the role of the different non—linear

features used for early diagnosis of Alzheimer disease.

2 Methods

The proposed approach consists of four phases, that is, signal

acquisition, preprocessing and segmentation, feature

extraction, and classification between two groups. The basic

flow of work is shown in Fig. 1. The first phase of our pro-

posed approach prepares the input signal for further analysis.

Second phase includes the preprocessing of the EEG signals

to remove unwanted parts from signals which include the

noise content removal such as eye blinking activity, muscle

activity etc. Features are extracted in the third phase. The

fourth and final phase classifies the signal as belonging to a

normal subject group or Alzheimer’s disease group.

Let us discuss each of the block in more detail.

Phase 1—preprocessing Any signal processing algorithm

like segmentation and feature extraction relies significantly

on the quality of the signal obtained. The quality of EEG

signal deteriorates either during its acquisition process or

afterwards. The process of EEG acquisition may incorpo-

rate certain artifacts. For example noise problem and

intensity in homogeneity. These artifacts occur due to the

power lines interferences in the machine. Some biological

artifacts are also observed in the recordings of the EEG

data. They may occur due to the human efforts. Eye

blinking of patients, Muscle activity & variations in EEG

electrodes are some of the causes for signal contamination

in EEG recordings. Hence to remove these and to optimize

the signal for further analysis and evaluation, a number of

preprocessing steps are required. Signal preprocessing can

significantly increase the visual reliability of the signal. It

involves a set of techniques which enhances or eradicates

certain details of the signals in order to efficiently process it

for further analysis. In this study, Bandpass filter is used for

filtering the EEG signal from 0.5 Hz to 30 Hz.

Phase 2 & 3 segmentation & feature extraction Biosignals

processing serves best in early detection of Alzheimer’s

disease as they hold necessary information to distinguish

between healthy controls and Alzheimer’s disease patients.

But the major concern here is the huge data size of EEG

signals. In order to classify these signals by the classifier,

the computational time is enormous. Moreover not all

information in the signal is required for the classification

purposes as most of the information is irrelevant. For this

purpose feature extraction is performed to find more rele-

vant and discriminative features in order to classify signals

more efficiently. In recent literature a vast variety of fea-

tures has been extracted from EEG signals for the identi-

fication of AD. These features are Time Frequency Based

features, Wavelet based features & Complexity based

features [8, 9]. These selected features are affected in the

earliest stages of AD. Hence the contribution of presented

research is towards identification of AD patients in early

stages, using a smaller feature set which results in lower

computational expense.

Phase 4: classification Different types of classifiers, both

supervised as well as unsupervised are efficiently used in

machine learning & pattern recognition. In proposed sys-

tem, supervised approach for classification between two

classes, i.e. Support Vector Machine is used. In addition to

different classifiers, ensemble of these classifiers can be

used to verify the enhanced accuracy rate. The Fig. 1

shows the methodology used for early diagnosis of AD

using EEG signals. Along with this, EEG signals of

Temporal, Frontal, Central and Parietal lobes of both nor-

mal and Alzheimer disease patients were taken into the

consideration for study [10, 11].

Fig. 1 Block Diagram of the Proposed System
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3 Data collection and subjects involved

Data used in the study was obtained from Smt. Kashibai

Navale General Hospital and Research Centre, Pune (India)

consisting of both Alzheimer patients and control patients.

Patients were selected from consecutive, community

residing elderly persons 55-80 years of age with the report

of decline in cognitive as well as behavioral functioning.

Diagnosis of the patients was made by experienced neu-

rologists based on Indian version of Mini Mental State

Examination (MMSE) and Clinical Dementia Rating

(CDR). Resting awake multi channel EEG recordings were

obtained from 100 participants separated into 2 groups. The

first group was composed of 50 subjects; 30 males and 20

females (mean age: 60 years) giving indication of func-

tional cognitive and behavioral decline. The second group

consists of 50 participants of normal subjects consisting of

35 males and 15 females (mean age: 60.5 years), giving no

indication of functional cognitive decline. In addition to the

AD cohorts, an additional criterion was the presence of

functional, behavioral and cognitive decline over the pre-

vious 6 months. Patients belonging to the abnormal group

were also checked for diabetes, kidney disease, thyroid

disease lung and liver disease or vitamin B12 deficiency, as

these can also cause cognitive decline. The EEG recordings

and the study was approved from Ethical committee of the

hospital and the participants.

EEGs were recorded from RMS (Recorders and Medi-

care systems Private Limited) EEG machine with 12 bits

resolutions and sampling rate of 1024 Hz. Impedance was

maintained below 10Mohms and the electrodes (Referen-

tial Montages) were placed according to the International

10–20 systems. Biauricular referential electrodes were also

attached as recommended by American EEG Society. The

Power grid interference was eliminated by low pass fil-

tering. As there is evidence of an interhemisperic discon-

nection in AD and dementia, a virtual hemisphere bipolar

montage is also taken into consideration. The obtained

signals are also termed as ‘Bipolar signals’. The Bipolar

signals recorded in the study and taken into the consider-

ation are Fp1–Fp2, F3–F4, F7–F8, C3–C4, T3–T4, P3–P4,

T1–T6, O1–O2,. During EEG examination and recordings,

patients were awake and relaxed with eyes closed. The

artifacts of EEG signals such as muscle activity and eye

blinking were removed manually.

4 Preprocessing

In proposed research work, EEG signal is acquired using

EEG electrode cap. But, at the time of acquiring the sig-

nals, the signal is contaminated with different noise

artifacts. These artifacts are mainly associated due to the

power line interference, muscle activity of the patients and

eye blinking. To obtain the noise free signals, preprocess-

ing of the signal is essential. In our present work, we have

used the Independent analysis (ICA) and Wavelet based

Denoising method for signal Denoising. Till now different

algorithms are applied to biomedical signals considering

the EEG signal, one of the most popular classes of algo-

rithm is the Independent Component Analysis (ICA). It is

the effective tool used for obtaining noise free signal. The

important use of the above technique is to perform the

dimensionality reduction, and separate the relevant infor-

mation of the signal. Along with the same, we have also

incorporated the use of Wavelet based Denoising technique

in order to preprocess the input signal. In our present study,

we have used the one dimensional wavelet based Denois-

ing technique for preprocessing the input signal.

5 Feature extraction

There exist different features for diagnosis of Alzheimer

disease in literature. Features play a significant role in

automated diagnosis of Alzheimer Disease [12–16]. In our

study, we have incorporated the use of complexity based

for diagnosis. Before discussing the different features used

in the study let us see the importance of the Jarque–Bera

test.

5.1 Importance of Jarque–Bera test

After the filtering and preprocessing of EEG signals, we

have divided the EEG signals into samples of 3–5 s. Each

epoch divided into different was test for normality condi-

tion using the Jarque–Bera test. Jarque–Bera test of the null

hypothesis is such that the sample in vector x (suppose)

comes from a normal distribution with unknown mean and

variance, against the alternative that it does not come from

a normal distribution. The test is basically designed for

alternatives in Generating Data Using the Pearson System

of distributions. The test returns the value h = 1 if it rejects

the null hypothesis at the 5% significance level, and h = 0

if it cannot. The NaN vales are by default ignored and

sometimes are also missing values in x [16, 17].

The Jarque –Bera Test Statistic is given by,

JB ¼ n

6
s2 þ ðk � 3Þ2

4

 !
ð1Þ

where n is the sample size, s is the sample skewness, and k

is the sample kurtosis. The features of the epochs were

computed depending on the values of the h and p; which

denotes the normality conditions. The Statistical
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parameters were also test and p –values are also provided

in the results. Let us now discuss the different complexity

based features used in the feature extraction.

5.2 Spectral entropy

Spectral Entropy indicates the amount of unpredictability

and disorder in spectrum of EEG. Higher complexity is

achieved if higher amount of Spectral is entropy is

observed [4]. It is computed in following manner:

1. For the given signal x(t), compute S(f), the power

spectral density (PSD), as the Fourier transform of the

autocorrelation function of the signal x(t).

2. Depending upon the frequency of interest; extract the

Power in the spectral band from 0.5–30 Hz.

3. After calculation of the Spectral band power, normal-

ize the power in the given band of interest.

4. Calculate the Spectral Entropy by using formula,

SE ¼
X40

f¼0:5

S fð Þ � ln
1

sðf Þ ð2Þ

5. Compute the spectral entropy as given above.

5.3 Spectral centroid

Spectral Centroid measures the shape of the spectrum of

EEG signals. A higher value of SC corresponds to more

energy of the signal being concentrated within higher fre-

quencies. Basically, it measures the spectral shape &

position of the spectrum [17].

It is computed as follows:

1. Let xiðnÞ, n ¼ 0; 1; . . .N � 1 be the sample of the ith

frame, with Xi kð Þ; k ¼ 0; 1; . . .N � 1; as the Discrete

Fourier Transform (DFT) coefficients of the sequence.

2. Compute the Spectral Centroid of the each frame as:

C ið Þ ¼
PN�1

k¼0 kjXi kð ÞjPN�1
k¼0 jXi kð Þj

ð3Þ

The mean value of the spectral Centroid across all the

frames can be used as the SC feature for each epoch of the

frame of the EEG Signal.

5.4 Zero crossing rate

Zero Crossing Rate is the rate at which the signal changes

its sign; which can be effectively interpreted as a time

domain measure of signal complexity [16].

Zero Crossing Rate is computed as:

1. Let x(n) = 0,1,……N-1 be the samples of the ith

frame.

2. Compute the zero-crossing rate for the ith frame as:

Z ið Þ ¼ 1

2N

XN�1

n¼0

jsgn xi nð Þ½ � � sgn xi n � 1ð Þ½ �j ð4Þ

where,

sgn½xi nð Þ� ¼ 1; xi nð Þ� 0

�1; xi nð Þ\0:

�

5.5 Spectral roll-off

Spectral Roll off represents the frequency below which a

certain percentage (usually 80-90%) of the magnitude

distribution of the spectrum is concentrated in the

spectrum.

It is computed as follows:

1. Let xiðnÞ, n ¼ 0; 1; . . .N � 1 be the sample of the ith

frame, with Xi kð Þ; k ¼ 0; 1; . . .N � 1; as the Discrete

Fourier transform (DFT) coefficients of the sequence.

2. Compute the spectral roll-off as the sample that

satisfies,

XkðiÞ
k¼0

jXi kð Þj ¼ P

100

XN�1

k¼0

jXi kð Þj ð5Þ

where the P parameter is sometimes chosen between 80

and 100.

6 Results

After computations of the above features, the significant

results were obtained clearing out our proposed hypothesis.

Spectral Entropy, Spectral Centroid, Spectral Roll-off and

Zero Crossing rate of the signals in above defined elec-

trodes were calculated and classified by use of classifier.

We have involved the use of K nearest neighbor classifier

for classifying the data. Based on database available for

computation, 50% of the data was trained and remaining

50% data was left out for testing purpose.

The computed values for different features used in dif-

ferent electrodes (averaged values) along with p values are

given below (Tables 1, 2, 3, 4).

Based on above values computed, we have used K

nearest Neighbor classifier for classifying the EEG data

between two group’s i.e. Normal v/s Alzheimer patients.

k-NN is a simple intuitive and efficient method of classi-

fication used by researchers and scientists for classifying

signals. This classifier makes a decision on comparing a

newly labeled sample (testing data) with the baseline data

(training data). For the given set of input values, it finds the
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k (closest neighborhood) in training dataset and assigns a

class which appears frequently in its neighborhood. In

similar manner, the algorithm for k-NN can be given as:

1 The k-nearest neighbor classification is performed by

using a training data set which contains both the input

and the testing variables which are to be classified.

2 Then test data which only contains input variables is

compared with reference set of values.

3 K-NN classifier works with k patterns, the distance of

unknown ‘k’ determines its class, by considering

nearest neighbor points. The value of K can be varied.

4 Majority voting scheme where class gets one vote for

each instance in neighborhood samples is classified

accordingly.

5 The given target data is then said to be classified.

The Classification output of the K Nearest Neighbor

classifier is shown below.

In K Nearest Neighbor classifier, we have to specify the

value of K for classification. Default value of K is equal to

1. But, to obtain more accuracy we can vary the value of K

from 1 to 10. We have used default value K = 1 in our

study. Based on the features calculated and classifier used,

we have calculated the accuracy of classification based on

following terminology [18].

Accuracy ¼ ðTP þ TNÞ
ðTP þ TN þ FP þ FNÞ ð6Þ

Sesnsitivity ¼ TP

ðTP þ FNÞ ð7Þ

Specificity ¼ TN

ðFP þ TNÞ ð8Þ

where, TP stands for True Positive (AD individuals cor-

rectly classified), TN stands for True Negative (NC indi-

viduals correctly classified), FP stands for False Positives

(NC individuals misclassified), FN stands for False Nega-

tive (AD individuals misclassified).

In our study, we have trained 50 EEG signals from

Temporal, Frontal, Parietal and Central electrodes ran-

domly. Out of which remaining 50 EEG signals were left

out for testing comprising of both Normal and Alzheimer

Affected persons. The following results were obtained after

testing,

1. Total number of Correctly Identified AD individuals

(TP) = 24.

2. Total number of Correctly Identified Normal individ-

uals (TN) = 23.

3. Total number of misclassified AD individuals

(FN) = 01.

4. Total number of misclassified Normal individuals

(FP) = 02.

Correspondingly, we have obtained the following results

after calculating the values (Table 5),

Accuracy = (TP ? TN)/(TP ? TN ? FP ? FN) =

24 ? 23/(24 ? 22 ? 01 ? 03) = 47/50 = 94%

Sensitivity = TP/(TP ? FN) = 24/(24 ? 01) = 24/

25 = 96%.

Specificity = TN/(FP ? TN) = 23 (22 ? 03) = 23/

25 = 92%.

Table 1 Results obtained for SE parameters

Electrode P value Mean (CN) Mean (AD)

F3 0.012 5.7615 3.9189

F4 0.001 5.2619 2.8722

C3 0.00021 5.3981 3.644

P4 0.0033 5.0386 3.9801

Table 2 Results obtained for SC parameter

Electrode P value Mean (CN) Mean (AD)

F3 0.001 0.1104 0.074

F4 0.001 0.1102 0.0863

C3 0.00021 1.992 0.987

P4 0.00311 0.1942 0.0744

Table 3 Results obtained for SR parameter

Electrode P value Mean (CN) Mean (AD)

F3 0.012 1.3433 0.9807

F4 0.001 1.9987 0.9921

C3 0.0021 1.99 0.987

P4 0.0033 1.9342 0.2311

Table 4 Results obtained for ZCR parameter

Electrode P value Mean (CN) Mean (AD)

F3 0.01 0.11 0.0143

F4 0.001 0.0863 0.0018

C3 0.0076 0.622 0.0916

P4 0.001 0.0744 0.0344

Table 5 Results indicating the Accuracy obtained in the research

work using KNN classifier

Accuracy Sensitivity Specificity

94% 92% 96%

Int. j. inf. tecnol. (March 2018) 10(1):59–64 63

123



7 Conclusion and research challenges

On the basis of the above results and features used, we have

evaluated the different EEG based complexity measures to

observe and study them if they carry any diagnostic useful

information for diagnosis of Alzheimer disease. In medical

concept, it is signified that AD affects the neuronal activity

of the patients. In this study, we have stated the hypothesis

that EEG signals of AD patients has less signal complexity

as that compared to the CN subjects. The above used

features show decreased complexity values for AD

patients, which practically confirms our hypothesis. The

difference in the complexity based feature values among

the cohort are small, but indicates its significance on the

electrodes of EEG. The AD group features consists of

lower values, suggesting that AD subjects tends to be less

complex. The features used carry relevant information in

the central, parietal, temporal and frontal lobe. This

reduced complexity occurs due to the appearance of the

neurofibrillary plaques and tangles. Spectral Entropy,

Spectral Roll-off, Spectral Centroid and Zero Crossing

Rate values were also lower for Alzheimer patients in the

frontal and temporal lobes. It is observed that there exists a

higher amount of spectral content in higher frequencies for

CN group. This is predicted as the high level of complexity

in CN subjects. It is to highlight that when we combine

these features with one another they can provide more

diagnostic information. In this way, we can conclude that

complexity based features can be effectively used for AD

diagnosis using EEG signals.

Future work in this study includes the automated diag-

nosis and classification of EEG data using various classi-

fiers such as Neural Networks, Support Vector Machines,

etc. to increase the diagnostic accuracy for distinguishing

between AD and CN group.
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