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Abstract The epidemic growth of internet services has

created a broad attention on digital content authentication

and copyright protection. Heading the issue we are going to

propose a DCT based novel approach on invisible video

watermarking along with an improved video key-frame

extraction algorithm. In this article first the key-frames

(video bookmarks) of the video sequence are being

extracted. In order to identify the video bookmarks, a novel

method is proposed based on boundary luminosity analysis

that is proven efficient regarding fast camera movement

and moving objects in the video frames. A pair of secret

keys will be applied during the watermark embedding

phase. Our framework embeds watermarks in only those

video frames which have been identified as key-frames of

that video stream because, the key-frames are mostly kept

as it is in different compression algorithms. The low fre-

quency DCT coefficients of key-frames are chosen for

watermarking, that again offers robustness to the com-

pression algorithms. Instead of embedding watermark bits

directly, a new method is proposed- scaled average. The

watermark is perceptually invisible in the video key-frames

according to human visual system. At last uncompressed

video is re-reconstructed with all frames of the video in

appropriate order of appearance. The watermark extraction

is blind i.e., except the keys nothing is needed for water-

mark extraction.

Keywords Video key frame � Video watermarking �
Frequency domain � DCT � Blind extraction

1 Introduction

In our proposed framework a video stream is watermarked

with a DCT based watermarking technique. Two algo-

rithms are executed in the proposed framework. One will

extract the key-frames of the video in which the other will

embed watermark invisibly. The available key-frame

extraction algorithms are generally used to summarizing

video for online streaming. In the current communication

we are going to propose an efficient framework for key-

frame extraction—Boundary Luminosity Analysis.

The key aesthetics of our key-frame extraction (video

bookmark) algorithm are:

• Scene segmentation needs not to be performed.

• Very efficient for the scene having fast camera

movement.

• Efficient for the scene having moving objects.

• Target number of key frames needs not to be specified.

The watermark embedding algorithm will be executed

on the output key-frames of video bookmark algorithm

with the scrambled watermark. The proposed DCT based

invisible watermarking framework performs 8 9 8 block

DCT on the video key-frames to embed a binary watermark

into it. The binary watermark is scrambled with a secret

key to employ additional security. The watermarking

information is embedded into one of the seven low
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frequency coefficients of each 8 9 8 block depending on

another secret key. Instead of embedding watermark bits,

we have proposed a new phenomenon called scaled

average.

After embedding watermark into the key-frames no

significant change will be observed as we’ve exploited the

low frequencies which are less sensitive to the human

psycho-visual system. Now all the frames of the video

sequence including key-frames will be collaborated in the

same order of their appearance for the uncompressed video

reconstruction. At the extraction end again the key-frame

extraction algorithm will be applied on the watermarked

video to identify the key-frames and the same pair of secret

keys should be provided to extract the watermarks from the

respective key-frames.

In the next section we’ve reported the literature survey

on the related works. Sections 3, 4 and 5 elaborates the

proposed ‘‘video bookmark’’, watermark embedding and

extraction framework, respectively. Result set analysis is

depicted in Sect. 6 and conclusions are being made in

Sect. 7.

2 Literature survey on related work

Different methods can be adopted for identifying the key

frames. Pixel-Compare method is one of them. In this

method every consecutive frames is compared pixel wise

and when the comparison difference crosses a given

threshold, system identifies that frame as key frame. But

this method is highly time consuming and over sensitive to

motion of objects in the frame. A video is a collection of

different scenes. The most common approach is to select

first frame of each scene as key-frame [1]. Ueda et al. [2]

and Rui et al. [3] have considered first and last frame of

each scene as key-frames. Pentland et al. [4] identified the

key-frames after a specific time interval within the shot.

These approaches rely only on the information regarding

the video sequence but do not consider the visual dynamics

of the scene. They often extract a fixed number of key-

frames out of a scene. Zhonghua et al. [5] prescribed a

method where a single frame is taken as key-frame out of a

scene. The frames are segmented first into objects and

background and the frame having highest ratio of object to

background is chosen as the key-frame of that scene

assuming that frame conveys the most information about

the shot.

If we take visual dynamics of scene into consideration

one simpler approach is to calculate the difference between

two frames in terms of some visual characteristics like—

histograms, motion, pixels etc. Zhao et al. [6] described a

simple method called ‘‘Simplified Breakpoints’’ where a

frame is selected as key-frame if its colour histogram

differs by a given threshold from previous frame. But this

method doesn’t sound good because two completely dif-

ferent frames may result into similar histograms. Hanjalic

et al. [7] proposed an algorithm called ‘‘Flexible Rectan-

gle’’ (FR) algorithm where they have taken frame differ-

ence to build a ‘‘content development’’ curve composed of

a defined number of rectangles which are approximated

using error minimization algorithm. Hoon et al. [8] have

selected the key-frames by ‘‘Adaptive Temporal Sam-

pling’’ (ATS) algorithm which uniformly samples the

cumulative frame differences along y-axis of the curve and

non-uniform sampling along x-axis of the curve represents

the key-frames.

In compressed domain the development of key-frame

extraction algorithms are often considered as they allow

expressing the motion dynamics of a scene through motion

vector analysis. Narasimha et al. [9] have proposed a fuzzy

system for MPEG video that classifies the motion intensity

of frames into five categories and the frames exhibit high

intensities are considered as key-frames. Liu et al. [10]

have developed ‘‘Perceived Motion Energy’’ (PME) algo-

rithm that computes the PME of the motion vectors used to

describe the video content.

The main drawback to most of these methods is the

number of representative frames must be set depending on

the length of video sequence. This approach doesn’t

guarantee that representative frames (key-frames) will not

be highly correlated. It is also difficult to set a suitable in-

terval of time and as a result of that small intervals may not

extract enough representative frames [11]. A comparative

study in this regard has been reported at Table 2 of this

paper.

With respect to identify a robust watermarking frame-

work, Cox et al. have proposed a global DCT based

watermarking technique in 1997 [12]. They first suggested

that the watermark could be embedded in the low fre-

quency bands. Although low frequency coefficients are

very sensitive to HVS but at the same time it is also true

that most compression techniques reduce the insubstantial

parts like—LSB in spatial domain and high frequencies in

frequency domain. They proposed a spread spectrum

watermarking technique where NxN DCT is performed on

a NxN image to obtain NxN coefficients (Global DCT).

Their novelty in proposing the low frequency is more

robust than high frequencies is well accounted because, in

compression techniques the high frequencies are being

discarded. So if we embed the watermark data into the high

frequencies those will be lost if a compression is performed

even with a high quality factor (i.e., less compression). But

their approach of performing Global DCT is surely

reducing the watermarking capacity of the proposed tech-

nique because, performing NxN DCT results only NxN

coefficients. Out of those a few will be of low frequencies.
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So Global DCT is undoubtedly decreasing the capacity of

embedding watermark.

In the year 2006, Yuan et al. proposed a multipurpose

watermarking algorithm for copyright protection and

authentication [13]. The main idea is to embed the robust

and fragile watermarks into different color components

simultaneously. The fragile watermark is embedded in

spatial domain of Blue component using conventional LSB

algorithm to achieve the excellence in content authentica-

tion whereas the robust watermark is embedded in the

frequency domain of Green component to obtain the goal

of copyright protection by modifying the Discrete Cosine

Transform (DCT) coefficients. The idea of embedding

watermark in spatial and frequency domain altogether

really sounds well. Watermarking in ‘Blue’ channel is also

well counted because ‘Blue’ is least sensitive to HVS if

spatial domain is concerned. If spatial domain watermark is

extracted intact then it would be understood that there is no

attack is performed because, spatial watermarks are very

fragile in nature. But embedding another watermark at

frequencies of ‘Green’ using DCT would not be efficient

because, RGB color space is highly correlated and that’s

why it is not considered in frequency domain watermark-

ing. Instead YCbCr space is more suitable for such coding.

In 2009 Lin et al. have proposed another idea of

watermarking that was claimed robust against compression

[14]. They have also accepted the idea proposed by Cox

et al. [12]—Low frequency coefficients can offer more

robustness than high frequencies against compression

algorithms. According to their framework the host is

transformed from RGB to YCbCr color space before fre-

quency domain coding and Y part is considered for

watermarking. They’ve performed 8 9 8 block DCT and

then quantized by standard quantization matrix. They

claimed quantizing blocks prior to watermarking gives

additional robustness against compression. But quantiza-

tion at the watermarking end is unacceptable because,

quantization process discards many high frequencies (i.e.,

loss of information) so deteriorating the quality of content

at the time of watermarking is not at all accepted. They’ve

identified the low frequency DCT coefficients at positions

C(2, 0), C(1, 1), C(0, 2), C(0, 3), C(1, 2), C(2, 1), and C(3,

0). Out of these only two coefficients C(0, 2), C(2, 0) are

considered for embedding watermark bits. Choosing only

two coefficients may lead damage to the watermark by any

counterfeiter because, even if these two frequencies are

scaled (up or down) by a minimum amount, the watermark

will be severely damaged.

In 2012 Deb et al. have proposed a combined DWT and

DCT based watermarking technique with low frequency

watermarking with weighted correction [15]. DWT has

excellent spatial localization, frequency spread and multi-

resolution characteristics, which are similar to the

theoretical models of the human visual system (HVS).

DCT based watermarking techniques offer compression

while DWT based watermarking techniques offer scala-

bility. The proposed method embeds of watermark bits are

in the low frequency band of each DCT block of selected

DWT sub-band. The weighted correction is also used to

improve the imperceptibility. Choosing low frequency

band for watermark embedding like [12, 14] surely

enhances the robustness of the scheme under various

attacks but the quality of watermarked content is not that

well obtained with respect to the PSNR reported. The

security issues are not being taken into consideration.

In the year of 2013 Raval et al. have proposed another

approach of frequency domain watermarking through

combined DWT-DCT [16]. They perform DWT on the host

then again DCT is applied on the decomposed sub bands.

To make their framework robust against compression they

passed the FDCT data into EBCOT (embedded block

coding optimal truncatation) algorithm. After receiving, the

algorithm outputs the binary watermark bits which are

embedded into the frequencies of original content. They

did not mention the desired frequency region for water-

marking. Considering high frequencies for watermarking

surely decreases the robustness.

In 2016 Zong et al. [17] have proposed DCT based

method for watermarking. In the watermark embedding

process, the host is divided into blocks, followed by the

2-D DCT. A secret key is applied to each block to ran-

domly select a set of DCT coefficients of middle frequency

for watermark embedding. Watermark bits are inserted into

an block by modifying the set of DCT coefficients with the

help of an error buffer to deal with errors caused by attacks.

Since the proposed watermarking method only uses two

DCT coefficients (of middle frequencies) to hide one

watermark bit, it has a limitation in hiding the watermark

of bigger size. That means the size of watermark and host

ratio should be moderate enough. Though they have

claimed that their method is robust against compression but

using middle frequencies for watermark embedding may

not sound good against higher degrees of compression. As

they’ve used only two coefficients per block to embed

watermark, the low frequency components are suggested to

be good in the trade-off between imperceptibility and

robustness.

Keeping all the aforementioned limitations in account, a

DCT based invisible watermarking framework is proposed

hereinafter which is robust against compression algorthms,

other leading attacks. In this work we have performed

8 9 8 block DCT on the extracted key-frame to embed a

binary watermark into it. The binary watermark is scram-

bled with a secret key to employ additional security. The

watermarking information is embedded into one of the

seven low frequency coefficients of each 8 8 block
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depending on another secret key. Instead of embedding

watermark bits, we have proposed a new phenomenon

called scaled average. The watermark extraction is blind

and the same set of secret keys is needed to extract the

watermark.

In current communication we propose a different

approach to identify the key-frames that do not suffer from

any known constraint like—predetermination of number of

key-frames, length of the video sequence, over sensitive to

moving objects of frame, scene change due to slow camera

pan etc., along with a robust DCT based watermarking

framework.

3 Video bookmark framework

In the current context we are going to discuss ‘‘video

bookmark’’ algorithm which has to be executed first. It

takes a video sequence as input and extracts the key-frames

(video bookmarks) as output. The second algorithm takes

key-frames and the binary watermark as input and pro-

duces the watermark embedded uncompressed video

sequence. Figure 1 shows the schematic diagram of the

entire framework.

In the current communication a novel framework is

proposed which will perform the key frame extraction

more accurately than other available frameworks and less

consumable regarding time—oundary Luminosity Analy-

sis. According to proposed framework the mean luminosity

of boundary regions of the video frames will be calculated

and analyzed. Because for two consecutive frames from a

same scene the boundary regions are likely to be identical.

To demonstrate the proposed algorithm a 720 9 405

(Aspect Ratio 16:9) resolution video sequence of 35 s from

a movie named ‘‘Cast Away’’ is considered and 840 frames

have been extracted at 24 frame per second (fps) [18].

For calculating the mean luminosity of boundary regions

of video frames n 9 n pixel blocks are considered say Dbi

from the top-left corner of the frame to rightwards like—

Db1; Db2; Db3; . . .;Dbn. Figure 2 demonstrates how the

blocks Dbi are being taken at the boundary regions. The

luminosity of each Dbi is calculated with Eq. 1 and finally

through Eq. 2 the mean boundary luminosity (mBL) of a

video frame is obtained. The luminance Y can be calcu-

lated through weighted Red (R), Green (G) and Blue

(B) values as described in Eq. 1 [26].

YDbi ¼
Xn�1

x¼0

Xn�1

y¼0

ð0:299Rþ 0:587Gþ 0:114BÞ ð1Þ

Where, each pixel is P(x,y) and there are n 9 n number

of pixels in each Dbi.

mbl ¼
Pn

i¼1 luminosityDbi
28

ð2Þ

Some of the selected frames of the said video sequence

are depicted in Fig. 3. And Fig. 4 shows how the mean

boundary luminosity (mBL) varies frame to frame. Frame 5

and frame 6 are two consecutive frames from a same scene

having difference between mean of boundary luminosity

(mBLDIFF) of 0.07 whereas Frame 6 and Frame 7 having

mean boundary luminosity difference of 7.23. So in the

continuous sequence of these 3 frames, frame 3 will be

extracted as the key frame. In the proposed framework the

difference of mean boundary luminosity will be analyzed

in two ways considering two different situations:

Situation 1: When a key frame appears as a result of cut

to a new scene the key frame can be identified by analyzing

two consecutive frames. For example as stated above frame

7 appeared as a result of cut to a new scene from the

immediate previous frame 6. A threshold a1 is chosen in

order to identify the key-frame.

That means if two consecutive frames having difference

of mean boundary luminosity (mBLDIFF) less than a1 then

they will be considered as frames of same scene. The

Video Sequence 

Key Frames 

Video Bookmark Algorithm

Watermark 

Watermarking Algorithm

Reconstructed Video Sequence

All Video Frames

Fig. 1 Schematic diagram of the proposed framework Fig. 2 Allocation of Dbi to calculate luminosity of each Dbi
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second frame will be considered as key-frame (video

bookmark) if it is greater than or equal to a1. After per-

forming a number of experiments a1 = 2 is suggested.

Situation 2: The previous method of analysis will not

sound good if a slow camera pan occurs. In this case key

frames will be appeared without varying the mBLDIFF more

than a1. For example consider frames from 7 to 15. If we

analyzed mBLDIFF of 7–8, 8–9, 9–10 so on till frame 15;

the mBLDIFF will not cross the threshold of 2. But clearly

we can see the frame 15 is a key-frame after key frame 7 as

a house and a tree have framed in at right side of frame 15.

In order to remove this anomaly from the proposed system

a new method of cross checking is adopted. After identi-

fying a key-frame the mean boundary luminosity (mBL) of

the key frame is stored till the next key frame is detected.

The mBL of next key frame will replace the value of

previous stored one. Every time the proposed system will

calculate mBLDIFF of two consecutive frames as per the 1st

Fig. 3 Some selected continuous frames of video sequence from the movie ‘‘Cast Away’’

6emarF5emarF

Mean of Boundary Luminosity = 103.77 Mean of Boundary Luminosity = 103.70

51emarF7emarF

Mean of Boundary Luminosity = 110.93 Mean of Boundary Luminosity = 106.02

Fig. 4 Variation of mean boundary luminosity (mBL) from frame to frame
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method and at the same time a calculation of mBLDIFF will

be performed between the current frame and last identified

key-frame. If the difference results greater than a2 (a value

4 is suggested for a2 after result set analysis of thousands of

video streams) then the current frame will be identified as

key frame and its mBL will be stored in the proposed

analytical system. Continuing with the aforesaid example

1st method is failed to identify frame 15 as key frame but

2nd method is able to identify that as follows—

mBLDIFFj j frame 7� frame 15ð Þ ¼ 110:93� 106:02ð Þ
¼ 4:91[ a2

3.1 Video bookmark algorithm

Definitions of functions and variables used:

KF: key frame

PF: previous frame

CF: current frame

LF: last frame

mBLKF: mean boundary luminosity of immediate

KF

mBLPF: mean boundary luminosity of PF

mBLCF: mean boundary luminosity of CF

FIND (LF): this function finds the last frame of the

video stream

CALCMBL: this function calculates the mean boundary

luminosity (mBL) of the desired frame

mBLDIFF: this function calculates the modulus value

of the difference mBL of previous and

current frame

mBLKF_DIFF: this function calculates the modulus value

of the difference mBL of immediate key

frame and current frame

Stepping in with our video bookmark algorithm 9 key-

frames (video bookmark) has been extracted out of 840

video frames. See Fig. 5.

The next section demonstrates how we embed the binary

watermark in these key-frames.

4 Watermark embedding framework

The steps of proposed watermark embedding algorithm are

described below:

Input: key-frame (obtained from video sequence),

Watermark, Secret key-1, Secret key-2

Output: watermarked key-frame

4.1 Color space transformation of key-frame—step 1

The Key-frame (H) will be transformed from RGB color

space to YCbCr color space because RGB color space is

highly correlated and not suitable for frequency domain

watermarking such as DCT [19]. Y part is called the

luminance component whereas the Cb and Cr parts are

called blue chrominance and red chrominance, respec-

tively. Although the luminance is much sensitive to HVS

than the chrominance still the luminance (Y) channel of

key-frame is considered for embedding watermark because

JPEG compression discards a lot of chrominance infor-

mation during chroma subsampling. So the watermark will

not sustain against compression techniques if watermark is

embedded at chrominance part. The transformation from

RGB color space to YCbCr color space is done with fol-

lowing Eq. 3 [14]. Figure 6a shows the key-frame in RGB

color space and Fig. 6b shows the luminance (Y) of the

key-frame.

Fig. 5 Key-frames extracted with video bookmark algorithm
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Y

Cb

Cr

0

@

1

A ¼
0:299 0:587 0:114

�0:148 �0:289 0:437

0:615 �0:515 �0:100

0

@

1

A�
R

G

B

0

@

1

A

ð3Þ

4.2 Watermark scrambling—step 2

The binary watermark (w) is taken and scrambled by

applying Secret key-1. The watermark is scrambled to

employ enhanced security to the proposed watermarking

system. Even if a counterfeiter able to extract the water-

mark from a watermarked key-frame, the scrambled

watermark will be retrieved, not the original one. The

binary watermark of size 256 9 256 is divided into sixty-

four 32 9 32 non overlapping blocks. Depending on the

24-byte long Secret key-1 these sixty-four blocks get

shuffled their positions as per our scrambling algorithm.

With two different value of Secret key-1 such as b1 and b2

the watermark gets scrambled in absolutely different

manner as shown in Fig. 7.

24 byte key will be divided into 64 groups where each

group contains consecutive 3 bits as follows—

101 010j j 001 111j j110 101j j001 111j j. . .. . .. . .:
5 2j j1 7j j6 5j j1 7j j:. . .. . .. . .

Each consecutive three bits can represent a range of 0–7

as above. Therefore, consecutive two numbers able to

represent a particular block position as follows—

5; 2ð Þ 1; 7ð Þ 6; 5ð Þ 1; 7ð Þ. . . Ranging from 0: 0ð Þ to 7; 7ð Þ½ �

Now every pair of 2 consecutive blocks will be swapped

provided either of the blocks is not swapped earlier. In the

above example the block of position (5, 2) is swapped with

(1, 7) but next pair (6, 5) will not be swapped with (1, 7) as

because (1, 7) is already swapped with (5, 2). Continuing in

this manner the logo will be scrambled.

4.2.1 Scrambling algorithm

4.3 Texture localization—step 3

The scrambled binary watermark can have two possible

pixel values—255 and 0. The pixels of scrambled

Fig. 6 a RGB Color space of

key-frame, b Y part of key-

frame
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watermark having value 255 are substituted with 0. On the

other hand the pixels having value 0 are substituted by the

Y values of the key-frame. Figure 8a–c is provided in this

regard.

4.4 DCT of luminance of key-frame—step 4

Discrete Cosine Transform is a well-known method for

signal decomposition that transforms an image from spatial

to frequency domain. The DCT works by separating image

into parts of differing frequencies. The forward DCT of an

image will be achieved from Eq. 4 [20].

DCT i, jð Þ ¼ C ið ÞC jð Þ
XN�1

x¼0

XN�1

y¼0

pixel x,yð Þ

� cos
2x þ 1ð Þip

2N

� �
cos

2y þ 1ð Þjp
2N

� � ð4Þ

where,

C ið Þ;C jð Þ ¼

ffiffiffiffi
1

N

r
for i; j ¼ 0

ffiffiffiffi
2

N

r
for i; j ¼ 1; 2; 3. . .N � 1

8
>><

>>:

p(x,y) is the x; yth element of the key-frame represented by

matrix p. N is the size of the block on that the DCT is done.

Equation 4 determines one entry i; jthð Þ of the transformed

key-frame from the pixel values of the original image

matrix. In proposed framework the luminance part Y of the

key-frame is divided into 8 9 8 (N = 8) non-overlapping

blocks (equals to the size of the watermark) from the

upper-left corner of the key-frame and forward DCT is

performed on each individual block.

4.5 Encoding—step 5

Each 8 9 8 block is having 64 coefficients, out of these the

(0,0) element is known as DC coefficient that has most

significant information of that block. Other 63 coefficients

are called AC coefficients where typically 7 coefficients

from top-left corner of the block are considered as low

frequency coefficients [14] such as—(0,1) (0,2) (1,0) (1,1)

(1,2) (2,0) (2,1). The higher frequency coefficients are

obtained traversing towards right-bottom corner of the

block. In all compression technique, the high frequencies

are being discarded because our psycho-visual system is

less sensitive towards high frequencies [14, 19]. So

choosing high frequency band for watermarking will surely

lack robustness against compression techniques. That’s

why low frequency band is considered for hiding the

watermark in current context.

Scaled average of two low frequency coefficients is

calculated and another low frequency coefficient is

Binary watermark

Scrambled watermark after Scrambled watermark after
applying β1    applying β2

Fig. 7 Watermark scrambling with two different values of Secret

key-1

Fig. 8 a Scrambled watermark,

b Y part of key-frame, c texture

localized watermark
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substituted with the averaged value for such blocks where

the value of DC coefficient is different in texture localized

watermark and key-frame, i.e., the key-frame blocks where

the watermark blocks are superimposed. On the other hand

for the blocks where the value of DC coefficient doesn’t

differ will remain same. Figure 9 shows the low frequency

coefficients of 8 9 8 block. A 384 byte long Secret key-2

is taken (formed by repeating Secret key-1 for 16 times)

and applied to determine which coefficients are to be

averaged and which one will be substituted by averaged

value. Proposed operations are as follows depending on

different values of Secret key-2. Now consider the fol-

lowing key—

101001100000111101110 011000110110. . .. . .. . .

This key will be divided into 1024 groups where each

group is having three bits.

101 001j j100 000j j111 101j j110 011j j. . .:
5 1j j 4 0j j 7 5j j 6 3j j. . .

Each of the 1024 values will be assigned to 1024 nos. of

8 9 8 blocks of the key-frame.

5! 0; 0ð Þ 1! 0; 1ð Þ 4! 0; 2ð Þ 0! 0; 3ð Þ 7! 0; 4ð Þ 5
! 0; 5ð Þ 6! 0; 6ð Þ 3! 0; 7ð Þ

and so on.

Now consider, the DC coefficient of (0,0) block is dif-

ferent from DC coefficient of the same block of texture

localized watermark. The (0,0) block will be encoded with

the 5th rule as the key value 5 is assigned to (0,0) block.

The set of rules are as follows—

For assigned value ¼ 0=1 0; 1ð Þ  ð1; 0Þ þ ð1; 1Þ
1

For assigned value ¼ 2 1; 0ð Þ  ð0; 1Þ þ ð2; 0Þ
2

For assigned value ¼ 3 1; 1ð Þ  ð0; 2Þ þ ð1; 0Þ
3

For assigned value ¼ 4 0; 2ð Þ  ð0; 1Þ þ ð1; 1Þ
4

For assigned value ¼ 5 2; 0ð Þ  0; 1ð Þ þ 1; 0ð Þ
5

For assigned value ¼ 6 1; 2ð Þ  ð0; 1Þ þ ð2; 1Þ
6

For assigned value ¼ 7 2; 1ð Þ  ð1; 2Þ þ ð1; 0Þ
7

The following key-frame block analysis illustrates the

encoding technique—

Let us assume that, block (6, 6) is such a block where

DC value of the block is different in texture localized

watermark and key-frame i.e., the block contains water-

mark information.

The luminance of aforesaid block be as follows—

166 192 160 119 94 73 43 27

194 190 139 100 67 44 33 26

189 157 115 81 47 30 30 26

162 122 93 55 35 33 31 25

127 101 70 38 34 34 27 24

113 79 44 30 32 32 27 25

93 49 28 30 30 28 28 29

62 28 32 37 32 26 27 31

After performing FDCT the coefficients are as

follows—

- 483 295 87 30 4 2 1 0

206 154 - 7 - 24 - 30 - 16 - 10 - 5

26 - 21 - 46 - 14 0 - 5 - 5 - 4

11 - 9 - 14 8 - 13 - 15 - 2 - 2

- 1 - 20 - 22 - 8 - 10 - 2 7 3

1 - 6 - 1 5 2 5 3 0

1 - 3 - 6 - 2 0 0 0 0

- 1 - 2 - 3 - 2 1 - 1 - 1 0

Say the key value 2 is assigned for (6, 6), so according

to our framework the values of coefficient (0, 1) and (2, 0)

will be summed up and divided by the value 2. The

resultant value will substitute the value of coefficient (1, 0).

The following equation is used to perform the operation—

DC 0,1 0,2 

1,0 1,1

2,0

1,2 

2,1

Fig. 9 Low frequency coefficients of 8 9 8 block
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For assigned value ¼ 2 1; 0ð Þ  ð0; 1Þ þ ð2; 0Þ
2

1; 0ð Þ  295þ 26

2
¼ 160:5

After the encoding the watermarked block the coeffi-

cients are as follows —

- 483 295 87 30 4 2 1 0

160.5 154 - 7 - 24 - 30 - 16 - 10 - 5

26 - 21 - 46 - 14 0 - 5 - 5 - 4

11 - 9 - 14 8 - 13 - 15 - 2 - 2

- 1 - 20 - 22 - 8 - 10 - 2 7 3

1 - 6 - 1 5 2 5 3 0

1 - 3 - 6 - 2 0 0 0 0

- 1 - 2 - 3 - 2 1 - 1 - 1 0

Modified: (1, 0) = 160.5

4.6 IDCT—step 6

Inverse DCT needed to be performed on individual blocks

after encoding; IDCT will be done according to Eq. 5 [20].

pixel x; yð Þ ¼ C ið ÞC jð Þ
XN�1

x¼0

XN�1

y¼0

DCT i; jð Þ

cos
2xþ 1ð Þip

2N

� �
cos

2yþ 1ð Þjp
2N

� � ð5Þ

where

C ið Þ;C jð Þ ¼

ffiffiffiffi
1

N

r
for i; j ¼ 0

ffiffiffiffi
2

N

r
for i; j ¼ 1; 2; 3. . .N � 1

8
>><

>>:

The Luminance of watermarked block (6, 6) will be as

follows—

158 184 152 112 86 65 35 19

187 183 133 93 60 38 27 19

184 153 111 77 43 26 26 21

160 120 92 53 33 32 29 23

128 103 72 39 36 35 29 26

118 84 49 35 36 37 32 30

100 56 35 37 36 35 35 36

69 36 39 45 40 34 35 39

4.7 Color space re-transformation—step 7

Finally the watermarked key-frame will be obtained by

transforming from YCbCr color space to RGB color space

using Eq. 6 [14]. Figure 10 shows the final watermarked

key-frame.

R

G

B

0
@

1
A ¼

1 0 1:13983

1 �0:39465 �0:58060

1 2:03211 0

0
@

1
A�

Y

Cb

Cr

0
@

1
A ð6Þ

All the watermarked key-frames along with the un-wa-

termarked frames of the video sequence will be collabo-

rated in the order of their appearance to form

uncompressed watermarked video sequence.

5 Watermark extraction framework

At the extraction end, the watermarked key-frames will be

extracted from the watermarked video sequence through the

proposed ‘‘video bookmark’’ algorithm. The steps of pro-

posed watermark extraction algorithm are described below:

Input: watermarked key-frame, secret key-1, secret

key-2

Output: watermark

5.1 Color space transformation—step 1

The watermarked key-frame will be transformed from RGB

color space to YCbCr color space using Eq. 3 and only Y

part is taken for consideration. Figure 11a and b show the

watermarked key-frame in RGB space and luminance part

(Y) of watermarked key-frame, respectively.

5.2 DCT of luminance of watermarked key frame—

step 2

Watermarked key-frame is divided into 8 9 8 non-over-

lapping blocks and forward DCT is performed on the Y

Fig. 10 Watermarked key-frame
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part of watermarked key-frame for all such blocks using

Eq. 4.

5.3 Decoding—step 3

Each block is examined thoroughly after applying Secret

key-2 (obtained by repeating Secret key-1 for 16 times)

that is used at the time of encoding. A particular block is

considered to be watermarked if a particular low frequency

coefficient (derived from Secret key-2) holds the frequency

of scaled average of other two low frequency coefficients

(derived from Secret key-2). The following example is

provided to illustrate the decoding technique. The block (6,

6) is taken to examine it is watermarked or not. After

performing FDCT the coefficients are as follows—

- 483 295 87 30 3 2 1 0

161 154 - 8 - 24 - 30 - 16 - 10 - 5

26 - 21 - 46 - 14 0 - 5 - 5 - 5

11 - 9 - 13 8 - 13 - 15 - 2 - 2

- 2 - 20 - 22 - 8 - 10 - 2 7 3

1 - 6 - 1 5 2 5 3 0

1 - 3 - 6 - 2 0 0 0 0

0 - 2 - 3 - 2 1 - 1 - 2 0

Same assigned secret key value 2 that is used at the time

of encoding is applied. According to our framework fol-

lowing calculation is performed—

For assigned value = 2,

1; 0ð Þ ¼ ð0; 1Þ þ ð2; 0Þ
2

¼ 295þ 26

2
¼ 160:5� d

where, ‘d’ is a marginal threshold.

Here the block (6, 6) is considered as watermarked

block because the scaled average of coefficients (0, 1) and

(2, 0) (i.e., 160.5 ? 0.5 = 161 where, d =?0.5) is found at

coefficient (1, 0).

5.4 Frequency substitution—step 4

The frequency of DC coefficient of a watermarked block is

substituted by very high frequency (e.g. 2000) and the

frequency of DC coefficient of an un-watermarked block is

substituted with very low frequency (e.g. - 2000). DC

coefficients are holding the most significant information of

every DCT block and as binary watermark is considered in

current context, substituted DC frequencies will be good

enough to reconstruct the binary watermark. After high

frequency substitution at DC coefficient, the block (6, 6) is

as follows—

2000 295 87 30 3 2 1 0

161 154 - 8 - 24 - 30 - 16 - 10 - 5

26 - 21 - 46 - 14 0 - 5 - 5 - 5

11 - 9 - 13 8 - 13 - 15 - 2 - 2

- 2 - 20 - 22 - 8 - 10 - 2 7 3

1 - 6 - 1 5 2 5 3 0

1 - 3 - 6 - 2 0 0 0 0

0 - 2 - 3 - 2 1 - 1 - 2 0

After low frequency substitution at DC coefficient, an

unwatermarked block say (1, 1) is as follows—

- 2000 - 51 16 3 0 0 1 - 1

- 151 - 30 - 17 - 15 - 1 - 2 - 4 2

- 160 - 58 46 - 1 1 - 5 3 0

- 77 101 - 35 - 18 - 7 - 6 - 1 3

20 - 99 - 50 25 1 6 2 3

- 36 - 14 46 18 10 4 2 0

12 9 16 17 0 1 0 0

3 14 24 - 10 - 4 0 1 1

Fig. 11 a RGB of watermarked

key-frame, b Y part of

watermarked key-frame
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5.5 IDCT—step 5

Inverse DCT is performed using Eq. 5 to obtain the

scrambled watermark in spatial form. Figure 12 shows the

extracted watermark in scrambled form.

5.6 Descrambling—step 6

Same Secret key-1 that is used at the time of scrambling

the watermark is applied to descramble the extracted

watermark to obtain it in its original form. Figure 13 shows

the final extracted watermark after descrambling.

6 Resultset analysis

We have executed our ‘‘video bookmark’’ algorithm on

thousand of video stream of different nature and variety of

length because samples taken from different type of video

will posses different characteristics, like—the first video

sample ‘‘Cast Away’’ is a Hollywood movie that is of 16:9

aspect ratio and has 24 fps. In this video new scene arrives

due to possible camera movements whereas the second

sample taken is a popular cartoon ‘‘Tom and Jerry’’ that is

of 4:3 aspect ratio and has 15 fps. In this sample mostly

new scene arrives as cut to next scene rather than camera

movements. Third sample is from a ‘‘Copa America’’

football match where the scene duration is long with rapid

camera movements. The last sample is news from

‘‘NDTV’’ that has long scenes with minimum camera

movements. Considering all these samples our algorithm is

proven its excellence. Table 1 is provided in this regard

where TNF and KF mean total no. of frames and key-

frame, respectively.

A comparative study of our algorithm with some exist-

ing algorithm has also been made and for each algorithm

some important characteristics are reported hereinafter at

Table 2.

The leading features of proposed watermarking frame-

work are stated below:

• Frequency domain watermarking offers more robust-

ness than spatial domain.

• Using luminance component (Y) for watermark embed-

ding makes the framework more robust because, human

visual system is more sensitive to luminance than the

chrominance and that’s why most filter based attack

does not involve the luminance as such. The luminance

part is also not down-sampled in compression algo-

rithms [19]. Therefore, the watermark can still be

extracted in recognizable form even after performing

filter based attacks or compression.

• Considering low frequency coefficients of individual

DCT blocks of the luminance part (Y) of key-frames

for embedding watermark information resist the effect

of different compression techniques. Different com-

pression algorithms discarded the high frequencies at

the time of quantization and low frequencies are not

modified as such because, they carry significant infor-

mation. So, watermark information can be retrieved

Fig. 12 Extracted scrambled

watermark

Fig. 13 Descrambled

watermark

Table 1 Analysis of extraction

of key-frames for different

video type varying in length

Video name Video length (s) Video type Aspect ratio fps TNF KF

Cast away 35 Movie 16:9 24 840 9

Tom and Jerry 10 Cartoon 4:3 15 150 11

Copa America 25 Sports (single take) 4:3 24 600 3

NDTV 15 News 4:3 20 300 8

Table 2 Comparative study of

algorithms
Characteristic ATS [7] FR [7] PME [9] Video bookmark

Automatic key frame selection No No Yes Yes

Variable no. of key frames Yes Yes Yes No

Requires motion vectors No No Yes No

Uses an optimization algorithm No Yes No No

Shot length sensitivity Yes Yes Yes No
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from low frequency coefficients even after higher level

of compression.

• There is no fixed block (8 9 8 DCT block) for

embedding watermark information. The watermark

embedding blocks are identified depending on the

watermark itself. That employs additional robustness to

the framework against re-watermarking. It empowers

the owner to extract the watermark if the watermarked

key-frame is re-watermarked with a different logo by

any counterfeiter.

• Security is well considered in the proposed framework.

Two secret keys are used—the first one is used to

scramble the watermark before embedding. And the

second one is used to identify one of seven low

frequency coefficients within an 8 9 8 DCT block for

watermark encoding. Without knowing these two secret

keys a counterfeiter will not be able to extract the

watermark.

• The extraction algorithm is blind that means, neither

the key-frames nor the watermark is required at

decoding end.

The perceptual invisibility of watermark to HVS is

established with PSNR. It is most commonly used as a

measure of quality of watermarked content and could be

defined via root mean square error (RMSE) as described in

Eq. 7 [21, 22]. Detailed experiment has been carried out

and we have achieved a set of nice PSNR values which are

more than 70 dB. Hence no difference between host and

watermarked key-frame can be noticed in bare eyes.

Table 3 is provided in this regard.

PSNR ¼ 20 log10

MAX

RMSE

� �
ð7Þ

If a pixel in the key-frame is defined as Y (i,j) and that in

the watermarked key-frame is defined as y (i,j), then the

root mean square error (RMSE) of the watermarked key-

frame is computed with Eq. 8 [23] [24].

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPM�1
i¼0

PN�1
j¼0 ½Yði;jÞ � yði;jÞ�2

M � N

s

ð8Þ

The quantitive similarity measurement between the

referenced watermark and extracted watermark is com-

puted by normalized correlation (nc). The nc calculation is

done with Eq. 9 [25].

nc ¼
PP

ðIw i½ � j½ � � Io½i�½j�ÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPP
ðIw i½ � j½ � � Io½i�½j�Þ2

q ð9Þ

The proposed watermarking framework is being tested

on a number of video frames with different binary water-

marks. But it is observed that the watermark is sustained

and extracted well. Some of the tested results are reported

at Table 4.

Experimental analysis has also been carried out against

different attacks on watermarked frames. A comparative

study is given below with the proposed watermarking

algorithm and the most efficient DCT based watermarking

method of recent days proposed by Lin et al.

7 Conclusion

Detailed experiment has been carried out and found that the

proposed ‘‘video bookmark’’ algorithm is able to extract

key-frames efficiently from different type of videos vary-

ing in length and resolution by analyzing mean boundary

luminosity of video frames. A DCT based invisible

watermarking framework is also being proposed. The

watermark is embedded in the low frequency coefficients

of the luminance of key-frames. Embedded watermark can

be extracted even after higher degree of compression and

filter based attacks. Another leading aspect of the proposed

framework is, the blocks selected in the key-frame for

embedding watermark are function of the watermark itself.

The watermark extraction framework is blind that guar-

antees except the pair of secret keys nothing are needed.
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