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Abstract
The basin of Oum Er Rbia River (Morocco) has been greatly affected by water-related erosion leading to loss of soils, land 
degradation, and deposits of sediment in dams. With this motivation, we estimated the soil erosion vulnerability using three 
machine learning (ML) techniques, namely random forest (RF), k-nearest neighbor (kNN), and extreme gradient boosting 
(XGBoost). From a total of 3034 known soil erosion locations, identified from google earth and other data archives and 
published works, 80% were used for soil erosion model training, with the remaining 20% used for model testing. The Boruta 
algorithm identified 17 most relevant environmental and geological factors, selected as the main contributors for modeling 
the soil erosion by water. The performance of the ML models was evaluated based on sensitivity, specificity, precision, and 
the Kappa coefficient. This evaluation revealed that RF, kNN and XGBoost are very good to excellent models for water-based 
soil erosion prediction in the study area. Soil erosion susceptibility (SES) maps were generated for all models, compared, 
and subsequently validated using the receiver-operating characteristic (ROC) curves and area under the curve (AUC). 
According to ROC results, all derived maps are reliably good predictors of potential soil erosion rates by water. The AUC 
values attest that all models performed comparably well, with very high accuracies, although RF had a better predictive per-
formance (AUC = 92%) than the others (kNN AUC = 90%, XGBoost AUC = 91%). Hence, the methodology adopted in this 
study, based on ML algorithms, can be a helpful tool for soil erosion modeling and mapping in similar settings elsewhere. 
Moreover, our results provide beneficial information for decision-makers to propose appropriate measures to avoid soil loss 
in the Oum Er Rbia Basin.

Keywords  Soil erosion modeling · Geo-environmental factors · Machine learning · Accuracy analysis · Susceptibility 
mapping · Oum Er Rbia Basin

1  Introduction

Soil erosion is one of the main causes of soil degradation 
worldwide, principally in mountainous regions, and poses 
a major threat to global food security and environmental 
sustainability (Rodrigo Comino et al. 2016). Soil erosion 
is a natural process caused by weathering and precipitation 
(Ionita et al. 2015; Pal et al. 2020; Poesen et al. 1996). How-
ever, it is also accelerated by human activities such as urban-
ization, agriculture practices, pasturage, and deforestation 
(El Jazouli et al. 2019b; Esa et al. 2018; Ionita et al. 2015). 
Therefore, implementing efficient preventive measures and 
strategies for managing and reducing the soil erosion haz-
ard needs an appropriate assessment of its potential causes. 
Thus, it is crucially important to assess soil erosion status, 
evaluate the potential risks to soil and ecosystems safety 
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and human health, and identify the factors that control soil 
erosion.

Numerous studies have been conducted to model and map 
erosion susceptibility through various techniques in the last 
2 decades. Some hazard studies demonstrated the efficiency 
of remote sensing and Geographic Information System 
(GIS) (Barakat et al. 2019; El Jazouli et al. 2017, 2019a; 
Mohan et al. 2021; Parajuli et al. 2020; Sansare and Mhaske 
2020). Combining these two techniques became widely used 
to assess, control, and predict soil erosion; they facilitate the 
extraction of enormous quantities of information about the 
factors that favor water-based erosion of soil. These factors 
can then be compiled and analyzed to map the soil vulner-
ability risk of a given region (Sansare and Mhaske 2020; 
Sarkar et al. 2020; Senanayake et al. 2020).

Many researchers also developed various models for eval-
uating soil erosion vulnerability and mapping those areas 
with high erosion risks. When integrated with geo-infor-
matics, these models have been successively implemented 
to determine the various sets of conditions that control soil 
erosion and land degradation (Cabral et al. 2018; Jarrah et al. 
2020; Puente et al. 2019). They are classified into empirical, 
physical, and conceptual categories with regional prediction 
capabilities. The most commonly used empirical soil erosion 
models are the Universal Soil Loss Equation (USLE) and 
its updated version, the Revised Universal Soil Loss Equa-
tion (Wischmeier and Smith 1978) developed for sheet and 
rill erosion in specific lands. Among the physically based 
models, the Water Erosion Prediction Project (WEPP) and 
Soil and Water Assessment Tool (SWAT) were developed 
to evaluate the impact of land use in a given watershed, pre-
dict soil erosion, and simulate sediment delivery and run-
off processes (De Jong et al. 1999; Flanagan and Nearing 
1995; Laflen et al. 1997). Taking a position between the 
physical and empirical models, the conceptual models are 
used to evaluate the qualitative and quantitative impacts of 
land use dynamics on erosion and sediment yield without 
the detailed information provided by high-resolution spa-
tially and temporally distributed input data (Merritt et al. 
2003). Nevertheless, most studies report that the utility of 
this model, or any other erosion model type, is constrained 
by the limits in our understanding of soil erosion processes 
and causes (Croke and Mockler 2001; Merritt et al. 2003). 
Furthermore, most of these models suffer from low predic-
tive accuracy of gully erosion susceptibility (Conforti et al. 
2011; Rahmati et al. 2016).

In recent years, several machine learning (ML) 
approaches have been adopted as an alternative tool to deal 
with the multivariate and complex nature of soil erosion haz-
ards (Arabameri et al. 2020b; Gayen et al. 2019; Pourgha-
semi et al. 2017; Rahmati et al. 2017; Vu Dinh et al. 2021). 
ML approaches are automatic methods that analyze histori-
cal data to establish an analytical model for predicting soil 

erosion (Aggarwal 2018; Conoscenti et al. 2018; Kavzo-
glu et al. 2019; Saha et al. 2020; Vu et al. 2020). Recently, 
some ML methods, such as support vector machine (SVM) 
(Dinh et al. 2021; Meshram et al. 2020; Vu Dinh et al. 
2021), random forest (RF) (Madarász et al. 2021; Paul et al. 
2021), artificial neural networks (ANNs) (Gholami et al. 
2021), k-nearest neighbor (kNN) (Abu El-Magd et al. 2021; 
Pacheco et al. 2021; Zhang et al. 2018) and extreme gradient 
boosting (XGBoost) (Arabameri et al. 2021; Li et al. 2020), 
became popular tools for interpreting remote sensing images 
and for analyzing soil erosion susceptibility.

In Morocco, soil erosion is one of the primary natural 
hazards threatening soil functions and quality. Overall, 90% 
of the territory is subject to a desertification process that is 
especially pronounced due to the arid climate and the soils 
being vulnerable to erosion (Ghanam 2003). Indeed, the 
increased exposure to water-based erosion is significantly 
associated with changes in land use because of agricultural 
practices, deforestation, and overgrazing. Numerous studies 
have been conducted to measure water-related soil erosion, 
and these have recorded that mountain regions such as the 
current study area are the most vulnerable areas. Soil erosion 
has been investigated using several quantitative models com-
bined with remote sensing and GIS environment (Brahim 
et al., 2020; El Jazouli et al. 2017, 2019b; El Mouatassime 
et al. 2019; Elaloui et al. 2017; Meliho et al. 2020). How-
ever, qualitative modeling methods are less frequently 
applied to evaluate soil erosivity by water. Thus, the present 
study explored the potential of three machine learning mod-
els, namely RF, kNN, and XGBoost, integrated with RS and 
GIS techniques to map the Soil Erosion Susceptibility (SES) 
in the Oum Er Rbia basin. To date, there are still no research 
studies of this area in the literature that are based on these 
ML approaches and their comparison.

2 � Methods

2.1 � Study Area

The present study was conducted in the Oum Er Rbia River 
Basin upstream of the dam El Massira, located between 
31º00′ and 33º00′ N latitude and 5º00′ to 9º50′ W longitude 
(Fig. 1). It has an approximate surface area of 29,801 km2 
and has an irregular elevation varying between 257 (around 
El Massira dam) to 4008 m.a.s.l (top, Central high Atlas 
Mountain). Due to the topography, the study area is open 
and exposed to erosion by surface runoff that can affect soil 
function and cause silting of dams in the Oum Er Rbia river 
system (Barakat et al. 2016, 2018; El Jazouli et al. 2017, 
2019a). The soils are composed of different types, includ-
ing Lithosols, Xerosols, Kastanozems, Luvisols, Rendzinas, 
Cambisols, Phaeozems, Regosols, and Gleyic Solonchaks. 
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The basin experiences an arid or semi-arid climate with 
annual mean rainfall ranging from 1100 mm in the furthest 
upstream part of the basin to 300 mm in the downstream 
part. The average minimum and maximum temperatures var-
ies from 10° to 50 °C. Hydrologically, the basin constitutes 
an extensive water reservoir due to its complex hydrologi-
cal system. It is drained by the Oum Er Rbia River and its 
main tributaries of Oued Srou, Oued El Abid, and Tasaaout. 
Cropland and arboriculture are the dominant land uses in 
this region. However, the forest canopy covers a large area 
on the mountain slopes. The primary economic activity in 
the study area is agriculture. The two common agricultural 
activities are crop cultivation and grazing. The conversion of 
land from forest to agriculture in the study area, combined 
with climate change factors, promotes land degradation 
processes, including water-based erosion and landslides (El 
Jazouli et al. 2019a, 2020).

2.2 � Materials and Methodology

2.2.1 � Methodology

The methodology adopted in the present study for evaluating 
the soil erosion rate in the Oum Er Rbia basin upstream of 

the El Massira Dam is shown in Fig. 2. It included the fol-
lowing steps: (a) extraction of soil erosion and non-erosion 
sites using different sources, and randomly dividing them 
into two groups; one for training and the other for validation; 
(b) preparation using different sources of factors that poten-
tially control soil erosion by water; (c) exploration using the 
Boruta algorithm to select the most effective factors in the 
modeling; (d) calibration and validation of the kNN, RF, 
XGBoost ML models; (e) preparation of the SES maps; (f) 
validation using the ROC curve by calculating the area under 
the under curve (AUC); (g) comparison of the models and 
the SES maps based on their validation results.

2.2.2 � Data Acquisition and Preparation

To prepare the thematic layers of factors (e.g., geomorpho-
logical, hydrological, soil properties, and LULC change) that 
might possibly control the soil erosion, the following data-
base was collected from various sources, as listed in Table 1.

2.2.3 � Erosion Data

The erosion location map is essential to making spatial pre-
dictions with various predictive models and has been treated 

Fig. 1   Location of the study area
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as a dependent variable in this field of study (Saha et al., 
2020). The locations of eroded and non-eroded areas are 
utilized to model the soil erosion susceptibility by consider-
ing the occurrence and non-occurrence of erosion (Mosavi 
et al. 2020). The identified soil erosion occurrences included 
various forms of water-based erosion, such as rill erosion 
and gully erosion.

They were identified from field observations, Google 
Earth images, and the literature (El Jazouli et al. 2017, 

2019a; Elaloui et al. 2017). The recorded soil erosion 
sites showed various types of water-based erosion, includ-
ing rill and gully erosion (Fig. 1). 1517 soil erosion inven-
toried sites and 1517 soil non-erosion sites inventoried 
were used to formulate the models and then to validate the 
soil erosion susceptibility maps obtained by all models.

Altitude

TWI

Factors Erosion dataset

Training (80%) Testing (20%)

Model calibration

Mapping of erosion susceptibility by different models

Model validation (Accuracy, kaapa, Sensitivity, Specificity)

Comparison between different machine learning models

Importance of pertinent factors 
using 'Boruta

Selection of important factors 
in the modeling

KNN, RF, XGBOOST

Validation of the maps by the dataset using 
ROC-AUC

Slope

Aspect 

Profile 
curvature

Plan curvature

Rainfall

SPI

Distance to 
river

Distance to road

Drainage 
Density

Road Density

Lithology

LULC

NDVI

OCS

Soil type

Fig. 2   Flow chart of the methodology used to provide water erosion susceptibility maps
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2.2.4 � Soil Erosion Influence Factors

They knew that selecting effective erosion conditioning 
parameters is essential to identify areas prone to soil ero-
sion by water. A literature review (Arabameri et al. 2019a; 
Garosi et al. 2019a; Rahmati et al. 2017; Sajedi-Hosseini 
et al. 2018) was conducted to select independent (predictor) 
factors that were considered as candidates to predict the spa-
tial distribution of water-based erosion. In addition, the com-
ponents of the ML models, as reported in some published 
works (El Jazouli et al. 2019b; Rahmati et al. 2017; Sajedi-
Hosseini et al. 2018), and any existing data for this study 
area were utilized. A total of 17 effective factors, classified 
as topography, hydro-climate, geology, land cover, and soil 
properties, were finally considered to model soil erosion and 
generate the erosion susceptibility map in the Oum Er Rbia 
basin. The selected factors are briefly described hereafter.

2.2.5 � Topographic Factors

Regarded as variables that mainly influence the soil ero-
sion rate (Garosi et al. 2019a; Gómez-Gutiérrez et al. 2015; 
Sajedi-Hosseini et al. 2018), topographic parameters includ-
ing elevation, slope, aspect, plan curvature, and profile cur-
vature were used in the current research on soil erosion mod-
eling. A digital elevation model (DEM) with a cell size of 
30 × 30 m was employed to prepare this set of topographic 
variables.

Elevation that significantly affects precipitation, and the 
associated runoff, is widely used in geohazard modeling 
such as water-based erosion (Conoscenti et al. 2013). For 
example, Zabihi et al. (2018) reported that elevation is one 
of the significant explanatory variables in gully erosion 
susceptibility assessment. The elevations in the watershed 
ranged from 257 to 4008 m (Fig. 3a).

Slope has always been used as one of the main factors 
for soil erosion mapping since it largely determines sur-
face runoff, infiltration, drainage density pattern, and soil 
erosion (Arabameri et al. 2020a; Chakrabortty et al. 2020; 
Conforti et al. 2011). In the study area, slopes vary between 
0 and 75.49° (Fig. 3b). Aspect is also considered in this 

study because it plays an essential role in controlling some 
climatic parameters such as sun and wind exposure (dry or 
wet), precipitation intensity, and soil moisture (Conforti 
et al. 2014; Lucà et al. 2011). The generated aspect map of 
the study area is presented in Fig. 3c.

The map of the plan curvature produced is shown in 
Fig. 3e. The positive values on the plan curvature map indi-
cate that the surface is convex laterally to this cell, while the 
negative values mean that the surface is concave laterally. A 
value of zero indicates a flat surface. The profile curvature 
map of the study area was also generated, as presented in 
Fig. 3f. A positive value means that the surface is concave 
upwards within this cell. A negative value means that the 
surface is convex upwards within this cell, so that the flow 
will be decelerated. A value of zero indicates a flat surface.

2.2.6 � Hydroclimatic Factors

Seven hydro-climatic factors controlling soil erosion were 
chosen: rainfall, drainage density, stream power index (SPI), 
topographic wetness index (TWI), distance from rivers, road 
density, and distance to roads.

Rainfall is one of the major factors in water-based ero-
sion. Data from meteorological stations and satellite-based 
PERSIANN-CCS were used to prepare the rainfall map of 
the study area by applying inverse distance weighting (IDW) 
interpolation in a GIS environment. The annual rainfall in 
the study area varied between 186 and 784 mm.

The drainage density representing the length of all the riv-
ers in the watershed is one of the more important factors and 
is widely used to model soil erosion by water. The drainage 
density in watersheds indicates the resistance to the surface 
and deep soil erosion. It is low because the deep soil layers 
have high permeability and the soil surface is well vegetated. 
Conversely, in areas where the deep soil layers are imper-
meable, and the soil surface is bare, the drainage density is 
high, indicating that runoff discharges rapidly, resulting in 
a higher erosion risk (Arabameri et al. 2020a; Conoscenti 
et al. 2014; Lucà et al. 2011; Mosavi et al. 2020). The drain-
age density map showed density values ranging from 0 to 
more than 0.48 km−1 (Fig. 3h).

Table 1   Data sources Data types Sources Scale Year

ASTER DEM Earthexplor.usgs.gov 30 × 30 2014
Landsat 8OLI/TIRS Earthexplor.usgs.gov 30 × 30 2018
Rainfall Oum Er Rbia Hydraulic Basin Agency,

PERSIANN-Cloud Classification System (PERSIANN-CCS)
4 km × 4 km 2018

Geological map Geological Survey, Ministry of Moroccan Ministry of Energy, 
Mines, Water and the Environment

1/100000 1985

Soil type map http://​www.​fao.​org/ 1/5000000 2007
Organic carbon stock https://​soilg​rids.​org/ 250 × 250 2020

http://www.fao.org/
https://soilgrids.org/
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Fig. 3   Controlling factors: (a) DEM, (b) slope, (c) aspect, (d) rainfall, (e) plan curvature, (f) profile curvature, (g) road density, (h) drainage den-
sity, (i) distance from road, (j) distance from river, (k) SPI, (l) TWI, (m) NDVI, (n) LILC, (o) lithology, (p) soil type, and (q) OCS



157Mapping of Water‑Induced Soil Erosion Using Machine Learning Models: A Case Study of Oum Er Rbia…

1 3Published in partnership with CECCR at King Abdulaziz University

Fig. 3   (continued)
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Fig. 3   (continued)
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The SPI index, extensively used in assessments of soil 
loss, measures the degree of soil erosion by water flow and 
surface runoff (Moore et al. 1991). SPI was calculated in 
GIS environment using the following equation:

where As and β are upstream contributing area (m2) and 
slope angle (in degrees), respectively. The spatial distribu-
tion map of SPI was prepared and revealed SPI values vary-
ing between 0 and 18,690 (Fig. 3k).

The TWI index is commonly employed with the SPI 
to predict the erosion-prone area. TWI indicates the topo-
graphic influence on the spatial distribution of saturated run-
off source areas. It is calculated according to the following 
equation (Moore et al. 1991):

The TWI map prepared showed a TWI value range of 
2–24 (Fig. 3l).

The distance from rivers represents an important param-
eter in predicting erosion susceptibility, because the drain-
age system decreases slope stability by erosion. The map 
shown in Fig. 3j indicates that the distance from rivers varies 
between 0 and 18,690 m. Generally, areas close to the river 
or stream (0–50 m) will be the most sensitive to erosion and 
most prone to flooding (Nekhay et al. 2009).

The density and distance from roads also contribute to 
soil erosion on the road because they can cause changes in 
the slope and in hydrology and drainage, leading to the slope 
equilibrium, and consequently promote erosion (Ayalew and 
Yamagishi 2005; Du et al. 2017; El Jazouli et al. 2019a; 

(1)SPI = Astanβ

(2)TWI = ln

(

As

tanβ

)

Nyssen et al. 2002). Figure 3h, i represents the maps gener-
ated for road density and distance from roads.

2.2.7 � Geological Factors

Two important geological factors affect erosion: lithology 
and soil type (Mosavi et al. 2020).

The lithological units in the study area were digitized 
based on an available 1:1,000,000-scale geological map of 
Morocco. The lithological units used in this study are pro-
vided in Fig. 3o and Table 2.

Soil type and surface are also primary factors controlling 
soil erosion (Mosavi et al. 2020). Figure 3p presents the soil 
types in the study area (Table 3).

Soil properties are widely useful to map erosion. Garosi 
et al. (2019b) used soil properties and mentioned that soil 
organic carbon (SOC) greatly influences the soil erosion. 
The SOC map of the study area was constructed based on 
Soil Grids 250 m data downloaded via http://​soilg​rids.​org 
(Fig. 3q). The SOC values varied from 0 to 64 T/ha at a 
depth of 0–30 cm.

Table 2   Lithology of the study area

Code Description Code Description

1 Alluvium 17 Lacustrine facies
2 Current alluvium 18 Lacustrine or palustrine facies
3 Modern alluvium and silty colluvium 19 Schisto-volcanic facies
4 Clay, red marl, sandstone 20 Lake or marsh formations
5 Altered Basalt 21 Sandstone
7 Calcareous 22 Sandstone, sandstone pelites, siltstones, conglomerates
8 Beige limestone with flint, brown sand, phosphate 23 Sandstone with pelitic intercalations
9 White saccharoid limestone 24 Marls, massive Dolomites, in platelets
10 White to beige limestone, Marls 25 Miocene or Mio-Pliocene continental
11 Meso-dolomitic limestones, marls 26 Phosphate: sandstone sands, and white
12 Conglomerates 27 Quartzites, quartzite schists, metaconglomerates
13 Limestone ledges 28 Rhyolites, dacites, latites and trachy-andesites
14 Diorites and gabbros of the central high atlas 29 Shale
15 Red detrital facies 30 Olistolite zone
16 Red detritic facies, phosphate, Conglomerates 31 Phosphate facies

Table 3   Soil types in the study area

Code Description Code Description

1 Lithosols 7 Calcic Cambisols
2 Calcic Xerosols 8 Luvic Phaeozems
3 Kastaznozems 9 Eutric Regosols
4 Calcic Kastanozems 10 Gleyic Solonchaks
5 Chromic Luvisols 11 Water
6 Rendzinas

http://soilgrids.org
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2.2.8 � Land Use/Land Cover Factors

Land cover factors such as normalized difference vegeta-
tion index (NDVI), and land use, are also important for 
stimulating soil erosion processes.

Vegetation cover plays a positive role in protecting 
landscapes from erosion (Sajedi-Hosseini et al. 2018). 
Therefore, NDVI is commonly used to describe the vegeta-
tion characteristics and consequently the resistance force 
to topsoil erosion. It is calculated as expressed in the fol-
lowing equation:

NIR and Red are the near-infrared and red regions of 
spectral reflectance, respectively. In this study, Landsat 
8 OLI/TIRS (Operational Land Imager/Thermal Infrared 
Sensor) imagery from July 2019 (2019–07-18, 2019–07-
18, 2019–07-19, 2019–07-19) was used to calculate 
NDVI. The NDVI map generated was divided into three 
classes, namely bare soil (NDVI < 0.2), poor vegetation 
(0.2 < NDVI < 0.5), and dense vegetation (NDVI > 0.5), 
according to (Choubin et  al. 2017; Julien et  al. 2011) 
(Fig. 3m). NDVI values ranging from − 0.79 and 0.86 in 
the study area reveal that the existing classes in the Oum 
Er Rbia basin are water, soil, and vegetation.

Land use categories strongly influence soil erosion 
processes. In general, bare and sparsely vegetated areas 
experience faster erosion than forests, where vegetation 
cover greatly reduces the erosive action of surface runoff 
(Chen et al. 2018; Liu et al. 2018; Yang and Lu 2018). 
The land use of the study area was mapped from Landsat 
8 OLI images by a maximum likelihood algorithm using 
“ENVI” software. The land use map was created with six 
categories including bare soil, habitat, agriculture, forest, 
uncultivated land, and water (Fig. 3n). Most of the Oum 
Er Rbia watershed is bare soil.

2.3 � Soil Erosion Modeling

2.3.1 � Importance Assessment of Controlling Factors

After preparing the conditioning factors and before using 
the susceptibility models, it is necessary to identify a mini-
mum optimal set of factors that might be more useful as 
significant indicators of erosion. However, utilizing mul-
tiple conditioning factors has some disadvantages, such as 
slowing down the algorithms, and decreasing the accuracy 
when the number of variables is much higher than the opti-
mal number (Kohavi and John 1997; Kursa and Rudnicki 
2010). Therefore, selecting a small (possibly minimal) 

(3)NDVI =
NIR − Red

NIR + Red

set of factors (Nilsson et al. 2007), and giving the best 
possible classification results, became a desirable step 
in applying machine learning methods. Many algorithms 
have been developed for this purpose, particularly that of 
Boruta proposed by Kursa and Rudnicki (2010). Executed 
by the Boruta package in R, the Boruta algorithm uses a 
forest of random trees to measure the importance of the 
controlling variables and then determine variables statisti-
cally to keep.

In this study, a minimal-optimal set of controlling factors 
was selected using the Boruta variable selection method due 
to its unbiased selection ability, numerical stability, ability 
to account for interactions between variables, and ability to 
handle fluctuations related to importance measures (Mercier 
2017).

2.3.2 � Erosion Susceptibility Approaches

After preparation of the dependent variable (i.e., the inven-
tory map of erosion) and selection of the independent vari-
ables (controlling factors), three supervised ML algorithms: 
kNN (k-nearest neighbor), RF (random forest), and XGBoost 
(extreme gradient boosting), were used to map water-related 
soil erosion susceptibility in the Oum Er Rbia basin. The 
models were calibrated and tested on the data collected 
from different sources. To create training and testing sub-
sets, different ratios are applied in the literature to split the 
dataset, and the most common followed is the Pareto ratio 
of 80%:20% or sometimes 70%:30% or 90%:10% (Bui et al. 
2012; Vasu and Lee 2016). In this study, we opted for the 
common splitting ratio of 80:20, and two sets are randomly 
partitioned for the dataset: 80% of data is used in the train-
ing set, and the remainder of 20% is used for the testing 
set. Finally, the different models were implemented in the 
Rstudio environment using the R programming language.

2.3.2.1  RF  RF is a supervised ML, using a multivariate and 
nonparametric algorithm introduced by Breiman (2001). It 
is widely used for randomly generating a forest combining a 
group of decision trees, and often results in a more accurate 
and more reliable prediction (Goldblatt et al. 2016). The RF 
method is proven for soil erosion delineation (Arabameri 
et  al. 2019a; Lei et  al. 2020; Phinzi et  al. 2021). For the 
reasons stated above and for its efficiency when the number 
of observations relative to the predictor is small (Rodriguez-
Galiano et al. 2012), we employed it to map the soil erosion 
in the study area.

2.3.2.2  kNN  The kNN algorithm, developed in 1951 by Fix 
and Hodges (1989), is a supervised learning method that can 
be used for regression and classification. It is a useful non-
parametric statistical tool in data analysis (He and Wang, 
2007), as it identifies the class of each test data-point by 
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voting for its neighbor classes of training data. It belongs to 
the class of algorithms that can classify an unknown entity 
if we have data with specific properties (dependent variable) 
and the value of the relation (independent variable) (Mitch-
ell 1997).

XGBoost.
XGBoost, introduced by Chen and Guestrin (2016), 

is applied in this study because it represents state of the 
art within the machine learning community (Arabameri 
et al. 2021). This algorithm is based on classification trees 
(Breiman et al., 1984) and the gradient boosting frame-
work (Friedman 2001). XGBoost is a popular and scalable 
machine learning system used to boost the performance of 
classification trees. A classification tree typically establishes 
a set of rules to categorize each erosion case based on a set 
of predisposing factors in a graphical structure. The main 
explanation for the success of XGBoost is its scalability in 
all situations and its capability to handle sparse data (Chen 
et al. 2015; Gumus and Kiran 2017).

2.3.3 � Model Assessment

All ML models applied in this study were calibrated and 
evaluated based on training/calibration using 80% and vali-
dation using 20% of the available data to predict erosion-
prone occurrences and generate the soil erosion suscepti-
bility maps. The performance of the models was measured 
by employing sensitivity, specificity, the kappa coefficient, 
accuracy, and the receiver-operating characteristics (ROC) 
curve.

Sensitivity includes all pixels with erosion, correctly 
recognized as sensitive, while specificity includes all pix-
els without erosion, correctly recognized as non-sensitive 
(Garosi et al. 2019b). Precision represents the proportion of 
erosion occurrence and non-occurrence pixels correctly clas-
sified. These statistical indices were calculated as follows:

where VP represents true positives, VN true negatives, FP 
false positives, and FN false negatives.

The kappa coefficient represents the difference between 
actual observations and final model predictions. It was 
calculated using the likelihood of the model classification 
according to the following equations:

(4)Sensitivity =
VP

VP + FN

(5)Specif icity =
VN

VN + FP

(6)Precision =
VP + VN

VP + VN + FP + FN

where N is the total number of pixels in the map.
The performance of all models was represented as accu-

racy percentages.
The effectiveness of each ML model used to produce a 

SES map in the study area was determined by drawing the 
ROC curve and by evaluating their respective average area 
under curve (AUC) values (Swets 1988). The ROC curve 
represents the true positive rate or TPR (the sensitivity) 
versus the false-positive rate or FPR (1- specificity) for all 
possible thresholds. The shape of the ROC curves suggests 
that a model predictive performance is higher when the 
ROC curve is closer to the upper left corner (Garosi et al. 
2019b). The AUC indicates the overall performance of the 
models used in the prediction process (Pereira et al. 2012). 
The AUC is interpreted as the mean sensitivity value for 
all possible specificity values. According to (Yesilnacar and 
Topal 2005), the estimated AUC values vary between 0.50 
and 1.00. In terms of the computed AUC value, Garosi et al. 
(2019a) classified the predictive performance as accepta-
ble for AUC ≥ 0.7, excellent for AUC ≥ 0.8, or outstanding 
for AUC ≥ 0.9. The AUC is estimated from the following 
equation:

where VP is the true positive, VN is the true negative, and P 
and N represent the total number of pixels with and without 
gully erosion, respectively. Values closer to 1 indicate better 
performance in producing the SES prediction map.

3 � Results

3.1 � Factor Importance

The Boruta algorithm was used to select the effective fac-
tors controlling water-based soil erosion and determine 
each factor’s importance in the study area. As presented in 
Fig. 4, all 17 factors were confirmed as effective based on 
the Boruta algorithm; consequently, spatial modeling of the 
soil loss in the study area used all chosen factors. Accord-
ing to Fig. 5, showing the average importance analysis, SPI, 
NDVI, LULC, elevation, and slope were the most significant 

(7)Kappa =
Pobs − Pe

1 − Pe

(8)Pobs =
VP + VN

N

(9)

Pe =
((VP + FN) ∗ (VP + FP)) + ((FP + VN) ∗ (FN + VN))

N2

(10)AUC =
ΣVP + ΣVN

P + N
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factors, followed in descending order of importance by pre-
cipitation, soil types, lithology, distance from rivers, road 
density, SOC, and drainage density. In contrast, TWI, plan 
curvature, distance from roads, profile curvature, and aspect 
had the least impact on erosion.

3.2 � Model Calibration and Validation

After confirming the influence of all factors in SES and 
understanding the importance and relationship between 
the different erosion conditioning factors, the ML models 
employed to predict the spatial distribution of soil loss were 

built using the calibration dataset (80% of samples) and eval-
uated using the remaining 20%, as determined by accuracy 
measures (sensitivity, specificity, precision, Kappa) repre-
senting discrimination and reliability as different aspects of 
performance (Table 4).

As summarized in Table 4, the RF, kNN and XGBoost 
models showed high values of sensitivity (0.90, 0.87, and 
0.91, respectively) and specificity (0.90, 0.86, and 0.89, 
respectively). Based on ML model performance, many 
previous studies related to water-based soil erosion assess-
ment (Arabameri et al. 2021; Avand et al. 2019; Garosi et al. 
2019b; Gayen et al. 2019; Lei et al. 2020; Mosavi et al. 2020; 
Pourghasemi et al. 2020; Saha et al. 2020) reported a clas-
sification error rate of 0.15 to 0.35. The Kappa index of 
the ML models has values of 0.80, 0.73, and 0.80 for the 
RF, kNN, and XGBoost models, respectively, as illustrated 
in Table 4. Accuracy values of 0.87, 0.90, and 0.90 were 
obtained for the RF, XGBoost, and kNN models, respec-
tively. Based on the Kappa index and accuracy values, we 
may conclude that kNN, RF and XGBoost are very good to 
excellent models for water-based soil erosion prediction in 
the study area.

3.3 � Spatial Prediction of SES

After calibration, validation, and accuracy verification of 
all the models used (kNN, RF and XGBoost), soil erosion 
probability maps were produced and classified into very low, 
low, medium, and high levels according to the natural break 
classification method (Arabameri et al. 2021, 2019b, 2018; 
Garosi et al., 2019b; Gayen et al. 2019; Gianinetto et al. 
2020; Lei et al. 2020; Mosavi et al. 2020; Pourghasemi et al. 
2020; Rahmati et al. 2017). All model soil erosion suscepti-
bility maps reflected the probability of soil erosion by water 
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Fig. 4   Selection using Boruta Algorithm of the effective factors in 
modeling erosion susceptibility

Fig. 5   Importance of selected 
factors using Boruta algorithm.
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occurrence in each pixel of the whole studied basin. These 
maps identify the spatial distribution of ephemeral and per-
manent eroded areas and indicate the portions that do not 
show erosion evidence at present but are more susceptible 
to soil erosion in the future (Conoscenti et al. 2013; Garosi 
et al. 2019b).

The soil erosion susceptibility maps generated by the 
three models (Fig. 6a, b, c) show that the areas with high 
susceptibility to water-based erosion are located mainly in 
the southeast part, which contains a lot of broken and moun-
tainous terrain. In addition, the susceptibility maps show 
that the high and very high susceptibility classes are close 
to the drainage network. The areas with low to moderate 
sensitivity to soil erosion have a moderate elevation and are 
located along the northwestern and southwestern banks of 
the Oum Er Rbia River. The areas with very low erosion risk 
are located in the center parts of the watershed, characterized 
by a smoother topography.

Visual interpretation of the maps suggests that the results 
obtained for the three ML models are very close to each 
other, with clear differences in class superficies, particularly 
compared to the XGBoot model distribution. It can also be 
observed that the field erosion locations frequently coincided 
with the high susceptibility area for the present erosion mod-
eling results.

The map derived from the RF model shows that 50% 
(14,950.63 km2), 15% (4499.32 km2) and 10% (2917.63 km2) 
of the total area (29,802 km2) has very low, low, and moder-
ate erosion potential, respectively (Fig. 6a). The class with 
high risk occupies about 25% (7433.77 km2) of the total 
area (Table 5), and consists mostly of rugged mountainous 
terrain.

The map generated using kNN (Fig. 6b) shows that 15% 
(4412.86 km2) of the total studied basin is classified as hav-
ing high erosion risk. The very low, low, and moderate risk 
areas represented 51% (15,216.32 km2), 14% (4230.99 km2), 
and 20% (5941.18 km2) of the total watershed area, respec-
tively (Table 5).

The map developed using the XGBoost model shown in 
Fig. 6c shows that 11% (3398.22 km2) of the whole basin is 
susceptible to severe soil erosion and is located mainly on 
steep slopes or/and on the upland areas, near the drainage 
system. The areas classified as having very low, low, and 
moderate soil erosion susceptibility occupy, respectively, 
about 68% (20,392.28 km2), 10% (3100.48 km2), and 11% 
(3398.22 km2) of the whole basin, as summarized in Table 5. 
The closeness of these percentages does not necessarily 
mean similar spatial distributions in the basin.

ROC and AUC tools were applied to validate the soil ero-
sion susceptibility maps derived from all prediction models 
(Fig. 7). According to Fig. 7, the AUC curve values for the 
RF, kNN, XGBoost are 0.92, 0.91, and 0.91, with predic-
tion accuracies of 92%, 90%, and 91% and standard errors 
of 0.08, 0.1, and 0.09, respectively. It can be observed that 
all models performed comparably well, with RF providing 
a better predictive performance than the others.

3.4 � Relevancy Analysis of Input Factors

Water-based soil erosion is a threshold-dependent process 
under the influence of a wide range of effective factors. Each 
factor has its importance in the models used, and identifying 
the relevance and importance of the erosion conditioning 
factors is a pivotal part of all spatial erosion susceptibil-
ity modeling. Therefore, most ML algorithms employed to 
model SES may be used to better understand the relative 
importance of each factor in the erosion formation. In this 
study, the relevancy analysis result is shown in Fig. 8, also 
confirms and enhances the result carried out using Boruta 
algorithm shown in Fig. 5.

The relative importance of the effective controlling fac-
tors on soil erosion calculated by the RF model followed 
a decreasing trend ordered as follows: NDVI, SPI, LULC, 
elevation, slope, rainfall, road density, lithology, organic 
carbon stock, soil types, drainage density, distance to 
river, distance to road, TWI, plan curvature, profile cur-
vature and aspect (Fig. 8a). Based on the kNN model, the 
mean importance of erosion conditioning factors show the 
following order: SPI > LULC > slope > elevation > plan 
curvature > profile curvature > NDVI > soil types > rain-
fall > TWI > lithology > drainage density > organic carbon 
stock > road density > distance from road > distance from 
river > aspect (Fig. 8a). Figure 8c shows that in the XGBoost 
model, the importance of the input factors follow the order: 
LULC > SPI > elevation > NDVI > rainfall > slope > lithol-
ogy > road density > distance from road > distance from 
river > organic carbon stock > drainage density > TWI > pro-
file curvature > plan curvature > soil types > aspect. Overall, 
there is not a perfect match in the factor relevancy analysis 
between all the ML models and Boruta algorithm; however, 
Fig. 5 carried out by Boruta and Fig. 8a by RF are very 

Table 4   Accuracy statistics for the test data set, for all used ML mod-
els

Statistical measures Models

RF kNN XGBoost
VP 273 261 271
VN 273 264 275
FP 30 42 33
FN 30 39 27
Sensitivity 0.90 0.87 0.91
Specificity 0.90 0.86 0.89
Accuracy 0.90 0.87 0.90
Kappa 0.80 0.73 0.80
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Fig. 6   Spatial prediction of soil water erosion using RF (a), kNN (b), and XGBoost (c) models
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similar due to the principle of two algorithm that is based on 
a forest of random trees. Under the hood, Boruta applies ML 
methods; in particular, RF for feature importance estimation 
(Breiman 2001). Overall, however, SPI, LULC, NDVI, ele-
vation, slope, rainfall were identified as the most important 
factors controlling water-based soil erosion.

Table 5   Surfaces of the erosion 
susceptibility classes according 
to RF, kNN and XGBoost 
models

Susceptibility class RF kNN XGBoost

Area (km2) Area (%) Area (km2) Area (%) Area (km2) Area (%)
Very low 14,950.63 50% 15,216.32 51% 20,392.28 68%
Low 4499.32 15% 4230.99 14% 3100.48 10%
Medium 2917.63 10% 5941.18 20% 2910.39 10%
High 7433.77 25% 4412.86 15% 3398.22 11%
Total 29,802 100% 29,802 100% 29,802 100%

Fig. 7   Performance evaluation of the kNN (a), RF (b) and XGBoost 
(c) models by ROC and AUC curves
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Fig. 8   Importance of factors influencing susceptibility to water ero-
sion by RF (a), kNN (b) and XGBoost (c) models
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4 � Discussion

Several ML models were employed to assess the SES maps 
in the last decades, and have usually outperformed the 
traditional statistical methods (Reichenbach et al. 2018; 
Sahin 2020). In the present study, the tree methods RF, 
kNN, and XGBoost were tested to assess water-based soil 
erosion and model the spatial distribution of its risks in 
the Oum Er Rbia basin.

Our results clearly show that the RF model was the most 
accurate in the present research, followed by XGBoost and 
kNN, according to the accuracy evaluation and the kappa 
coefficient. The particular success of the RF model may 
be due to its ability to handle large databases without vari-
able deletion and its ability to handle data assimilation, 
and nonlinearities between dominant factors (Catani et al. 
2013; Gayen et al. 2019; Naghibi et al. 2016). This model 
has proved to be useful in different research areas as well, 
such as potential groundwater mapping, wildfire predic-
tion, sediment yield modeling, soil erosion, and landslide 
susceptibility mapping (Amiri et al. 2019; Arabameri et al. 
2020a, 2021; Avand et al. 2019; Chakrabortty et al. 2020; 
Cheng et al. 2018; Pourghasemi et al. 2020; Saha et al. 
2020). A study by Avand et al. (2019) on the comparison 
between RF and kNN for gully erosion mapping, mentions 
that RF had better performance than kNN. In addition, 
based on the ROC and AUC values that are widely used 
for evaluating the performance differences of ML models 
(Arabameri et al. 2020a, 2021; Avand et al. 2019; Lei et al. 
2020; Pourghasemi et al. 2020; Rahmati et al. 2017), RF 
achieved a better prediction than the other two algorithms. 
Chen et al. (2021) confirmed that XGBoost making spatial 
predictions with AUC = 0.92 represents excellent perfor-
mance. Pourghasemi et al. (2020) also compared different 
ML models, and concluded that RF was the best perform-
ing model with AUC = 0.985.

The soil erosion susceptibility classes classified accord-
ing to the natural break and the susceptibility maps pro-
duced by all ML models reveal that less than 20% of the 
Oum Er Rbia basin is designated as having high suscepti-
bility to water-based soil erosion, while most of the stud-
ied area was designated as having low to very low suscep-
tibility. These results are compatible with those obtained 
by El Jazouli et al. (2017), El Jazouli et al. (2019b), and 
Elaloui et al. (2017). Comparing the maps of predicted 
erosion susceptibility (Fig. 6a, b, c) and NDVI (Fig. 3m), 
the majority of low erosion risk is distributed in areas hav-
ing higher vegetation values, while the high category of 
erosion risk is located in areas with lower NDVI values. 
This indicates that the NDVI is the most important driv-
ing factor of soil erosion in the study area. Most of the 
eroded areas are found in areas that have low vegetation 

and high altitudes or high precipitation, which results in 
water runoff and sediment transport as well as the removal 
of nutrients from the soil along with the drainage networks 
(Garosi et al. 2019b; Gómez-Gutiérrez et al. 2015; Poesen 
et al. 2003; Rahmati et al. 2017). In addition, the present 
study shows that LULC, SPI, precipitation, slope, lithol-
ogy are of more importance in producing water-based soil 
erosion. These results align with those obtained by Amiri 
et al. (2019).

Several studies quantifying soil loss have been done at 
the level of different sub-basins of the Oum Er Rbia basin 
(Barakat 2020; El Jazouli et al. 2017, 2019b; Elaloui et al. 
2017). These showed that the areas that lose a lot of soil 
correspond to the high sensitivity category of our results. 
This confirms the high performance of the models used to 
create the SES maps that identify areas at risk of soil ero-
sion by water despite, even though the models cannot easily 
differentiate map errors from sensitive areas where erosion 
has not yet occurred. Nevertheless, the errors do not nec-
essarily represent high or medium susceptibility of actual 
eroded areas. They showed that these areas present favorable 
conditions for the development and occurrence of the soil 
erosion but that it has not yet occurred, indicating that these 
areas are possibly at risk of soil erosion (Garosi et al. 2019b; 
Gutiérrez et al. 2009). Finally, the soil erosion susceptibility 
maps produced for the study area identify locations where 
soil erosion by water is present and those susceptible to 
erosion. Thus, these maps could be an important tool for 
regional managers or planners (Garosi et al. 2019b; Zabihi 
et al. 2018).

5 � Conclusion

This study aimed to assess the susceptibility to water-based 
soil erosion in the Oum Er Rbia Basin upstream of the El 
Massira dam (Morocco) using RF, kNN, and XGBoost ML 
models. The Boruta algorithm, used to select the effective 
factors controlling the erosion, confirmed that all 17 factors 
chosen (SPI, NDVI, LULC, elevation, slope, rainfall, soil 
types, lithology, distance from rivers, road density, SOC, 
drainage density, TWI, plan curvature, distance from roads, 
profile curvature, aspect) had important roles in water-based 
soil erosion in the Oum Er Rbia Basin. The accuracy meas-
ures (sensitivity, specificity, precision, Kappa) reported that 
kNN, RF and XGBoost are good to excellent models for 
analyzing soil water erosion prediction in the study area.

The maps generated by all ML models categorized into 
four different classes display a very low (50–68% of the 
entire basin), low (10–15%), moderate (10–20%), high and 
very high (11–25%) severity of erosion potential. The areas 
with high susceptibility to water-based erosion are mainly 
located in the southeast and strongly related to broken and 
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mountainous terrain. The areas with low to moderate sen-
sitivity to water-based erosion are connected to sites with a 
moderate elevation located on the northwestern and south-
western banks of the Oum Er Rbia River. The areas with 
very low erosion risk are located in the center parts of the 
watershed, characterized by a smoother topography. The rel-
evancy analysis of the chosen factors indicated that LULC, 
SPI, elevation NDVI, precipitation, slope, and lithology are 
the most important ones contributing to soil erosion. In con-
trast, TWI, soil types, and aspect have a relatively low effect. 
Validation of the erosion susceptibility maps using ROC and 
AUC revealed that all models performed comparably well 
and notably high accuracies. The RF model had a slightly 
better predictive performance (AUC = 92%) than the others 
(kNN AUC = 90%, XGBoost AUC = 91%).

Finally, the methodological framework used in this study 
demonstrated that the appropriate choice of effective water-
based erosion factors and the use of data-driven techniques 
could allow for the correct assessment of erosion effects. 
Its major limitation was that the input factor data collection 
and sampling were not done at the same scale. Despite these 
limitations, the methodology adopted in this study, based on 
ML algorithms, can be a helpful tool for soil erosion mod-
eling and mapping in similar settings elsewhere. Moreover, 
the results generated in this study are important for decision-
makers responsible for proposing appropriate measures to 
avoid soil loss in the Oum Er Rbia Basin.
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