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Abstract
In recent years, global warming and climate change impacts on hydro-meteorological variables and water resources triggered 
extensive focus on trend analyses. Especially, in historical records and climate change model scenario projections, trend 
feature searches help for better predictions prior to mitigation and adaptation activities. Each trend identification technique 
has a set of restrictive assumptions and limitations, but they are not cared for by many researchers. The major problem with 
trend research is that the researchers do not care for the basic assumptions of any methodology but use ready software to 
solve their problems. Among these assumptions, the most significant ones are the normal (Gaussian) probability distribu-
tion function (PDF) and serially independent structure of a given time series. It is the main objective of this review paper 
to present each trend identification methodology including classical ones with the new alternatives so that any researcher 
in need of trend analysis can have concise and clear interpretations for the choice of the most convenient trend method. In 
general, parametric, non-parametric, classical and innovative trend methods are explained comparatively including the linear 
regression, Mann–Kendall (MK) trend test with Sen slope estimation, Spearman’s rho, innovative trend analysis (ITA), par-
tial trend analysis (PTA) and crossing trend analysis (CTA). Pros and cons are given for each methodology. In addition, for 
improvement of serial independence requirement of the classical trend analyses, methods are introduced briefly by pre- and 
over-whitening processes. Finally, a set of recommendations is suggested for future research possibilities.
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1  Introduction

Since the final quarter of twentieth century, unprecedented 
human activities and fossil energy use led to environment 
and atmospheric pollution due to anthropogenic greenhouse 
gas (GHG) emissions. The consequent impacts are in the 
forms of global warming and climate change with increase 
in GHG emissions among which carbon dioxide plays the 
most important role (IPCC 2007, 2014). The most likely 
changes in physical climate variables or climate forcing 
agents are identified based on current knowledge following 
the IPCC AR5 uncertainty guidance ().

Maass et al. (1962) assumed implicitly that hydro-meteor-
ological time series (temperature, precipitation, and stream-
flow) are stationary, i.e., without trend component. With the 
climate change implications, the stationarity hypothesis is 
dead, and now non-stationarity approaches, especially in 
terms of trends, became as the preliminary research top-
ics. Science journal has published an article that argues the 
concept of stationarity, which means that natural systems 
fluctuate within an unchanging envelope of variability (Milly 
et al. 2008). The climate change and variability have led 
to temporal change in arithmetic average and variance of 
hydro-meteorological records. Another disturbance of the 
stationarity is due to water infrastructure constructions, 
drainage works, and channel modifications in addition to 
land-use and land-cover (LULC) alterations (IPCC 2007; 
Koutsoyiannis 2003; Koutsoyiannis and Montanari 2007; 
Sonali and Kumar 2013). Serinaldi et al. (2018) stated that 
the non-stationary structure of a time series has various sta-
tistical parameters different from the original data distribu-
tion in the sub-series, and hence, the stationarity assumption 
is shaken for direct use in various disciplines, especially 
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those related to hydro-meteorology works. Any solution 
based on stationarity assumption leads to biased results with 
huge risks (Forsee and Ahmad 2011; Qaiser et al. 2011).

Fatichi et al. (2013) stated that as a result of climate 
change, trend identification, detection and evaluation became 
important subjects in different disciplines including meteor-
ology, hydrology and climatology. For this purpose, the clas-
sical Mann–Kendall (MK) trend test has been employed fre-
quently (Mann 1945; Kendall 1975) with Sen (1968) trend 
slope calculation. Many researchers have applied the MK 
methodology on a given hydro-meteoro-climatological time 
series records (Hirsch et al. 1982; Hirsh and Slack 1984; 
Cailas et al. 1986; Hipel et al. 1988; Demaree and Nicolis 
1990; Yu et al. 1993; Gan 1998; Taylor and Loftis 1989; 
Lins and Slack 1999; Douglas et al. 2000; Hamilton et al. 
2001; Kalra et al. 2008; Mohorji et al. 2017). Furthermore, 
for monotonic trend detection the most widely used tech-
nique is the non-parametric MK test (Hamed and Rao 1998).

Although the visual appreciation of trend component in 
a given hydro-climatologic time series is possible since the 
start of hydro-meteorological records in the second part of 
the eighteenth century, development of analytical method-
ologies came into existence in the first half of the nineteenth 
century (Mann 1945).

Another non-parametric model is suggested by Pettitt 
(1979) in detecting the abrupt change location and trend 
presence in the mean of a given time series (Mallakpour 
and Villarini, 2016). Chandler and Scott (2011), Serinaldi 
et al. (2018) and Şen (2019) stated that they often lead to 
the erroneous trend and abrupt change detections due to the 
serial autocorrelation effect in the hydro-meteorological 
records. Hence, prior to the application of these method-
ologies, it is necessary to convert available time series to 
serially independent version to get reliable results. For this 
purpose, pre-whitening (von Storch 1995) and more effec-
tive over-whitening (Şen 2016) procedures are suggested, 
but many papers concerned with the trend methodological 
applications do not take into consideration the relevance 
of serial independence assumption (Burn and Elnur 2002). 
Even though some researchers have dealt with the removal 
of the serial autocorrelation from a given series still there is 
less care for this consideration among the researchers (Yue 
and Wang 2004).

Wayne and Gray (1995) considered the problem of 
upward trend behavior determination in the global tempera-
ture anomaly series by means of a unit-root test method. 
Another serial-correlation-robust trend test is suggested by 
Alexandresson and Moberg (1997) that controls for the pos-
sibility of spurious evidence due to strong serial correlation, 
which is valid whether the errors are stationary or have a 
unit-root (strong serial correlation). Another attractive 
point in this test is that it does not require serial correlation 
parameter estimations. According to the work by Thomas 

and Timothy (2002), strong serial correlation (or a unit-root) 
in global temperature data could generate theoretically spuri-
ous evidence of a significant positive trend. Coggin (2012) 
used the concept of unit-root trend analysis in the climatol-
ogy literature for testing trends in the HadCRUT3 global and 
hemispheric data.

There are already suitable parametric statistical tech-
niques for trend analysis; specifically, regression quantile 
plots can be used for this purpose (Koenker 2004). Nalley 
et al. (2013) tried to detect trends in the mean surface air 
temperature over southern parts of Ontario and Québec, 
Canada, for the period of 1967–2006 using the discrete 
wavelet transform technique. They showed that the positive 
trends for the annual data are thought to be mostly attribut-
able to warming during winter and summer seasons, which 
are manifested in the form of multi-year to decadal events 
(mostly between 8 and 16 years).

It is the main purpose of this review article to provide 
general conceptual ideas about the trend analyses method-
ologies, so that the researchers can select the most suitable 
one for their time series data. In addition, brief and illu-
minating information are presented about the current trend 
analyses procedures with their pros and cons with appli-
cation guidances. The basic restrictive assumptions, their 
possible validation explanations, and improvements are pre-
sented on rational, logical and practical bases. Innovative 
and the most recent trend techniques are presented after the 
explanation of the classical trend methodologies. To support 
for serial correlation assumption restriction in the classical 
methodologies, pre- and over-whitening procedures are also 
explained with examples. Finally, a general set of sugges-
tions are provided for future research possibilities.

2 � Need for Trend Research

There are a good deal of discussion and curiosity about the 
natural event occurrences during the last century (Bradley 
1968). These discussions have included comparisons among 
uncertainty in earth, atmospheric, hydro-meteorological 
and physics sciences, which led inevitably to the question 
of determinism and indeterminism in nature (Leopold and 
Langbein 1963; Krauskopf 1968; Mann 1970).

At the very core of scientific theories lies the notion of 
“cause” and “effect” relationship in an absolute certainty in 
analytical scientific studies. One of the modern philosophies 
of science, Popper (1957) stated that “to give a causal expla-
nation of a certain specific event means deducing a statement 
describing this event from two kinds of premises: from some 
universal laws and from some singular or specific state-
ments, which one may call the specific initial conditions”. 
According to him, there must be a very special kind of con-
nection among the premises and the conclusions of a causal 
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explanation and it must be logically deductive. In this man-
ner, the conclusion follows necessarily from the premises. 
Prior to any mathematical formulation, the premises and the 
conclusion consist of verbal (linguistic) logical and rational 
statements. It is necessary to justify deductive argument at 
every step by citing a logical rule that is concerned with 
the relationships among statements. On the other hand, the 
concept of “law” lies at the heart of deductive explanation, 
and at the certainty of our knowledge about specific events.

The positive autocorrelation increases trend detection 
probability when there is no trend, and vice versa (Yue 
et al. 2002a; Yue and Pilon 2004). Although few studies 
have addressed this issue, autocorrelation in the data is 
either ignored or eliminated by pre-whitening procedure 
(von Storch 1995; Önöz and Bayazıt 2011).

Especially due to extreme event, global warming, climate 
change, land-use and environmental impacts embed system-
atic variation components into hydro-meteorological records 
such as trends, which need to be identified by a convenient 
method. Whoever wants to apply trend analysis, then the 
following points must be taken into consideration.

	 (i)	 The first thing is to draw available time series and 
have a visual inspection for possibility of any trend. 
For instance, in Fig. 1, the reader can appreciate visu-
ally whether there is a linear (monotonic) trend or 

not. The original data for this figure are given in the 
Appendix.

	 (ii)	 Consider the basic assumptions of each trend analysis 
methodology and decide on the best method. The 
most dominant assumptions in any parametric trend 
analysis are serial independence and normal (Gauss-
ian) PDF.

	 (iii)	 Unfortunately, in the literature, classical trend 
analyses are used without care of especially the 
assumptions in the second step, because most of the 
researchers use ready software without caring the 
basics of the methodology used.

	 (iv)	 The longer is the time interval, the smaller is the 
serial correlation coefficient, and hence, practically 
the more suitable the application of classical trend 
methodologies. However, it must not be forgotten 
that even in annual time series, there may be signifi-
cant serial coefficient, which restricts the use of the 
classical trend methodologies such as the regression 
and Mann–Kendall (MK) trend identification test.

In general, monotonic linear trends play significant role 
up to 30 years, for longer durations even visual inspec-
tion provides the first impression for trend possibility. In 
the case of innovative trend analysis (ITA) application, one 
can numerically identify the linearity or non-linearity (Şen 

Fig. 1   Visual appreciation of a trend possibility



716	 M. Almazroui, Z. Şen 

1 3 Published in partnership with CECCR at King Abdulaziz University

2017a, b). For this method, the most common parameters are 
the arithmetic average and variance in hydro-meteorologi-
cal records series for trend identification. However, for the 
application of the classical trend analysis in addition to these 
parameters, there are specific test parameters as explained in 
the following different sections for each method.

In the statistically based methodologies such as the well-
known MK trend test, at least 30 data records are necessary, 
but in the ITA, this can be even down to 10 samples.

2.1 � Meteorology and Trends

Trend analyses in meteorological works have increased in 
an unprecedented manner during the last 4 decades espe-
cially as a result of climate change, which had impacts on 
the temperature, precipitation, wind speed, snow, evapotran-
spiration and other variables. For instance, anthropogenic 
climate change has the potential for slightly increasing the 
intensity of tropical cyclones through warming in the sea 
surface temperatures (Pielke and Landsea 1998). Emanuel 
(2005) has shown a striking association between sea surface 
temperatures and destructiveness by tropical cyclones in the 
Atlantic and western North Pacific basins.

2.2 � Climatology and Trends

IPCC (2014) climate change report indicated a change in the 
global temperature, and climate due to the anthropogenic 
GHG concentration in the troposphere. This report men-
tions about temperature rising of 0.74 °C since about 1900 
with an expected tendency to continue over this century. The 
consequences of such changes appear in major short-term 
meteorology and long-term climatology variables including 
temperature, precipitation, relative humidity, evapotranspira-
tion and solar radiation in addition to the hydrological cycle 
variations by time at different locations all over the world. 
Bates et al. (2008) pointed out that over the last century, pre-
cipitation has increased primarily over land in high northern 
latitudes but decreased from 10° S to 30° N since the 1970s 
and globally the area of land classified as very dry has more 
than doubled since the 1970s due to climate change that 
impacts water resources systems at large.

2.3 � Hydrology and Trends

Changes in precipitation and evapotranspiration cause 
increase in the frequency and severity of floods and droughts 
in the hydrological context. Hydrological regime changes 
do not take place equally throughout the years and places. 
Temperature increases in winter lead to early snowmelt, and 
consequent shift in the runoff discharge. In summer, there 
are decreases in the runoff amounts. Each one of these events 
implies increasing or decreasing trends depending on the 

environmental circumstances at different locations. Detailed 
up to date information is provided by Almazroui et al. (2018) 
about the impact of climate change, and trends on the engi-
neering water structures.

3 � Trend Definition

Trend search question varies enormously according to earth, 
environmental and atmospheric scientist’s objectives, but the 
solution algorithms may include the same or at least simi-
lar procedures. Some of the common questions that may be 
asked by various research groups are explained by Johnston 
(1989).

Any regular record along time axis at successively equal 
time intervals is referred to as time series, which, in gen-
eral, may be composed of at least two components, namely, 
“deterministic” and “stochastic” parts. In particular, the for-
mer has sub-elements as trend, periodicity and sudden shift 
(jump), whereas the latter is composed of uncertainty. All 
these features are shown in Fig. 2.

3.1 � Trend Classification

Conceptually trends can be categorized into a set of classes 
depending on their mathematical shapes. The most com-
monly encountered one is the monotonic trends that extend 
over the whole record duration as a straight line (Fig. 3a). 
In some cases, the time series may have successive ups and 
downs over some sub-time duration along the record length, 
which is then referred to as the partial trend components that 
may either follow each other with end contacts or without 
(see Fig. 3b).

Another classification depends on the trend slope as no 
trend, significant and insignificant trends that are decided 
based on different trend test methodologies as will be 
explained later in this paper. Furthermore, linear or non-
linear trend classifications are also important in practical 
applications.

The main purpose of this review is to identify trends 
within an uncertainty world, and therefore, for the main 
topic Fig. 4 illustrates trend possibilities related to each sta-
tistical parameter.

3.2 � Probability and Statistical Features of Trends

Comparison of early and late time portions of a given time 
series record may have one of the four alternatives as in 
Fig. 5, where there are two PDFs schematized by the nor-
mal PDF, one for the past and the other for the present cli-
mate representations. After the visual inspection, one can 
state that there are changes climatically in each one of these 
graphs.
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In Fig. 5a, b, there is a shift in the recent PDF toward 
the right (left) and significant difference between the PDFs 
implies increasing (decreasing) trend embedment in the time 
series. In the same figure, the statistical parameters are also 
shown as �R , �R , �P and �P . In Fig. 4c, d, shifts are available, 

but with different PDF kurtosis values, which implies that 
there are changes in the standard deviation, which is referred 
to as the climate variability.

Figure 4e implies change not in the position of the PDF, 
but in its variability, where extreme cold (hot) weather 

Fig. 2   Deterministic and uncer-
tainty parts of a time series Time series
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Trend

Shift (jump)
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conditions increase in their frequency. It implies that the 
climate impact takes place simultaneously as changes in the 

arithmetic average and standard deviation (variability) such 
that the arithmetic average and the standard deviation of 
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the past climate are less than the present climate statistical 
parameters.

4 � Classical Trend Methodologies

In the literature, there are parametric methods for trend 
detection as linear regression approaches, rank-based non-
parametric procedures and their mixtures. Parametric meth-
odology includes a set of assumptions as normal (Gaussian) 
PDF of a given time series or residuals, and non-parametric 
tests require serially independent time series, which are 
rarely available in hydro-meteoro-climatological records. 
In many published papers in various journals, these basic 
requirements are not considered, and the data are treated for 
trend analysis by subjective assumptions that the data have 
normal (Gaussian) PDF, and serially independent. The MK 
trend test is frequently used for significant trend identifica-
tion by numerous researchers (Gan 1998; Hamed and Rao 
1998; Douglas et al. 2000; Burn and Hag Elnur 2002; Yue 
and Wang 2004; Yue et al. 2002a, b, c; Luo et al. 2008; 
Karpouzos et al. 2008). The presence of serial correlation 
in a time series affects the validity of the MK test (Yue et al. 
2002a, b, c).

4.1 � Moving Average

This is not trend identification methodology but provides 
less fluctuation in a time series by filtering it at a cer-
tain time window length through successive arithmetic 
average calculations, and hence by reducing the effect of 
randomness more visible temporal pattern emerges. The 
width of averaging window may be adjusted by researcher 

as 5 years (months), 10 years (month), etc. This filtering 
method provides a general idea about possible non-linear 
trends in a given time series by calculations of successive 
averages. It helps to smooth time series by filtering out the 
“noise” from random short-term fluctuations. In practical 
applications, it is recommended that at the maximum 7–8 
times duration windows should be employed for smoothing 
and comparison among them.

Let a given time series as X1, X2, ..., Xn, where n is the 
number of data. For moving average application, it is nec-
essary first to decide about the moving window length, m. 
There will be n−m moving average values, Mj (j = 1, 2,..., 
n−m), according to the following formulation:

For the sake of further discussions and explanations 
in the subsequent sections, the classical trend graph for 
the world mean annual temperature anomalies is adopted 
from the literature and given in Fig. 6 (IPCC 2014). This 
graph shows the record of global average temperature 
anomalies compiled by Global Climate Unit (GCU) at Uni-
versity of East Anglia in UK. The “zero” temperature on 
this graph corresponds to the mean temperature anomaly 
as suggested by the Intergovernmental Panel on Climate 
Change (IPCC, http://ete.cet.edu/gcc/?/globa​ltemp​_teach​
erpag​e/#sthas​h.TSf1u​4mD.dpuf). In this graph combina-
tion of the global land and marine surface tempereture 
is shown from 1850 to 2020 with third warmest record 
in 2019 anamoly as + 0.74 °C. It is obvious that there is 
temperature increasing trend after 1970 almost in a linear 

(1)Mj =
1

m

j+m∑
j

Xj(j < n−m).

Fig. 6   Global air temperature change (http://www.cru.uea.ac.uk/)

http://ete.cet.edu/gcc/?/globaltemp_teacherpage/#sthash.TSf1u4mD.dpuf
http://ete.cet.edu/gcc/?/globaltemp_teacherpage/#sthash.TSf1u4mD.dpuf
http://www.cru.uea.ac.uk/
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form. The moving average procedure may help to visualize 
various trend components along the record length.

4.2 � Regression Trend Identification

The regression monotonic line is among the parametric pro-
cedures for trend testing and the slope is computed by the 
least-squares estimate. Figure 7 summarizes what are the 
requirements for the regression methodology application.

In practical studies, this method is applied by assuming 
subjectively that the time series have independent serial 
structure with normal (Gaussian) PDFs without taking care 
of the basic assumption checks objectively by the statistical 
methodological applications. Furthermore, in the practical 
applications, the following set of restrictive assumptions is 
overlooked frequently.

1.	 The summation of differences (residuals) between the 
measurements and trend values must be equal to zero,

2.	 The square sum of the residuals must be the minimum 
according to the least squares’ technique,

3.	 The residuals must have zero serial correlation, i.e., they 
must have an independent structure,

4.	 The residuals must be distributed according to the nor-
mal (Gaussian) PDF,

5.	 The residuals must have homoscedasticity, i.e., constant 
variance,

6.	 The sample length must be preferably not less than 30.

Besides, this method is very sensitive to outliers. Prior to 
its application, the data should be transformed to a normal 
PDF. The independence can be checked by Anderson (1942) 

test and to get rid of the dependence, the data can be pre-
whitened or over-whitened (see Sect. 7).

In any given hydro-meteorology time series, the search 
for a linear trend can be achieved by consideration of Fig. 1, 
where the trend appears visually. Objective trend analysis 
requires mathematical straight line basic expression, which 
can be presented as follows.

where v represents hydro-meteorological variable as on the 
vertical axis of Fig. 1 and t is the time (hour, day, week, 
month, and year). Herein, a and b are the constant values of 
intercept and trend slope, respectively. Although there are 
statistical procedures in statistics textbooks, herein practi-
cally simple procedure is explained.

1.	 Take the averages of both sides in the basic expression 
(Eq. 2), which leads to the following equality.

2.	 Multiply both sides of the basic expression by the inde-
pendent variable on the right-hand side, which is t and 
then take the arithmetic average of both sides, which 
leads to

3.	 The solution of the two unknowns (a and b) by combina-
tion of Eqs. (3) and (4) leads to the numerical values of 
a and b.

4.	 For calculation, one can depend on excel sheet by con-
sideration of each column as in Table 1.

(2)v = a + bt,

(3)v = a + bt.

(4)vt = at + bt2.

Fig. 7   Linear regression trend 
test chart

Sample length

Linear regression trend analysis identification regression

Normal (Gaussian) PDF Independent residuals 

Anderson test

Over-whitening

Transformation

DependentIndependent

Pre-whitening
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The substitution of the last row (arithmetic averages) into 
Eqs. (3) and (4) provides a basis for the numerical solution 
of two unknowns (a and b). The necessary full table numeri-
cal calculations are given in the Appendix for 100 data. The 
trend component slope value is obtained as 0.022 and Fig. 8 
shows the trend.

4.3 � Mann–Kendall Method

Non-parametric procedures have significantly higher power 
than parametric procedures in cases of substantial depar-
tures from normal (Gaussian) PDF and the large sample 
sizes (Helsel and Hirsch 1992). The null hypothesis for this 
test is that the data are independent and randomly ordered, 
i.e., there is no trend or serial correlation structure among 
the observations (Fig. 9).

This non-parametric trend test is initiated by Mann (1945) 
with later improvement with Kendall (1975) contribution. 
Hirsch et al. (1982) and Hirsh and Slack (1984) provided 
the MK trend identification test version for seasonal time 
series, which takes into consideration Kendall’s tau to pro-
vide the necessary association. The MK sign statistic, S, is 
defined as:

Table 1   Regression trend search 
calculation

Data number v t tv t2

1 v
1

t
1

tv
1 t2

1

2 v
2

t
2

tv
2 t2

2

… … … … …
… … … … …
n vn tn tvn t2

n

Means v t tv t2

Fig. 8   Regression trend line

Fig. 9   Mann–Kendal trend test 
chart

Sample length

Mann-Kendal trend test

Normal (Gaussian) PDF Serial independence

Pre-whitening Over-whitening

Transformation
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where

S confirms normal (Gaussian) PDF with zero arithmetic 
average and variance as follows:

Herein, k is the number of tied sets and tk is the size of kth 
group. The standardization of sign statistics, S, according to 
the following expression provides the test statistic, Z:

The value of Z accords by the standard normal (Gauss-
ian) PDF with zero mean and unit variance. It can be used 

(5)S =

n−1∑
i=1

n∑
j=i+1

sign
(
Xj − Xi

)
,

(6)sign =

⎧
⎪⎨⎪⎩

+1 if
�
Xj − Xi

�
> 0

0 if
�
Xj − Xi

�
> 0

−1 if
�
Xj − Xi

�
< 0

.

(7)

V(S) =
1

18

[
n(n − 1)(2n + 5) −

m∑
k=1

tk
(
tk − 1

)(
2tk + 5

)]
.

(8)Z =

⎧⎪⎨⎪⎩

S−1√
V(S)

, if S > 0

0 if S = 0
S+1√
V(S)

, if S < 0

.

to estimate whether linear regression line slope is differ-
ent from zero. Prior to its application, the assumption of 
independence requires that either the time between meas-
urements be sufficiently large so that there is no correlation 
or there is no serial correlation within the short (hour, day, 
and month) time intervals. Many researchers assume subjec-
tively that hydro-meteorological records abide by the normal 
(Gaussian) PDF and serial correlation coefficient is equal to 
zero, i.e., time series is independent.

A simple example for the MK trend identification test 
parameters identification is given by usage of Eqs. (5)–(8) in 
the Appendix, where there are 100 data values. The param-
eters are obtained through software written by the authors 
in Matlab language. The parameters S and Z are calculated 
from Eqs. (5) and (8) leading to the numerical values as 
1064 and 0.0094, respectively. The slope value is found as 
0.0236 after application of Eqs. (9) and (10), which are pre-
sented in the following Sect. 4.4. It is obvious that the data 
have visually increasing trend, which has been confirmed by 
MK trend test and presented in Fig. 10.

4.4 � Sen Trend Slope

This method is an alternative to the parametric least-squares 
regression line slope. To alleviate the restrictive assump-
tions in the regression analysis, Sen (1968) proposed a non-
parametric slope calculation as the median of all possible 

Fig. 10   MK trend component 
identifications
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slopes between each pair of successive time series values. 
Sen’s slope is fairly resistant to outliers, with a breakdown 
point of 0.29 (Wilcox 2001, p.208). Since the method is out-
lined first by Theil (1950) and later expanded by Sen (1968), 
it is sometimes called the Thiel–Sen estimator. Instead of 
the least squares-weighted mean to estimate the slope, Sen 
suggested the use of a median. The Sen Slope formulation 
is given as:

The calculations are for 1 ≤ i < j ≤ n . The final slope 
value is given as the median of all the Sij slopes as:

4.5 � Spearman’s Rho Trend Test

This is a non-parametric distribution-free statistic, which is 
useful for the trend significance test (Spearman 1904). It is 
less widespread than the commonly applicable MK trend 
test and regression approach. These tests are equivalent for 
the case of serially independent and normally distributed 
time series. Daniel (1990) has provided further explanations 
and improvements in the application of the Spearman’s Rho 
approach.

The Spearman’s rank correlation coefficient helps to dis-
cover the strength of a relation between two sets of data. This 
is a rapid and simple test for trend search depending on the 
possibility of significant correlation between two time series. 
For its application, first, the data are ranked in ascending 
order and the Spearman’s Rho test value is calculated as:

where R(Xi) and R(Yi) are the ranks of data values at ith posi-
tion in time series Xi and Yi each with n number of data. The 

(9)Sij =
Xj − Xi

j − i
.

(10)S = median
(
Sij
)
.

(11)rs = 1 − 6

∑n

i=1

�
R
�
Xi

�
− R

�
Yi
��2

n
�
n2 − 1

� ,

statistical test parameter of rs can be calculated according to 
the following z value:

If z value is less than the standard normal PDF signifi-
cance level � value, z� , then the data values do not vary 
significantly by time and this means that there is not a mean-
ingful trend. For the application of the Spearman’s Rho trend 
test, the given time series can be divided into two parts, 
which are considered as two different time series. Figure 11 
indicates various stages in the application of the non-para-
metric Spearman’s Rho trend test.

Daniel (1990) compared MK and Spearman’s Rho tests 
and found that usually very little basis exists for prefer-
ence one over the other. He also noted that MK statistic 
approaches normal PDF more rapidly that the Spearman 
case.

5 � Innovative Trend Methodologies

Innovative trend analysis (ITA) is another non-parametric 
trend search and identification methodology. Its original 
fundamentals are given by Şen (2012, 2014) based on the 
consideration of two non-overlapping halves of a given time 
series. The past and the present climates are conceptualized 
by the first and the second halves of the series.

The ITA template is presented in Fig. 12, where there 
are two triangular (upper and lower) parts (Şen 2017a, b). 
There is no assumption for the application of this trend 
methodology.

This template helps to find whether a given series has 
trend or not. For this purpose, the arithmetic averages ( X1 
and X2 ) of the two half series are calculated and their posi-
tion in the template indicates trend possibility. For instance, 
if X1 > X2 ( X1 < X2 ), then there is an increasing (decreasing) 
trend with positive (negative) slope value. In case of X1 = X2 , 
there is no trend because the point falls on the 1:1 line (point 

(12)z = rs

√
n − 1.

Fig. 11   Spearman trend test 
chart
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C in Fig. 12). The points A, B and C indicate the existence 
of increasing, decreasing and no trend cases, respectively.

The graphs in Fig. 5a, b can be represented by the same 
ITA template provided that the arithmetic averages of the 
past and present halves are considered on the corresponding 
axes. On the other hand, the standard deviations ( S1 and S2 ) 
of the two half series take the positions of point A for S1 < S2 , 
point B for S1 > S2 and point C for S1 = S2.

The corresponding innovative template for the PDF graph 
in Fig. 4e must have two sets of points, one for the arithmetic 
averages and the other for the standard deviations. Accord-
ing to the previous explanations, one can then decide about 
possible increasing and decreasing trend component for the 
arithmetic averages and the standard deviations.

5.1 � ITA Templates

This section provides information on how to combine the 
classical graphs with the ITA templates so that not only 
quantitative calculations, but also qualitative interpretations 
can be achieved rather easily. Since the upper triangular area 
is for increasing trend, it can be combined suitably with the 
arithmetic average classical graph in Fig. 5a.

In case of significant difference between the first and the 
second halves’ arithmetic averages ( X1 and X2 ), then a trend 
exists within the time series considered. The practical meas-
ure of significance can be calculated by the relative error 
percentage, α defined as (Şen 2017a, b):

If the percentage error is less than ± 10 or preferably less 
than ± 5, then there is no significant difference between the 
arithmetic averages, and hence, no trend.

(13)� = 100
X2 − X1

max
(
X1,X2

) .

Each one of the two-PDF graphs reveals the fact that 
the difference between the two arithmetic averages takes 
place during a certain time period. Since the time differ-
ence between the arithmetic averages is equal to the half 
data number, the arithmetic average trend slope, Sa, can 
be calculated as (Şen 2017a, b):

where n is the number of data. ITA is the simplest trend 
identification application in practical works. However, to 
avoid the extreme value effects instead of the arithmetic 
averages the median values can also be used.

The same arguments are valid for the standard devia-
tions and the standard deviation change slope, Ss can be 
defined like Eq. (14) as:

For the data in the Appendix, the application of the 
ITA template and its consequent trend analysis is given in 
Figs. 13 and 14, respectively.

According to Eq. (14), the slope of the trend line is 
0.0265, and hence, the ITA monotonic straight line is 
shown in Fig. 14.

5.2 � Innovative Trend Significance Test

Applicability of an ITA statistical significance analysis 
is given by Şen (2017a, b) based on the sorted sub-sam-
ples from the same time series without assumption. The 
suggested methodology is valid even for time series with 
serial correlation structure. The necessary statistical equa-
tions are derived and then supported by linear trend slope 
test procedure, which is convenient for the construction of 
confidence intervals by taking into consideration the dif-
ference between two population means. For this purpose, 
the null hypothesis, H0, implies that there is not a signifi-
cant trend if the calculated slope value, S, remains below a 
critical value, Scr. Otherwise, an alternative hypothesis, Ha, 
is valid when S > Scr. To develop an innovative significance 
test, it is necessary to derive the PDF of null hypothesis 
case. The slope parameter Eq. (14) shows that the stochas-
tic property of Sa is a function of the first and second half 
time series arithmetic average values. Since X1 and X2 are 
sample variables, the slope value can be obtained by tak-
ing the expectation of both sides in Eq. (14):

(14)Sa =

(
X2 − X1

)

n∕2
,

(15)Ss =

(
S2 − S1

)

n∕2
.
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Fig. 13   Innovative trend analy-
sis templates

Fig. 14   ITA monotonic trend components
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After all what have been explained in the previous sec-
tions, in the case of no trend, the centroid point falls on the 
1:1 line, which implies that E(X1) = E(X2 ), and therefore, 
E(Sa) = 0.

On the other hand, the variance of the slope can be 
calculated as V(Sa) = E

(
S2
a

)
− E2

(
Sa
)
 , but in case of null 

hypothesis V
(
Sa
)
= E

(
S2
a

)
, which is equal to the second-

order moment of the slope variable. This can be obtained 
by taking the expectation of both sides in Eq. (15) after 
the square operator resulting in:

Due to null hypothesis E
(
X
2

2

)
= E

(
X
2

1

)
 , it is possible 

to obtain the following expression:

The correlation coefficient between the two mean val-
ues is given according to the autocorrelation definition in 
any textbook on stochastic processes as follows (Cox and 
Miller 1965):

Substitution of the numerator of this expression into 
Eq.  (15) and consideration stochastically that 
S
X2

= S
X2

= S∕
√
n , Eq.  (19) takes its final form as 

follows:

In this last expression, �
X2X1

 implies cross-correlation 
coefficient between the ascending two halves’ arithmetic 
averages. The standard deviation of the sampling slope 
value can be obtained from Eq. (20) as:

(16)E
(
Sa
)
=

[
E
(
X2

)
− E

(
X1

)]

n∕2
.

(17)E(S2
a
) =

[
E
(
X
2

2

)
− 2E

(
X2X1

)
+ E

(
X
2

1

)]

n2∕4
.

(18)E(S2
a
) =

[
E
(
X
2

2

)
− E

(
X2X1

)]

n2∕8
.

(19)
�
X1X2=

E(X2X1)−E(X2)E(X1)
S
X1

S
X2

.

(20)E(S2
a
) =

(
1 − �

X2X1

)

n2∕8

S2
a

n
.

Furthermore, the third-order moment of the slope vari-
able is also equal to zero and the same is valid for all odd 
order moments. This is the reason why the PDF of the slope, 
Sa, abides with the normal (Gaussian) PDF with zero mean 
and the standard deviation given in Eq. (21).

The ITA is applied to the long annual temperature records 
of Southeastern New Jersey (Şen 2017a, b). The simple sta-
tistical quantities of the record are presented in Table 2.

If at α percent significance level, the confidence limits of 
a standard normal PDF with zero mean and standard devia-
tion is �cr then the confidence limits (CL) of the trend slope 
can be written according to the following expression:

All the necessary calculations and additional informa-
tion with the operations in the last column are presented in 
Table 3.

One of the important points in this table is high cross-
correlation values in row 6 due to the ordered sequence in 
each half series. Slope value, Sa, falls outside the lower and 
upper confidence limits, and therefore, in row 11 the alterna-
tive hypotheses, Ha, is adopted and it indicates the existence 
of trends (Yes) as decisions (row 12). In the last row, the 
type of trend is stated depending on the slope sign in row 3.

6 � Partial Trend Analysis

In the application of the previous techniques, the trends 
cover the whole record duration without consideration of 
possible distinctions between “low”, “medium” and “high” 
time series values.

The same ITA template can be visualized as 9-square 
sub-areas in accordance with three classifications as “low”, 
“medium” and “high” on both axis and these template 
sub-area couples are “low”–“low”, “low”–“medium”, 
“low”–“high”, “medium”–“low”, “medium”–“medium”, 
“medium”–“high”, “high”–“low”, “high”–“medium”, and 
“high”–“high” (see Fig. 15). This figure provides a set of 
possible partial that may occur in a given time series data.

The red circle on each line indicates the arithmetic aver-
age point (centroid) of the two halves. It also provides quali-
tative trend interpretation possibilities some of which are 
summarized as follows (Şen 2017a, b):

1.	 Extensive straight line (B or C) parallel to the 1:1 (45°) 
line implies a monotonic (increasing or decreasing) 
trend; line A indicates no trend case. Other shorter 

(21)
�

E
�
S2
a

�
=

2
√
2

n
√
n
S
�

1 − �
X2X1

.

(22)CL(1−�) = ±�cr

√
E
(
S2
a

)
.

Table 2   Descriptive features of actual data

Name Country Record duration (year), 
n

Statistical features

Mean,y St. Dev.,�
y

New Jersey USA 116 53.04 °F 1.30 oF
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straight lines (D, E, I or L), parallel to the 1:1 (45°) line, 
are for partial trends that cover different classifications 
(”low”, “medium” or “high”). If the centroid point in the 
figure falls on the 1:1 (45°) straight line, then the hydro-
climatological time series does not have any monotonic 
trend on the average.

2.	 Non-parallel (F, G, H, J, K, or M) to 1:1 (45°) straight 
line implies standard deviation change with time (homo-
scedasticity in the statistical sense). These straight lines 
indicate trends in the standard deviation.

3.	 Straight lines F and G have trends in the standard devia-
tion, but not in the arithmetic mean.

4.	 Furthermore, H (K) and J (M) imply increasing (decreas-
ing) standard deviation trend.

Three cases present no trend (A), increasing trend (B) and 
decreasing trend (C) time series like the conceptual cases in 
Fig. 12. Since, they are all parallel to the 1:1 (45°) straight 
line, they do not include trend in the standard deviation. The 
slope, Sa, of the possible trend can be calculated by Eq. (14).

7 � Pre‑ and Over‑whitening Procedures

Prior to the application of the classical trend methodologies 
such as MK and regression line, it is necessary to render the 
original time series serial correlation practically to zero. To 
assess the influence of the dependent serial correlation struc-
ture on trend identification, various authors have performed 
Monte Carlo simulation studies (Hamed and Rao 1998; Yue 
et al. 2002a, b, c; Matalas and Sankarasubramanian 2003). 
Pre-whitening (PW) procedure was suggested to reduce the Ta
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serial correlation effect on MK trend analysis. As mentioned 
earlier, the presence of serial dependence in a given time 
series can complicate the trend identification. For instance, 
a positive serial correlation coefficient leads to false-positive 
outcomes in the use of the MK test (von Storch and Navarra 
1995).

7.1 � Pre‑whitening Trend Procedure

To match the theoretical background of the MK test to actual 
records, serial correlation elimination is suggested from the 
original series through the pre-whitening (PW) treatment, 
which offsets the serial correlation structure. After the appli-
cation of PW procedure to some flows in the United States, 
Douglas et al. (2000) indicated that trend is less than prior 
to PW implementation. PW has been applied to temperature 
and streamflow trend analyses prior to MK test trend identifi-
cation without any proof of its ability to fulfill independence 
structure (Zhang et al. 2011; Hamilton et al. 2001; Burn and 
Hag Elnur 2002). Yue et al. (2002a, b, c) have shown that 
PW procedure is successful only in the case of first-order 
AutoRegressive, AR(1) process with an increasing absolute 
trend and positive serial correlation coefficient only. Yue and 
Wang (2002) have extended similar PW treatment through 
extensive Monte Carlo simulation studies and they have con-
cluded that trend existence in a time series depends on the 
sample size, serial correlation magnitude and trend slope 
amount. In cases of large sample sizes combined with suf-
ficiently high trend slopes, the serial correlation does not 
influence the MK test results significantly. Negative correla-
tion removal by PW treatment in the AR (1) process inflates 
the trend.

The authors such as von Storch and Navarra (1995), 
Zhang et al. (2011), Burn and Hag Elnur (2002), and Blain 
(2012) among many others have proposed or used PW 
approaches to remove the effect of serial correlations on 
the trend test. As indicated in the significant study of Yue 
et al. (2002a, b, c), the removal of a positive autocorrelation 
component by PW, a given dataset may result in an errone-
ous reduction of the significance of an existing trend. The 
PW method has been proven to be harmful for trend test, 
because it damages the trend component itself, although the 
serial correlation coefficient can be removed to a significant 
extend (Hamed, 2009). About the PW procedure, Yue et al. 
(2002a, b, c) have proposed a trend-free PW to remove the 
serial correlation coefficient. This procedure suggests that 
the removal of trend is necessary prior to the conversion 
of the time series into independently structured form, and 
hence, the damage on the trend is reduced significantly, but 
still there are problems although this approach provides bet-
ter application opportunity for MK trend test application 
(Rivard and Vigneault 2009; Rivard et al. 2009). The failure 
of trend-free PW procedure has been documented by Wang 

et al. (2015) and Serinaldi et al. (2018) with suggestion of 
another version of the trend-free PW methodology. Another 
problem with the PW process is that the calculation of the 
serial correlation coefficient from the original time series 
requires that the data should abide with the normal (Gauss-
ian) PDF, which is not the case in many hydro-meteorolog-
ical records.

7.2 � Over‑whitening Trend Procedure

Şen (2016) presented an OW procedure by which the origi-
nal hydro-meteorological time series is added with a com-
pletely random (white noise) time series with zero mean and 
convenient standard deviation to render the original time 
series into a serially independent counterpart with the same 
trend component.

Based on the first-order autocorrelation coefficient, ρ, of 
the AR(1) process, the kth-order dependency coefficient, ρk, 
of OW process is given by Şen (2016) in terms of � and 
� , which are the trend slope and OW standard deviation, 
respectively. Yue et al. (2002b) argued that the removal of 
the trend as a first step may allow for more accurate estimate 
of the population’s lag-one autocorrelation coefficient, and 
subsequently better estimation of trend. To apply these argu-
ments in an analytical manner, it is assumed that β = 0, and 
hence, the trend is removed, which leads to the autocorrela-
tion coefficient as:

where 0 < α < 1, and it is referred to as the dependence reduc-
tion factor. This expression implies that the autocorrelation 
structure of any given time series with lag-one autocorrela-
tion, �1 can be reduced to the first-order over-whitened serial 
correlation coefficient, ρo, as:

The relationship between ρo and ρ through α is given 
in Fig. 16 depending on ρ1. One can reduce it down to as 
small as possible by selecting a convenient α dependence 
reduction factor. It is not possible to obtain absolutely inde-
pendent process unless the time series itself has completely 
independent structure, i.e., ρ1 = 0. This point agrees with the 
statement by Yue and Wang (2002) and Bayazıt and Önöz 
(2007) that by PW the dependence structure can be reduced 
such that the serial correlation coefficients becomes close 
to zero. The same statement is valid also for OW procedure.

This figure together with Eq. (21) indicate that it is not 
possible to make the autocorrelation structure of the time 
series purely independent even after OW, because for such 
a case α should be equal to zero, which is not possible prac-
tically. Yue and Wang (2002) stated that “…pre-whitening 

(23)�k =
�k

1 + �2
= ��k,

(24)�0 = ��1.
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is not suitable for eliminating the effect of serial correla-
tion coefficient on the MK test when trend exists in a time 
series”, because “…pre-whitening will remove a portion 
(equal to the lag-one autocorrelation coefficient) of trend, 
and hence, reduces the probability of rejecting the null 
hypothesis when it is false”. The OW procedure will not be 
affected from such shortcomings.

Bayazıt and Önöz (2007) stated that “…the trend (upward 
or downward) always has a positive contribution to serial 
correlation”. The standard deviation of over-whitening com-
ponent is given as (Şen 2016):

Since α is always positive, γ will be positive. In practical 
applications, convenient α value should be chosen from the 
chart in Fig. 13 or calculated from Eq. (24) as:

where ρo is desired OW first-order correlation coefficient 
that should be chosen so as to make the OW time series have 
almost independent correlation structure. The necessary 
steps for OW process application are given by Şen (2016).

8 � Variability Detection by ITA

This section provides objective ITA methodology for the 
detection of the variability trend. For this purpose, the vari-
ability fundamentals are explained on the statistical foun-
dations and simple formulations are developed for practi-
cal applications. The validity of the new formulations has 

(25)� =

√
1

�
− 1.

(26)� =
�0

�1
,

been confirmed by Şen (2014) through extensive simulation 
techniques.

Climate change variability reflections appear in the 
hydrological records, and in the future any successful pro-
ject design, operation, management and maintenance of 
water resources will depend on objective trend and vari-
ability features of the records, their detection and interpreta-
tion. Different researchers have touched on these significant 
points (Hannaford and Marsh 2006; Gupta 2007; Lorenzo-
Lacruz et al. 2012; Larsen et al. 2013; Haktanır and Cita-
koglu 2014). The impact of climate change on different ele-
ments of the hydrological cycle has been investigated by 
many researchers in different disciplines (Bao et al. 2012; 
Douglas and Fairbank 2011; Ehsanzadeh et al. 2011; Gar-
brecht et al. 2004; Wagesho et al. 2012). Han et al. (2014) 
have performed simultaneously a comprehensive analysis 
of trends in precipitation and streamflow records at the 
Xiangxi River Watershed through multiple classical tests 
to detect the trends and their magnitudes. Trend variability 
features may result from various effects and lead to different 
consequences.

8.1 � Methodology

In any fundamental textbook on climate, the climate change 
is explained based on simple PDF shift similar to Fig. 5 as 
in Fig. 17.

By considering the arithmetic mean and the standard 
deviation relative positions between two PDFs like Fig. 17, 
one can again distinguish three cases (A, B and C). In gen-
eral, the standard deviations may be different from each 
other as � − Δ� ≠ � ≠ � + Δ�.

It is possible that the time series may not have the first-
order stationarity, which implies that there is variation in the 

Fig. 16   OW chart
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variance (standard deviation) by time. This is tantamount 
to saying that the time series does not have homoscedastic-
ity property, i.e., variance constancy. There are variations 

without any trend existence on the arithmetic average level 
and two time series are comparable based on the standard 
deviation. The change in the standard deviation per time 

Fig. 17   Variation without trend
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Fig. 19   Trend with a uniform (homogeneous) variation and b non-uniform variation
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duration is the definition of the variation measure. Hence, 
like Eq. (15), one can deduce simply that the variation slope 
can be expressed as:

For the estimation of the simulation variability, first 
preselected set of simulation variability values are plotted 
against the same values so as to get a reference line of 1:1 
(45°) line. Figure 18 indicates the validity of Eq. (15).

It is obvious from this figure that the simula-
tion line is slightly below the reference line and at the 
maximum difference is 0.11, which corresponds to 
100 × 0.11/3.0 = 3.36% relative error and this is well 
below the acceptable level of ± 5%. In practice, trend and 
variation cases may take place simultaneously as shown 
in Fig. 19.

9 � Crossing Trend Analysis Methodology

This approach is applicable whether the time series has 
dependent or independent structure. Any trend from the 
centroid of the given time series should have the maxi-
mum number of crossings (total number of up-crossings 
or down-crossings). A new trend analysis has already 

(27)S±
�
=

(� + Δ�) − �

Δt
= ±

Δ�

Δt
.

been suggested by Şen (2018) as the “crossing trend” 
procedure, which depends on the maximum number of 
crossings within a given hydro-climatological time series.

9.1 � Rational Concept

To illustrate the crossing property, a hypothetical time series 
and its truncations at different trend levels are given with the 
number of crossing points in Fig. 20.

In this figure, a series of increasing and decreasing trends 
are given and among them the one with the maximum cross-
ing number is the most representative trend line. In this man-
ner, the trend identification depends neither on the PDF nor 
on the serial dependence structure of the hydro-climatologic 
variable. One can also calculate the surplus and deficit quan-
taties on the basis of the trend line, if necessary. In Fig. 21, 
various quantaties along the truncation level are shown. In 
this figure, SL (DL) implies surplus (deficit) lengths and 
there are 5 (4) of them.

9.2 � Theoratical Background

In any hydro-climatologic record series crossing points at a 
truncation level provide not only information on wet and dry 
spell features, but also about the internal structure of the series 
(Şen 1977). For instance, the more is the crossing points at 
the median truncation level, the less is the serial dependence. 
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In an independent series at the median level, practically the 
number of up-crossings expectation is equal to the down-cross-
ing expectation number, which are equal to n/2. In Fig. 21, 
up-crossings and down-crossings are indicated with arrows. 
Theoretically, in an infinite independent series, irrespective of 
the PDF, the number of crossings abide by the Poisson process 
PDF (Feller 1967). In finite sample lengths, the expectation 
and the variance of the number of up-crossings, Nu, have been 
derived by Şen (1991) as,

and

respectively. Herein, p is the probability of surplus over the 
median truncation level. The average number of up-cross-
ings increases with the sample length, n, but decreases as the 
truncation level increases.

Under the light of the aforementioned information, it is pos-
sible to benefit from a normal (Gaussian) PDF for the signifi-
cance test of innovative crossing trend either using Eqs. (28) 
and (29) or with their standardization as (Şen 2018):

and

(28)E
(
Nu

)
= np(1 − p),

(29)V
(
Nu

)
= E

(
Nu

)(
1 − 3p + 3p2

)
,

(30)mS =
E
(
Nu

)
n(n − 1)

,

respectively. In Fig. 22, crossing trend identification result is 
given for İstanbul Göztepe meteorology station on the Asian 
continental side.

Visual inspection of this graph provides reflections that 
the innovative crossing trend analysis well identifies the 
trend component. For the sake of comparison trend calcu-
lated on the basis of Sen’s slope is also given on the same 
graphs, which expose negligiably small difference, which 
are due to the basic assumptions. As for in the Sen’s method 
coupled with the MK trend analysis, the record time series 
should have independent structure. Hence, the smaller the 
dependence structure of a time series the closer are the 
results from the innovative cross test slope and Sen’s slope 
approaches.

However, for quantitative analyses, Table 4 is prepared, 
where both MK trend test and the innovative crossing 
trend analysis quantaties are presented. In this table, LL 
and UL are for the lower and upper significance levels. It 
is to be noticed that the confidence limits in the trend test 
case remain the same without depending on the sample 
size. In the table, trend tests are probed for two levels, 
90% and 95%.

(31)sS =
V
(
Nu

)

E
(
Nu

)(
1 − 3p + 3p2

) ,

Fig. 21   Truncation (trend) level 
features
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10 � New Directions in Trend Identifications

All the trend identification methodologies that are 
explained in this paper are based on holistically or par-
tially monotonic increments or decrements along the time 
durations in a given time series. Almost all of them are 
in the form of linear mathematical expressions with the 
slope and intercept values. As for the linear trend meth-
odologies, the literature is at a stagnant level. The trend 
time durations are pre-determined by the researcher as for 
the non-overlapping halves or fixed time durations, for 
instance, one-third, one-fourth, one-fifth and so on time 
durations. The following points can be considered for 
future trend analysis and research activities.

	 1.	 The non-linear possibility of trends, say, exponentially 
increasing or decreasing trend possibilities must be 
searched.

	 2.	 Rather than fixed trend time durations pre-determined 
by the researcher, natural turning points must be iden-
tified with trend line fixations in each one in a subse-
quent manner.

	 3.	 Apart from the parametric methodologies, similar to 
PDFs in Fig. 3, one can compare the PDFs of two equal 
halves, or among different PDFs within fixed trend 
time durations.

	 4.	 Possible trends in the serial correlation coefficient have 
not been searched so far in the literature. It is possi-
ble that similar to the arithmetic average and standard 
deviation differences, there may be significant differ-

1952 1962 1972 1982 1992 2002 2012
20

30

40

50

60

70

80

90

100

110
Istanbul (Goztepe) meteorology station

Time

A
n

n
u

a
l d

a
ily

 e
x
tr

e
m

e
 r

a
in

fa
ll 

(m
m

)
Sen intercept                    = 49.1409                    Sen slope       =  0.011111
Şen crossing intercept    = 49.8244     Şen crossing Slope      = -0.0096

Time series data
Sen slope trend 
Innovative crossing trend 

Fig. 21   Innovative crossing trend components, İstanbul/Göztepe

Table 4   MK and innovative 
crossing trend statistical 
characteristics

Mann–Kendall Decision Innovative crossing Decision

LL Z UL LL C UL

95% confidence
 Istanbul − 1.6449 0.1771 1.6449 No significance − 19.8407 21.5 19.8407 Significant trend

90% confidence
 Istanbul − 1.2816 0.1771 1.2816 No significance − 19.1028 21.5 19.1028 Significant
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ences between the serial correlation coefficients along 
two or more fixed time durations of a given time series.

	 5.	 Similar researches may be conducted for the skewness 
and kurtosis parameters for better trend implications 
and interpretations.

	 6.	 Extrapolation of trends to future assumes that time 
series will keep changing in the future the way they 
have been changing in the past, which may not be valid 
deterministically, and therefore, future extension pos-
sibilities should be concerned with great care.

	 7.	 Adaptive trend analysis methodologies can be devel-
oped so that after each time series data and longtime 
duration, the trend may reach the classical trend line. 
In this manner, one can assess the trend evolution, 
and accordingly, may reach to useful information for 
a group of time series values and make future exten-
sions accordingly.

	 8.	 Rather than crisp trend analysis, one can develop fuzzy 
trend identification possibilities, and hence, verbal 
quantitative interpretations can be obtained, which pro-
vide useful basic information for future trend extension 
possibilities. Fuzzy clustering-based trend analysis 
approaches help to get rid of restrictive assumptions.

	 9.	 Existing trend analyses are based on equally spaced 
time durations (daily, monthly, and annual, decadal). 
It is necessary to develop trend methodologies for 
non-equal time duration time series such as the floods, 
earthquakes and alike phenomena.

	10.	 In addition to common sense imagination, description 
and idea production stages are necessary for effective 
trend modeling.

11 � Conclusions

Trend analysis methodologies are gaining increasing 
importance in the hydrology, climatology and meteor-
ology literature due to the global warming and climate 
change and variability implications as a result of anthro-
pogenic effects that alter especially atmospheric environ-
ment. There are various parametric and non-parametric 
trend analyses methodologies in the literature, but they are 
rather inconsistently distributed in different scientific and 
grey literature arena. This revision paper provides the fun-
damentals of each trend methodology with their restrictive 
assumptions, critical evaluation and gives a concise and 
collective source for anyone who is interested to work with 
trend isolations from a given time series data.

If the author does not know or do not have any informa-
tion of the restrictive assumptions about trend analysis, then 
one can apply innovative trend analysis (ITA), which does 
not have any assumption.

Compliance with ethical standards 
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Appendix

In the following table, time series with 100 data are given 
and the regression trend analysis details are given numeri-
cally similar to Table 1 in the text. The necassary arithmetic 
mean values are given in tlast row in bold.

t v tv t2 t v tv t2

1 16.7008 16.7008 1 51 17.0601 870.065 2601
2 13.2639 26.5278 4 52 15.9999 831.995 2704
3 15.2602 45.7806 9 53 15.9905 847.497 2809
4 13.9909 55.9636 16 54 14.4837 782.12 2916
5 15.707 78.535 25 55 18.1374 997.557 3025
6 13.9193 83.5158 36 56 15.8536 887.802 3136
7 16.1199 112.839 49 57 14.7109 838.521 3249
8 16.6387 133.11 64 58 18.8628 1094.04 3364
9 18.6038 167.434 81 59 15.7305 928.1 3481
10 14.8118 148.118 100 60 15.0219 901.314 3600
11 10.9433 120.376 121 61 15.6325 953.583 3721
12 13.5608 162.73 144 62 14.5441 901.734 3844
13 17.9692 233.6 169 63 14.0197 883.241 3969
14 13.1357 183.9 196 64 21.332 1365.25 4096
15 17.2219 258.329 225 65 19.611 1274.72 4225
16 15.5681 249.09 256 66 16.9351 1117.72 4356
17 18.2134 309.628 289 67 13.8258 926.329 4489
18 11.4382 205.888 324 68 14.6291 994.779 4624
19 14.9846 284.707 361 69 16.0269 1105.86 4761
20 12.9843 259.686 400 70 17.9828 1258.8 4900
21 21.236 445.956 441 71 13.756 976.676 5041
22 17.0904 375.989 484 72 11.7803 848.182 5184
23 18.2179 419.012 529 73 13.5618 990.011 5329
24 13.3636 320.726 576 74 17.147 1268.88 5476
25 14.5628 364.07 625 75 17.2827 1296.2 5625
26 14.9751 389.353 676 76 17.4234 1324.18 5776
27 17.7368 478.894 729 77 16.2794 1253.51 5929
28 15.0043 420.12 784 78 16.9274 1320.34 6084
29 16.9831 492.51 841 79 15.6277 1234.59 6241
30 11.4964 344.892 900 80 18.324 1465.92 6400
31 14.9123 462.281 961 81 13.8966 1125.62 6561
32 13.9928 447.77 1024 82 17.5501 1439.11 6724
33 12.5059 412.695 1089 83 14.9626 1241.9 6889
34 16.6959 567.661 1156 84 16.0102 1344.86 7056
35 16.264 569.24 1225 85 17.8056 1513.48 7225
36 15.787 568.332 1296 86 18.7982 1616.65 7396
37 13.0726 483.686 1369 87 14.5047 1261.91 7569
38 18.015 684.57 1444 88 19.2813 1696.75 7744
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t v tv t2 t v tv t2

39 16.4804 642.736 1521 89 18.1003 1610.93 7921
40 15.2019 608.076 1600 90 16.6643 1499.79 8100
41 15.8658 650.498 1681 91 16.4296 1495.09 8281
42 15.316 643.272 1764 92 16.4048 1509.24 8464
43 12.3596 531.463 1849 93 16.2538 1511.6 8649
44 15.3087 673.583 1936 94 16.9261 1591.05 8836
45 14.2373 640.679 2025 95 17.0026 1615.25 9025
46 13.9616 642.234 2116 96 18.5721 1782.92 9216
47 13.6272 640.478 2209 97 19.994 1939.42 9409
48 14.8929 714.859 2304 98 17.8938 1753.59 9604
49 11.9747 586.76 2401 99 16.5606 1639.5 9801
50 17.9285 896.425 2500 100 18.2504 1825.04 10,000

Means 25.5 15.202 385.11 858.5

The substitution of the mean values into Eqs. (3) and (4) 
yields the slope of the regression line as 0.022.

References

Alexandresson H, Moberg A (1997) Homogenization of Swedish 
temperature data. Part I: homogeneity test for linear trends. Int 
J Climatol 17:25–34

Almazroui M, Şen Z, Mohorji AM et al (2018) Impacts of climate 
change on water engineering structures in arid regions: case stud-
ies in Turkey and Saudi Arabia. Earth Syst Environ 3(1):1–15

Anderson RL (1942) Distribution of the serial correlation coefficient. 
Ann Math Stat 13(1):1–13

Bao Z et  al (2012) Sensitivity of hydrological variables to cli-
mate change in the Haihe River basin, China. Hydrol Process 
26(15):2294–2306

Bates BC, Kundzewicz Z, Wu WS, Palutikof J (2008) Climate change 
and water. Technical Paper of the Intergovernmental Panel on 
Climate Change, IPCC Secretariat, Geneva

Bayazit M, Önöz B (2007) To pre-whiten or not to pre-whiten in trend 
analysis? Hydrol Sci J 52:611–624

Blain GC (2012) Monthly values of the standardized precipitation 
index in the State of São Paulo, Brazil: trends and spectral fea-
tures under the normality assumption. Bragantia 71(1):122–131

Bradley JV (1968) Distribution-free statistical tests. Prentice-Hall, 
Englewood Cliffs

Burn DH, Hag Elnur MA (2002) Detection of hydrologic trends and 
variability. J Hydrol 255:107–122

Cailas MD, Cavadias G, Gehr R (1986) Application of a non-para-
metric approach for monitoring and detecting trends in water 
quality data of the St. Lawrence River. Water Pollut Res J Can 
21(2):153–167

Chandler R, Scott M (2011) Statistical methods for trend detection and 
analysis in the environmental sciences. Wiley, New York

Coggin TD (2012) Using econometric methods for trends in the Had-
CRUT3 global and hemispheric data. Int J Climate 32:315–320

Cox DR, Miller HD (1965) The theory of stochastic process. Methuen, 
London

Daniel WW (1990) Spearman rank correlation coefficient. Applied 
nonparametric statistics, 2nd edn. PWS-Kent, Boston, pp 358–365

Demaree GR, Nicolis C (1990) Onset of Sahelian drought viewed as a 
fluctuation-induced transition. Q J R Meteorol Soc 116:221–238

Douglas EM, Fairbank CA (2011) Is precipitation in Northern New 
England becoming more extreme? Statistical analysis of extreme 
rainfall in Massachusetts, New Hampshire, and Maine and 
updated estimates of the 100-year storm. J Hydrol Eng. https​://
doi.org/10.1061/(ASCE)HE.1943-5584.00003​03

Douglas EM, Vogel RM, Kroll CN (2000) Trends in floods and low 
flows in the United States: impact of spatial correlation. J Hydrol 
240:90–105

Ehsanzadeh E, Ouarda TBMJ, Saley HM (2011) A simultaneous analy-
sis of gradual and abrupt changes in Canadian low streamflows. 
Hydrol Processes 25(5):727–739

Emanuel K (2005) Are there trends in hurricane destruction? Nature 
436:686–688

Fatichi S, Ivanov VY, Caporali E (2013) Assessment of a stochastic 
downscaling methodology in generating an ensemble of hourly 
future climate time series. Climate Dyn 40:1841–1861

Feller W (1967) An introduction to probability theory and its applica-
tions, vol II. Wiley, New York, p 626

Forsee WJ, Ahmad S (2011) Estimating urban storm water infrastruc-
ture design in response to projected climate change. J Hydrol Eng 
16(11):865–873

Gan TY (1998) Hydro-climatic trends and possible climatic warming 
in the Canadian prairies. Water Resour Res 34(11):3009–3015

Garbrecht J, Van Liew M, Brown GO (2004) Trends in precipita-
tion, streamflow, and evapotranspiration in the Great Plains 
of the United States. J Hydrol Eng. https​://doi.org/10.1061/
(ASCE)1084-0699(2004)9:5(360)

Gupta A (2007) Large rivers: geomorphology and management. Wiley, 
Chichester

Haktanir T, Citakoglu H (2014) Trend, independence, stationarity, and 
homogeneity tests on maximum rainfall series of standard dura-
tions recorded in Turkey. J Hydrol Eng 19(9):05014009

Hamed KH (2009) Enhancing the effectiveness of prewhitening in 
trend analysis of hydrologic data. J Hydrol 368:143–155

Hamed KH, Rao AR (1998) A modified Mann–Kendall trend test for 
auto-correlated data. J Hydrol 204:182–196

Hamilton JP, Whitelaw GS, Fenech A (2001) Mean annual temperature 
and annual precipitation trends at Canadian biosphere reserves. 
Environ Monit Assess 67:239–275

Han J, Huang G, Zhang H, Li Z, Li Y (2014) Heterogeneous Precipi-
tation and Streamflow Trends in the Xiangxi River Watershed, 
1961–2010. J Hydrol Eng 19(6):1247–1258

Hannaford J, Marsh T (2006) An assessment of trends in UK runoff 
and low flows using a network of undisturbed catchments. Int J 
Climatol 26(9):1237–1253

Helsel DR, Hirsch RM (1992) Statistical methods in water resources: 
studies in environmental science 49. Geological Survey Water 
Resources Division, Reston. Elvesier, New York

Hipel KW, McLeod AI, Weiler RR (1988) Data analysis of water qual-
ity time series in Lake Erie. Water Resour Bull 24(3):533–544

Hirsch RM, Slack JR, Smith RA (1982) Techniques of trend analy-
sis for monthly water quality analysis. Water Resource Res 
18(1):107–121

Hirsh RM, Slack JR (1984) A nonparametric trend test for seasonal 
data with serial dependence. Water Resour Res 20(6):727–732

IPCC (2007) Working group II contribution to the intergovernmental 
panel on climate change fourth assessment report climate change 
2007: climate change impacts, adaptation and vulnerability, pp 
9–10

IPCC (2014) Climate change: synthesis report. An assessment of inter-
governmental panel on climate change. IPCC, Geneva. http://ipcc.
ch/index​.html

Johnston M (1989). Involving the public. In: Hibberd BG (ed) Urban 
forestry practice. Forestry Commission Handbook 5. HMSO, pp 
26–34

https://doi.org/10.1061/(ASCE)HE.1943-5584.0000303
https://doi.org/10.1061/(ASCE)HE.1943-5584.0000303
https://doi.org/10.1061/(ASCE)1084-0699(2004)9:5(360)
https://doi.org/10.1061/(ASCE)1084-0699(2004)9:5(360)
http://ipcc.ch/index.html
http://ipcc.ch/index.html


737Trend Analyses Methodologies in Hydro‑meteorological Records﻿	

1 3Published in partnership with CECCR at King Abdulaziz University

Kalra A, Piechota TC, Davies R, Tootle GA (2008) Changes in U.S. 
streamflow and western U.S. snowpack. J Hydrol Eng 13:156–163

Karpouzos DK, Kavalieratou S, Babajimopoulos C (2008) Trend analy-
sis in hydro-meteorological data. Technical Report No. 5.4, MED-
DMAN, Interreg III B—MEDOCC, Thessaloniki

Kendall MG (1975) Rank correlation methods, 4th edn. Charles Grif-
fin, London

Koenker R (2004) Quantile regression for longitudinal data. Int Multi 
Anal 92:78–89

Koutsoyiannis D (2003) Climate change, the Hurst phenomenon, and 
hydrological statistics. Hydrol Sci J 48:3–24

Koutsoyiannis D, Montanari A (2007) Statistical analysis of hydro-
climatic time series: uncertainty and insights. Water Resour Res 
43(5):W05429. https​://doi.org/10.1029/2006W​R0055​92

Krauskopf KB (1968) A tale of ten plutons. Bull Geol Soc Am 
79:1–18

Larsen J, Ussing L, Brunø T (2013) Trend-analysis and research 
direction in construction management literature. ICCREM 
2013:73–82

Leopold LB, Langbein WB (1963) Association and indeterminacy in 
geomorphology. In: The fabric of geology, pp 184–192

Lins HF, Slack JR (1999) Streamflow trends in the United States. 
Geophys Res Lett 26(2):227–230

Lorenzo-Lacruz J, Vicente-Serrano SM, Lopez-Moreno JI, Moran-
Tejeda E, Zabalza J (2012) Recent trends in Iberian streamflows 
(1945–2005). J Hydrol 414–415:463–475

Luo Y, Liu S, Fu SF, Liu J, Wang G, Ahou G (2008) Trend of pre-
cipitation in Beijing River Basin, Guangdong Province, China. 
Hydrol Process 27:2377–2386

Maass A, Hufschmidt MM, Dorfman R, Thomas HA Jr, Marglin SA, 
Fair GM (1962) Design of water resources systems. Harvard 
University Press, Cambridge

Mallakpour I, Villarini G (2016) Investigating the relationship 
between the frequency of flooding over the central United States 
and large-scale climate. Adv Water Resour 92:159–171

Mann HB (1945) Non-parametric test against trend. Econometrica 
13:245–259

Mann CJ (1970) Randomness in nature. Bull Geol Soc Am 
81:95–104

Mastrandrea M et al (2011) The IPCC AR5 guidance note on consist-
ent treatment of uncertainties: a common approach across the 
working groups. Clim Change 108:675–691

Matalas NC, Sankarasubramanian A (2003) Effect of persis-
tence on trend detection via regression. Water Resour Res 
39(12):WR002292

Milly PCD, Betancourt J, Falkenmark M, Hirsch RM, Kundzewicz 
ZW, Lettenmaier DP, Stouffer RJ (2008) Stationarity is dead: 
whither water management? Science 319(5863):573–574

Mohorji AM, Şen Z, Almazroui M (2017) Trend analyses revision 
and global monthly temperature innovative multi-duration anal-
ysis. Earth Syst Environ 1:9

Nalley D, Adamowski J, Khalil B, Ozga-Zielinski B (2013) Trend 
detection in surface temperature in Ontario and Quebec, Canada 
during 1967–2006 using the discrete wavelet transforms. Atmos 
Res 132:375–398

Önöz B, Bayazit M (2011) Block bootstrap for Mann–Kendall trend 
test of serially dependent data. Hydrol Process 26:1–19

Pettitt AN (1979) A non-parametric approach to the change-point 
problem. Appl Stat 28:126–135

Pielke RA Jr, Landsea CW (1998) Normalized hurricane damages 
in the United States: 1925–95. Weather Forecast 13:621–631

Popper K (1957) The poverty of historicism. Routledge and Kegan 
Paul, London

Qaiser K, Ahmad S, Johnson W, Batista J (2011) Evaluating the 
impact of water conservation on fate of outdoor water use: a 
study in an arid region. J Environ Manag 98(8):2061–2068

Rivard C, Vigneault H (2009) Trend detection in hydrological 
series: when series are negatively correlated. Hydrol Process 
23(19):2737–2743

Rivard C, Vigneault H, Piggott AR, Larocque M, Anctil F (2009) 
Groundwater recharge trends in Canada. Can J Earth Sci 
46:841–854

Sen PK (1968) Estimates of the regression coefficient based on Ken-
dall’s Tau. J Am Stat Assoc 63:1379–1389

Şen Z (1977) Autorun analysis of hydrologic time series. J Hydrol 
36:75–85

Şen Z (1991) Probabilistic modelling of crossing in small 
samples and application of runs to hydrology. J Hydrol 
124(3–4):345–362

Şen Z (2012) Innovative trend analysis methodology. J Hydrol Eng 
ASCE 17(9):1042–1046

Şen Z (2014) Trend identification simulation and application. J 
Hydrol Eng ACSE 19(3):635–642

Şen Z (2016) Hydrological trend analysis with innovative and over-
whitening procedures. Hydrol Sci J 62(2):294–305

Şen Z (2017a) Innovative trend methodologies in science and engi-
neering. Springer, Heidelberg

Şen Z (2017b) Innovative trend significance test and applications. 
Theor Appl Climatol 127:939–947

Şen Z (2018) Crossing trend analysis methodology and application 
for Turkish rainfall records. Theor Appl Climatol 131:285–293

Şen Z (2019) Partial trend identification by change-point successive 
average methodology (SAM). J Hydrol 571:288–299

Serinaldi F, Kilsby CG, Lombardo F (2018) Untenable non-station-
arity: an assessment of the fitness for purpose of trend tests in 
hydrology. Adv Water Resour 111:132–155

Sonali P, Kumar D (2013) Review of trend detection methods and 
their application to detect temperature changes in India. J 
Hydrol 476:212–227

Spearman C (1904) The proof and measurement of association 
between two things. In: Sharif M, Archer D, Hamid A (eds) 
Trends in streamflow magnitude and timings in Satluj River 
Basin. World Environmental and Water Resources Congress 
2012, pp 2013–2021

Taylor CH, Loftis JC (1989) Testing for trend in lake and ground-
water quality time series. Water Resour Bull 25(4):715–726

Theil H (1950) A rank-invariant method of linear and polynomial 
regression analysis, 1,2, and 3: Ned. Akad Wentsch Proc 53, 
386–392, 521–525, and 1397–1412

Thomas BF, Timothy JV (2002) The applications of size robust 
trend statistics to global-warming temperature series. J Climate 
15:117–123

von Storch H (1995) Misuses of statistical analysis in climate 
research. In: Storch HV, Navarra A (eds) Analysis of climate 
variability: applications of statistical techniques. Springer, New 
York, pp 11–26

Von Storch H, Navarra A (1995) Analysis of climate variability: 
applications of statistical techniques. Springer, Berlin

Wagesho N, Goel NK, Jain MK (2012) Investigation of non-station-
arity in hydro-climatic variables at Rift Valley lakes basin of 
Ethiopia. J Hydrol 444:113–133

Wang W, Chen Y, Becker S, Liu B (2015) Variance correction pre-
whitening method for trend detection in autocorrelated data. J 
Hydrol Eng 20(12):04015033

Wayne AW, Gray HL (1995) Selecting a model for detecting the 
presence of a trend. J Climate 8:1929–1937

Wilcox RR (2001) Fundamentals of modern statistical methods: Sub-
stantially improving power and accuracy. Springer, New York

Yu YS, Zou S, Whittemore D (1993) Non-parametric trend analysis 
of water quality data of river in Kansas. J Hydrol 150:61–80

https://doi.org/10.1029/2006WR005592


738	 M. Almazroui, Z. Şen 

1 3 Published in partnership with CECCR at King Abdulaziz University

Yue S, Pilon PA (2004) Comparison of the power of the t test, Mann-
Kendall and bootstrap tests for trend detection. Hydrol Sci J 
49:53–57

Yue S, Wang CY (2002) Applicability of prewhitening to eliminate 
the influence of serial correlation on the Mann–Kendall test. 
Water Resour Res 38(6):41–47

Yue S, Wang CY (2004) The Mann–Kendall test modified by effec-
tive sample size to detect trend in serially correlated hydrologi-
cal series. Water Resour Manag 18:201–218

Yue S, Pilon P, Phinney B, Cavadias G (2002a) The influence of 
autocorrelation on the ability to detect trend in hydrological 
series. Hydrol Processes 16:1807–1829

Yue S, Pilon P, Cavadias G (2002) Power of the Mann–Kendall and 
Spearman’s rho tests for detecting monotonic trends in hydro-
logical series. J Hydrol 259:254–271

Yue S, Pilon PJ, Phinney B, Cavadias G (2002b) The influence of auto-
correlation on the ability to detect trend in hydrological series. 
Hydrol Process 16:1807–1829

Zhang Q, Wang YP, Pitman AJ, Dai YJ (2011) Limitations of nitrogen 
and phosphorous on the terrestrial carbon uptake in the 20th cen-
tury. Geophys Res Lett 38:L22701. https​://doi.org/10.1029/2011G​
L0492​44

https://doi.org/10.1029/2011GL049244
https://doi.org/10.1029/2011GL049244

	Trend Analyses Methodologies in Hydro-meteorological Records
	Abstract
	1 Introduction
	2 Need for Trend Research
	2.1 Meteorology and Trends
	2.2 Climatology and Trends
	2.3 Hydrology and Trends

	3 Trend Definition
	3.1 Trend Classification
	3.2 Probability and Statistical Features of Trends

	4 Classical Trend Methodologies
	4.1 Moving Average
	4.2 Regression Trend Identification
	4.3 Mann–Kendall Method
	4.4 Sen Trend Slope
	4.5 Spearman’s Rho Trend Test

	5 Innovative Trend Methodologies
	5.1 ITA Templates
	5.2 Innovative Trend Significance Test

	6 Partial Trend Analysis
	7 Pre- and Over-whitening Procedures
	7.1 Pre-whitening Trend Procedure
	7.2 Over-whitening Trend Procedure

	8 Variability Detection by ITA
	8.1 Methodology

	9 Crossing Trend Analysis Methodology
	9.1 Rational Concept
	9.2 Theoratical Background

	10 New Directions in Trend Identifications
	11 Conclusions
	References




