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Abstract
Himachal Pradesh offers many tourist experiences to Indian and foreign visitors. 
The mountainous state experiences a high degree of tourism seasonality, interrupt-
ing the efficient operation of the tourism infrastructure. Fundamental requirements 
for tourism planning are accurate projections of tourist demands. However, estimat-
ing future demands becomes challenging because of the high degree of seasonal-
ity. The compound and annual growth rate methods are used in state-level tourism 
research to forecast future growth. Since these models cannot manage seasonality 
and trends in data series, they inaccurately predict future demand. In this context, 
forecasting models such as the Decomposition, Box–Jenkins, and Holt–Winters 
exponential smoothing methods were used to forecast the seasonal tourism demands 
in the study area. The dataset utilized for the analysis was the monthly Indian and 
foreign tourist arrivals from 2008 to 2018. Root Mean Square Error (RMSE), Mean 
Absolute Percentage Error (MAPE), and Theil’s U1 coefficients validated that the 
forecast models produced accurate results. The Box–Jenkins model accurately fore-
casted the tourist arrivals (2019 to 2031) as reflected by the lowest error metrics 
(Indian: RMSE 36833.8, MAPE 3.0, Theil’s U1 0.023; Foreign: RMSE 6907.59, 
MAPE 15.51, Theil’s U1 0.10). This approach outperformed the traditional seasonal 
data series forecasting techniques and contributed to the literature on univariate 
tourist demand forecasting for hilly areas experiencing a high degree of seasonal-
ity. Estimating maximum tourist arrivals is crucial in long-term strategic planning 
for tourism expansion to withstand maximum loads and ensure efficient business 
flow, higher investment, enhanced economic growth, and environmental protection 
in the state. This study is a pioneer in examining tourism demands for stakehold-
ers, tourism operators, and planners to plan the fluctuating tourism in Himachal 
Pradesh while adhering to sustainability principles. Furthermore, it provides inputs 
for effective planning and policy formulations specific to the tourism industry based 
on future demand assessments.
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1 Introduction

Globally, tourism has evolved as the fastest-growing industry (Reivan-Ortiz 
et  al. 2023), offered opportunities for sustainable development (Mustafa et  al. 
2021), generated employment, and alleviated poverty (Peiris 2016). In 2017, 
tourism contributed to around 10% GDP of the world (Duro and Turrión-Prats 
2019), and international tourism receipts increased to US$1340 billion in 2017 
from US$2 billion in 2008, as per the United Nations World Tourism Organiza-
tion (UNWTO). “Travel and tourism percentage of global GDP for 2018, 2019, 
2020, 2021 was 9.2%, 6.8%, 5.3%, 6.1%”, respectively (WTTC 2022). As WTTC 
reported, currently tourism is affected by seasonality which causes overcrowd-
ing, escalated prices, inadequacy in infrastructure, unsatisfactory hospitality ser-
vices, and job loss during shoulder and lean seasons in a destination (Duro and 
Turrión-Prats 2019). Seasonality is studied concerning tourist arrival numbers 
with respect to tourist seasons, behaviour, preferences, and revenue generation 
(Choe et  al. 2019). Seasonality relates to climatic conditions, institutional holi-
days, cultural events, and destination attractiveness (UNWTO 2004). Seasonality 
in tourism is a constraint in achieving sustainability, efficiency, and regional pro-
ductivity (Wang et al. 2023). The specific indicators to measure the degree of sea-
sonality include tourist arrival numbers, occupancy rate, and linked issues such 
as unemployment, seasonal opportunities, poor quality of services, and wear-tear 
of tourism infrastructure during the lean season.

Typically, tourism depends on seasonal patterns such as climatic conditions, 
socioeconomic activities, and consumption patterns (Ćorluka 2019). The pres-
ence of seasonality negatively impacts the equal distribution of tourists in a desti-
nation (Jangra and Kaushik 2018). Furthermore, tourism destinations that depend 
on natural and climate factors are more vulnerable to seasonal fluctuations than 
destinations depending on cultural factors, such as urban destinations. Although 
seasonality is a crucial tourism characteristic (Higham and Hinch 2002), it is pri-
marily a disgrace because of migration, unemployment, low-income rate, and dis-
investment (Martín et  al. 2020). The growth in the tourism sector relies on the 
seasonality patterns which condition the market growth (Lee and Huang 2007). In 
numerous studies, seasonality has challenged planners and policymakers in build-
ing a sustainable tourism economy (Martín Martín et al. 2020).

India offers a wide range of tourist attractions, such as adventure, heritage, 
wildlife, and pilgrimage (Kumar and Singh 2019). The earnings from foreign 
tourism exchange in 2019 grew by 5.1% (US$ 30.06 billion) from US$ 28.59 
billion in 2018. In 2019, foreign tourist arrivals increased to 10.93 million from 
10.56 million in 2018 (Ministry of Tourism 2023). India has recovered about 60% 
of its pre-pandemic level, showing a growth of 321.54% from 2021 as reported 
by the Ministry of Tourism. Tourism in India will contribute 7.1% more to the 
GDP by 2033 (WTTC 2023). However, the tourism economy in the country gives 
birth to issues such as employment, transportation, the hotel industry, restau-
rants, resorts, and allied infrastructure (Kumar and Singh 2019). Also, tourism 
in the Indian Himalayan Region (IHR) is a predominantly religious type and later 
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changed to summer escapes during the nineteenth century (NITI Aayog 2018). 
The region experiences a significant degree of seasonality due to the weather pat-
tern (NITI Aayog 2018) and faces the negative impacts of traditional architecture, 
poor infrastructure, pollution, resource depletion, and damage to biodiversity and 
ecosystem services (Chettry and Manisha 2022; Manisha et al. 2023).

Himachal Pradesh in the northern IHR embraces immense natural beauty through 
snow-covered mountains, meandering rivers, forests, flora, climatic conditions, and 
deep valleys. The GSDP contribution of Himachal Pradesh was at its lowest (0.73%) 
in 2022 among other northern Himalayan states (Statistics Times, 2022). Tourism in 
the state generated foreign exchange revenues and direct and indirect employment, 
and registered a growth of 8.16% between 2015–26 and 2023–24 (IBEF 2023). 
The fragile ecosystem of the state is adversely affected due to continuous growth, 
increased demand for exclusive tourism, and intensive infrastructure development 
(Badar and Bahadure 2020; Kumar et al. 2023). However, the scientific literature on 
analyzing the future tourism trend in the study area is scarce. In this context, there is 
a need to accurately forecast the tourist arrival numbers using scientific methods to 
enable effective tourism planning and mitigate the negative impacts of tourism prac-
tices on the environment. Accurately estimating tourist arrivals can guide planners 
and architects toward regional sustainability.

Himachal Pradesh, on the lap of the north-western Himalayas, is between  30o22´ 
and  33o12´ north latitude and  75o47´ and  79o4´ east longitude (Fig. 1). The state cov-
ers an area of 55,673 sq. km. and accommodates a total population of 6.08 million 
(Planning Commission 2011). The altitude variation of the state ranges from 190 to 

Fig. 1  Locational map of the study area
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6482 m above mean sea level. The climate zone predominantly varies from semi-
tropical to semi-arctic based on the altitude. The state witnesses three main seasons 
which directly impact its economic growth; rainy (July–September), Winter (Octo-
ber–March), and Summer (April–June). The state has five perennial water sources: 
Sutlej, Beas, Ravi, Chenab, and Yamuna. Due to undulating terrain and physiogra-
phy in the state, the existing natural drainage system is challenging to exploit for 
irrigation. The productive period of the state depends on its unique geographic and 
climatic conditions (Planning Commission 2011).

The administrative divisions in the state comprise 12 districts (Fig. 1) and reached 
16.09 million domestic tourists and 356,000 foreign tourists in 2018 (Pradesh 
2020). However, hotels remained vacant during the peak months in 2019 due to the 
COVID-19 pandemic (April, May, and June) (Pradesh 2020). Tourism across the 
state got shut down because of the lockdown due to the coronavirus pandemic. As 
an implication of the COVID-19 pandemic, as per the Federation of Indian Cham-
bers of Commerce & Industry, the hotel and allied service sectors remained closed 
since March 2020. Numerous local employees engaged in the hotel industry have 
returned to their place of origin, while many got stuck at their workplaces with 
almost no business. Research on state-level forecasting has primarily considered 
geometric models like the compound or annual growth rate method. A weighted 
average method gets applied for district-level forecasting to forecast Indian and for-
eign tourist arrivals. Typically, these models utilize the data from the past to esti-
mate the future. However, these models cannot estimate the seasonality, trend, and 
level in a dataset. The state is a mountainous destination with varying climatic and 
socio-economic conditions that invite seasonal tourism. The presence of seasonality 
needs to be captured accurately for future estimation. Thus, applying the scientific 
method to forecast the growing tourism demand in the study area is necessary.

The rapidly increasing tourist arrivals is undoubtedly the main reason behind the 
environmental degradation in the study area. Estimating the maximum tourist arriv-
als is crucial for long-term strategic planning to expand tourism and withstand the 
foreseen maximum loads. Thus, long-term tourism forecasting is pivotal in provid-
ing insights for policymakers’ decisions, such as expanding tourism infrastructure 
and amenities as per sustainable development principles. Basically, there are natural 
and institutional reasons for the high degree of seasonality. Although natural reasons 
for seasonality cannot be regulated, institutional-level measures can solve the prob-
lem of seasonality through policy formulation (Rizal and Asokan 2014). Typically, 
long-term, or medium-term forecasting is mandatory, allowing decisions to be made 
well in advance to fulfil future demand. Numerous studies have highlighted the 
importance of long-term forecasting while assessing future demands. A lack of ade-
quate assessment and strategic planning would be disastrous for the tourism indus-
try, environment, and society (Fahey et  al. 1981; Koerner et  al. 2023). Himachal 
Pradesh state authorities also invest in preparing a master plan specific to tourism 
and tourism infrastructure development for the coming 15 years. These scientific and 
statistical tourism projections play a significant role in dictating the quantum and 
type of infrastructure development, prioritizing interventions for future growth, opti-
mum allocation of funds, identifying destinations/areas that are likely to exceed the 
carrying capacity, assessing tourism potential of less explored destinations, devising 
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mobility plan for compelling tourism experiences, and assisting in the development 
of overall development strategy for a region.

This study aims to accurately forecast tourist arrivals in Himachal Pradesh using 
the monthly Indian and foreign tourist arrival data from 2008 to 2018, i.e., pre-
pandemic decadal data. This study compared the selected models, such as decom-
position, the Box–Jenkins (B–J), and Holt–Winters (H–W) exponential smoothing 
methods, and identified the best-performing method in forecasting tourism demand 
from 2019 to 2031. The Root Mean Square Error (RMSE), Mean Absolute Percent-
age Error (MAPE), and Theil’s U1 coefficients validated the forecasting accuracy of 
these models. Here, the novel approach is the comprehensive methodology explic-
itly designed for the hilly tourist areas experiencing a high degree of seasonality. 
This research makes a unique contribution to the literature on univariate tourist 
demand forecasting of future tourism demand by using the number of tourist arrivals 
in the region. This approach on accurate forecasting will ensure efficient business 
flow, higher investment, and enhanced tourism growth in the hilly state of Himachal 
Pradesh. The rest of this study is as follows: a literature review to present a brief on 
the relevant empirical literature, a description of the forecasting method adopted, 
data and research methodology to describe the detailed approach adopted, results 
and discussions to demonstrate key findings from the analysis, policy recommenda-
tions to suggest mitigation measures; and conclusion to present the final remarks.

2  Literature review

The ability to predict future demand is the foundation of tourism planning (Li et al. 
2020). The irregularity in tourism gets analyzed through seasonality (Mohd Lip 
et  al. 2020). The economy, ecology, and society get strongly impacted because of 
seasonality in a tourism destination (Song et  al. 2011; Vergori 2012; Chen et  al. 
2019; Duro and Turrión-Prats 2019; Manisha et al. 2023). The management of sea-
sonality is used as a method to mitigate the adverse effects of peak season activi-
ties on the local economy and the environment. Seasonality in tourism affects how 
accurately a model can forecast travel demand (Chen et al. 2015; Wang et al. 2023). 
Generally, tourism forecasting involves both qualitative and quantitative techniques, 
including time series models (Yin 2020).

It has been noted from the literature review that numerous techniques adopted in 
tourism forecasting are the time-varying parameter methods (Song et al. 2011; Liu 
et al. 2024), multi-series structural time series (Chen et al. 2019), hybrid SARIMA- 
Long Short-Term Memory (LSTM) approach to forecast daily arrivals (Wu et  al. 
2021), visiting probability model to forecast tourist volume (Wu et  al. 2019), 
hybrid SARIMA-ANN (Artificial Neural Network) model (Yollanda and Devianto 
2020), machine learning and internet search index (Sun et al. 2019), Seasonal Index 
Method (Rizal and Asokan 2014), weighted fuzzy integrated time series (Suhartono 
and Javedani 2011), classical forecasting model (Intarapak et al. 2022), forecasting 
demand (Joyeux et al. 2012), SARIMA-MIDAS (moving average-mixed data sam-
pling) (Wu et  al. 2023), Markov switching approach (Botha and Saayman 2022), 
Holt’s Weighted Exponential Moving Average (H-WEMA) (Hansun et  al. 2019), 
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Multivariate Exponential Smoothing (Jiang 2023), Theta model and the new fore-
cast Hybrid (Kolková and Rozehnal 2022), payment card data and Google Search 
indices (Crispino and Mariani 2024), and Facebook Prophet (Elseidi 2023). Sea-
sonal Autoregressive Integrated Moving Average (SARIMA) and Autoregressive 
Integrated Moving Average (ARIMA) models are used to investigate the long-term 
forecasting of seasonal runoff (Valipour 2015). SARIMA model helps in modelling 
tourist forecasts in; the Chilean region (Brida and Garrido 2011), Malaysia (Mohd 
Lip et  al. 2020), Sri Lanka (Peiris 2016; Thushara et  al. 2019), and Spanish port 
(Grifoll et al. 2021).

In addition to the plethora of models, there is a grey-based model to forecast inter-
national tourism (Pirthee 2017), multi-horizon accommodation demand forecasting 
in New Zealand (Zhu et  al. 2021), forecasting accuracy evaluation (Hassani et  al. 
2017). A comparative analysis between the models determines the most suitable 
forecasting model (Cho 2003). The forecasting models have developed over the past 
50 years to enable research on efficiently and accurately forecasting tourism demand 
(Song et al. 2019). The most frequently considered models for comparative analysis 
are; SARIMA, Artificial Neural Network (ANN), and hybrid models (Aslanargun 
et al. 2007), WEMA and H-WEMA (Hansun et al. 2019), SARIMA and Holt-Win-
ter method (Athanasopoulos and de Silva 2012; Hansun et al. 2019). The monthly 
annual tourist data helps estimate tourism seasonality and its impact on trend fore-
casting (Vergori 2012). Determining whether it is necessary to estimate seasonal-
ity within a stochastic model or eliminate the seasonal component from the time 
series is vital. SARIMA model can be used to analyze the time series, and the sea-
sonal adjustment procedure (TRAMO-SEATS) can be used to remove the seasonal 
component from the original dataset (Brida and Garrido 2011). This data modifica-
tion makes it fit for auto-regressive integrated moving average (ARIMA) models. 
SARIMA effectively analyzes the time series of visitor arrivals to model seasonality 
(Vergori 2012). Further to this, the forecasting techniques include the Box–Jenkins 
method (Goh and Law 2002; Shen et al. 2009; Kriti 2016), the Naïve method (Atha-
nasopoulos et al. 2011; Makoni and Chikobvu 2018), ARIMA (Ampountolas 2021; 
Mustafa et al. 2021), Artificial Neural Network (ANN) (Panigrahi et al. 2018), expo-
nential smoothing (ETS) model (Ke et al. 2016; Gunter 2021), Seasonal and Trend 
Decomposition (STL) model (Ke et al. 2016), and Holt–Winters method (Athanaso-
poulos and de Silva 2012).

The advantage of using these scientific models is their ability to predict future 
demand utilizing historical data and patterns. Typically, the trend, pattern, and sea-
sonality observations might be absent in the data series, hindering accurate projec-
tions. These scientific models can individually identify trends, patterns, and sea-
sonality for a data series and provide a framework for decision-making based on 
data-driven findings. As a result, different scenarios and assumptions can be drawn 
from these models to allow more informed decision-making. This study applied the 
decomposition, the SARIMA, and H–W exponential smoothing methods to develop 
different future tourism scenarios in the study area. The decomposition model 
applies the theory that a time series variable comprises four components: trend, sea-
sonal, cyclical, and irregular (Konarasinghe 2017). These components act additively 
or multiplicatively to form the time series variable. It is one of the oldest models, 
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built on a simple and intuitive conceptual theory. It provides a clear and meaningful 
interpretation of the model parameters to identify the trend and patterns in the data. 
The H–W model can forecast time series data for short-term and long-term periods 
(Alonso Brito et  al. 2021). This model helps forecast data that exhibit trends and 
seasonality, such as sales, tourist arrivals, weather, stock prices, and a wide range 
of industries, including finance, tourism, retail, and manufacturing. SARIMA is a 
powerful and popular method to forecast time series for short-term and long-term 
data exhibiting seasonality (Wu et al. 2021). However, each method possesses a set 
of assumptions and limitations. Therefore, it is paramount to note that the accuracy 
of models depends on the quality and relevance of the data used to build them.

3  Forecasting methods adopted in this study

3.1  Decomposition method

The decomposition method divides the timeseries (Yt) into the trend ( Tt ) and sea-
son ( St ) components. The method generally follows two approaches, additive 
Yt = Tt + St + �t and multiplicative Yt = Tt ∗ St ∗ �t . Both approaches have a com-
ponent to express the random error ( �t ). In Decomposition method, the trend is 
determined using a simple linear regression model, and the seasonal component is 
determined by detrending the time series dataset (Intarapak et al. 2022). The prereq-
uisite conditions to apply this method in the time series analysis are: the data display 
a seasonal trend with varying amplitude across the pattern, the magnitude of the 
seasonal variation depends on the magnitude of the trend, and the data exhibit an 
increasing and decreasing trend over time. In this study, the data analysis revealed 
that the multiplicative model outperformed the additive model by capturing the sea-
sonality component in the time series to enable long-term projection. Basically, the 
multiplicative decomposition model was applied to capture the seasonal fluctuations 
in the time series data, as the magnitude of the seasonal variation is proportional to 
the magnitude of the trend.

3.2  Box–Jenkins (B–J) method

The Box–Jenkins (B–J) method uses an iterative model-building strategy capable 
of handling stationary and non-stationary time series datasets with or without sea-
sonal components (Intarapak et al. 2022). The data series goes through three stages; 
selection of the model (Identification), estimation of the parameter through coeffi-
cients (Estimation), checking the model by analyzing the residuals (Diagnostics), 
and forecasting. The selection of the model requires the determination of the order 
of ordinary differencing (d), seasonal differencing (D), non-seasonal and seasonal 
autoregressive component (p, P), and non-seasonal and seasonal moving aver-
age component (q, Q). Typically, the time series analysis is performed in statistical 
software like EViews, R- for Statistical Computing and Statistical Package for the 
Social Sciences (SPSS). The model checks for stationarity in the time series using 
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autocorrelation coefficient (ACF) and Partial autocorrelation coefficient (PACF) 
coefficients by counting the spikes in the plot. The next step is to check for the unit 
root in the time series by applying Augmented Dickey–Fuller (ADF) and Kwiat-
kowski–Phillips–Schmidt–Shin (KPSS) tests hypothesis. The original time series 
dataset gets modified in B–J method for modelling the time series. The dataset is 
non-stationary when it exhibits an increasing trend and a seasonal pattern. Then, 
the dataset is required to be transformed into stationarity using unit root tests like 
the ADF (Mohamed 2010) and KPSS (Ampountolas 2021). ADF and KPSS tests 
are the conjunction with the B–J method to identify and estimate ARIMA model. 
When the data is non-stationary, the difference of the time series removes the trend 
component.

“B-J and Seasonal Autoregressive Integrated Moving Average (SARIMA) are 
related but not replaceable” (Bolarinwa and Bolarinwa 2021). The B–J methodology 
identifies the fitted ARIMA model for a time series, including the order of differenc-
ing, autoregressive, and moving average components. This methodology can iden-
tify and estimate SARIMA and other time series models. SARIMA is a time series 
model that extends the ARIMA model to include the seasonal component. SARIMA 
effectively models the time series data and demonstrates seasonal patterns. In the 
SARIMA model (p, d, q) (P, D, Q)s, s is the number of seasons per year, d is the order 
of ordinary differencing, and D is the seasonal order of differencing. The expression 
of the SARIMA model is; ∅p(B)∅p(B)(1 − B)d(1 − Bs)

DYt = ∅
0
+ �q(B)ΩQ(B

s)�t 
(Gujarati 2015).

There is a plethora of existing literature on the SARIMA for estimating tourist 
arrivals in Taiwan (Peiris 2016), Thailand (Intarapak et  al. 2022), Chilean (Brida 
and Garrido 2011), Kenya (Lidiema 2017), and others. Previously, the model was 
applied to forecast the energy demand, changes in monthly rainfall patterns, rise in 
tuberculosis cases, and others. The SARIMA model applies the maximum likelihood 
estimation technique to determine the value of the parameters of the fitted model. 
The accuracy of the model got validated through minimum Akaike’s Information 
Criterion (AIC) and Bayesian Information Criterion (BIC) values. Thereafter, the 
fitted model is examined for white noise using the Ljung–Box test. The test confirms 
no significant autocorrelation in the residuals (p > 0.05) means that the residuals are 
independent and normally distributed in a fitted model.

3.3  Holt–Winters (H–W) method

The H–W method employs multiplicative or additive assumptions to forecast a long-
term relationship with seasonal characteristics. The multiplicative assumption is 
applied when the size of seasonal variation increases with the time series. At the 
same time, an addictive assumption occurs if the absolute size of the variation is 
unrelated. However, this study presented the analysis of the multiplicative method 
because of its capability to capture the seasonality in the time series and paucity of 
space. The forecasting equation of the multiplicative exponential smoothing method 
is expressed in Eq. 1. In this equation; there are components such as level compo-
nent ( Lt ), trend component ( Tt ), seasonal component ( St ), number of tourists arrival 
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( Yt ), time period (t), and initial value of seasonal component ( Sn ). Here Xt+p is the 
forecast value for p-step ahead, p = 1, 2, 3…n. The � , � , � are the level, trend, and 
seasonality components need calculation (Mohd Lip et al. 2020). The value of these 
components range between 0 ≤ α, β, γ ≤ 1 and p is the length of the forecasting 
period (Intarapak et al. 2022).

The Eq. 2 is the level component ( Lt ) of the H–W method,

Equation 3 is the trend component ( Tt ) of the H–W method,

Equation 4 is the seasonal component ( St ) of the H–W method,

Equation 5 is the initial value of the level component ( Lo),

Equation 6 is the initial value of trend component (bo) and s is the number of 
seasons.

Equation 7 is to calculate the initial value of seasonal component (Sn),

3.4  Validation of the models or forecasting accuracy

The selected models can forecast seasonal time series data with greater accuracy. 
The models are validated for fit using RMSE, MAPE, and Theil’s U1 coefficients. 
RMSE is the square root of the mean error, which is the addition of the squared 
residuals per number of observations. The RMSE equation expresses the difference 
between the actual ( At ) and forecasted ( Ft ) values in period (t), and n is the count 
of observations (Eq. 8). The interpretation of MAPE states that there are four con-
ditions to evaluate the accuracy of the forecast. Less than 10% in MAPE accuracy 
indicates precision, between 11 and 20% is a good forecast, 21–50% is a moderately 

(1)Xt+p=

(
Lt + pTt

)
St−s+p

(2)Lt = �
Yt

St−s
+ (1 − �)

(
Lt−1 + Tt−1

)

(3)Tt = �
(
Lt − Lt−1

)
+ (1 − �)Tt−1
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Yt
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accurate forecast, and above 51% is an inaccurate forecast (Chen et al. 2003). The 
MAPE is calculated by dividing the absolute error for each period by the actual 
value observed during the period and taking the average of these absolute errors 
(Intarapak et al. 2022). MAPE can compare time series, methods, and different time 
intervals, as specified by Goh and Law (2002). Here, n represents the total num-
ber of periods considered, At is the actual values, and  Ft is the forecasted values in 
period (t) (Eq. 9). Theil’s U1 (Eq. 10) coefficient measures the forecast accuracy of 
the models (Goh and Law 2002). Theil’s U1 statistics range from 0 to 1, where 0 
indicates perfect equality between two data sets developed by the economist Henri 
Theil in 1967.

4  Data and research methodology

The tourist arrival data were collected from January 2008 to December 2021 from 
the Department of Tourism and Civil Aviation (DoTCA) in Shimla, Himachal 
Pradesh. The state witnessed a complete shutdown during the pandemic, which 
resulted in ingenuine tourist arrival data record between 2019 and 2021. Since the 
time series forecasting depends on the pattern and behaviour of the past records, 
the data pertaining the pandemic year (2019–2021) got eliminated. This elimina-
tion intended accurate long-term tourism forecasts outside the pandemic period, like 
the research of Makoni et  al. (2021). Essentially, this study predicted future tour-
ist arrivals based on pre-pandemic trends to show what tourist demand would have 
been without COVID-19. Nevertheless, the authors acknowledge that presenting the 
COVID-19 tourism scenario is vital and thus, recommend future research to employ 
advanced data mining techniques for assessment. The detailed research methodol-
ogy adopted in this study is exhibited in Fig. 2.

The first step begins with collecting data from the DoTCA for the Indian and for-
eign tourist arrival numbers. The collected data is then converted into a time series 
object Y(t) = X by assigning a unique identifier 2008M01, 2008M02…2018M12; 
where Y(t) is the actual value of the time series at time t and represented in graph 

(8)
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�
∑�
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�2

n
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∑���
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plots. Here, “X” (January to December from 2008 to 2018) represents the raw data 
entries that are not arranged by time into an orderly fashioned data series “Y(t).” In 
this step, the actual data entries get transformed into time series, wherein each entry 
gets labelled to a specific time. However, the actual data did not undergo a loga-
rithmic transformation to prioritize the interpretability of results for stakeholders 
and decision-makers familiar with the original scale of the time series data. Several 
past studies, including Elamin and Fukushige (2018), Fatema et al. (2022), Intara-
pak et al. (2022), Kayral et al. (2023) have utilized actual data without logarithmic 
transformation. After that, the original time series (level) was utilized in standard 
techniques such as time series decomposition, autocorrelation analysis, and forecast-
ing. Seasonal characteristics in the time series were detected using the unit root tests 
like ADF and KPSS. Afterward, the suitable lag order was identified in the level and 
differenced time series. If the test confirms the stationarity the model gets selected 
otherwise, the time series is differenced to make it stationary. In case of unsatisfac-
tory results, the process of lag selection repeated to select a suitable model. In this 
study, methods selected for forecasting tourist arrivals are the decomposition, B–J, 
and H–W exponential smoothening models. The L-Jung test was applied to check 
the white noise in the dataset (Sun et al. 2019). These models can effectively analyze 
and forecast the tourist arrival time series in this study. The forecasting accuracy 
of the models chosen was achieved through RMSE, MAPE, and Theil’s U1 coef-
ficients by comparing the actual and forecasted tourist arrivals. This comparative 
analysis determined the forecasting performance of the models both within the train-
ing sample and the estimation sample, as by Elamin and Fukushige (2018). Numer-
ous studies have supported comparing the accuracy of forecasting techniques against 
the actual data, such as Fatema et al. (2022), Intarapak et al. (2022), Kayral et al. 
(2023). This precise estimation of visitor arrivals identified peak and lean months in 
the study area. The future projections from the systematic methodology would guide 

Fig. 2  Detailed research methodology adopted in this study
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stakeholders, tourism operators, and planners to plan for sustainable tourism devel-
opment in Himachal Pradesh.

5  Results and discussions

5.1  Indian tourist arrival

The state experiences seasonality throughout the year, mainly due to climatic con-
ditions, events, religious festivals, etc. The seasonality in the Indian tourist arrival 
was exhibited through the month-wise time series plot of variations in the dataset 
(Fig. 3). The time series demonstrated the peak season for Indian tourists from April, 
May, and June because of congregated holidays and institutional vacations. During 
summers the state becomes a destination of tourism pleasure. The time series data 
demonstrated irregular behaviour because of seasonality, trend, and cycle compo-
nents. The fluctuations in the Indian tourist arrival data follow an upward trend. The 
graph shows the seasonality by identifying imbalanced spikes depicting the real-
time tourist arrivals numbers. Besides summer, tourists visit the study area to rel-
ish the season of apple plantations/orchards, and cherry gardens during September 
and October. The state experiences the lean season during November, December, 
and January because of extreme winters and snowfall. The region observes a critical 
drop in tourist arrivals during July and August because of heavy rains and floods. 
The year 2013, witnessed a severe drop in tourist arrival due to extreme rainfall 
(Himdhara Environment Action and Research Collective 2016). It is evident from 
the plot that tourist arrivals started increasing in 2018. However, in 2018, the state 
faced an acute water crisis in June, impacting peak season tourist arrivals. This low-
ering trend in 2018 immediately followed the pandemic downfall from 2019 to 2021.

The results of ADF, and KPSS tests revealed that the data are non-stationary at 
level. The derived ADF value was 0.96 which is greater than 0.05, and KPSS value 
was 0.07 as shown in Table 1. However, the data became stationary after taking the 
first difference. The significance value of ADF test was 0.00 (p < 0.05) and KPSS 
0.16 (p > 0.05) as shown in Table 2.
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Fig. 3  Month wise time series plot of variations in tourist arrivals: peak season and lean season—Indian 
(2008–18)
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5.1.1  Decomposition of Indian tourist arrivals

The multiplicative decomposition model is Yt = TtSt�t , the forecasting equation is 
yt = ttst , where tt is the trend-cycle component which is 866,276 + 5412.5t; t = 1,2… 
wherein 1 represents January 2008 and st is the seasonal factor. Table  3 displays 
the seasonal factor in percentage that affects the Indian tourist arrivals in the state. 
The multiplicative decomposition model emphasized that the number of Indian tour-
ist arrivals in the study area is higher during the summer months of April, May, 
and June, and then grows in September and October. The seasonal factor validates 
the forecast that the state experiences an increased tourist arrival by, 37.8%, 32.1%, 
35.2%, (April to June), 4.9%, and 21.4% (September and October), respectively. 
Figure  9 exhibits the forecasting of Indian tourist arrival in the study area using 
Decomposition.

5.1.2  Exponential smoothing using Holt–Winters method for the Indian tourist 
arrivals

The analysis revealed that the multiplicative model outperformed the additive model 
by capturing the seasonality component in the time series to enable long-term pro-
jection. The multiplicative exponential smoothing model exhibits the level (α), 
trend (β), and seasonality (γ) to be 0.424, 0.001, and 0.482. The value of the level 
component indicates that more emphasis is on the recent observation of the data. 
The trend parameter is 0.001 exhibiting less emphasis on the recent observations, 
Lidiema (2017); Intarapak et  al. (2022) presented similar findings. Hyndman and 
Athanasopoulos (2018) noted that forecasting models with lower weight on recent 
observations are generally more stable and less prone to overreacting to sudden 
changes in the data. Remarkably, Bermúdez et al. (2007) analyzed that including a 

Table 1  ADF and KPSS tests 
at level

Test Value Lag P value

ADF – 2.37 12 0.96
KPSS 14.40 12 0.07

Table 2  ADF and KPSS tests at 
first difference

Test Value Lag P value

ADF – 5.12 12 0.00
KPSS 0.64 12 0.16

Table 3  Seasonal factor in percentage of Indian tourist arrivals in Himachal Pradesh

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

69.3 75.6 97.9 137.8 132.1 135.2 93.5 95.6 104.9 121.4 70.2 66.7
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trend component did not improve the forecasting accuracy. As the trend parameter 
has considerably less weight, seasonality determines the patterns and variations in 
the dataset. The seasonality parameter is 0.482, indicating a significant weight on 
recent observations to analyze the seasonal patterns and variation while generating 
forecasts. Figure 9 exhibits the H–W forecasting of Indian tourist arrival in the study 
area.

5.1.3  Box–Jenkins method for the Indian tourist arrivals

The increasing trend and seasonal component in the Indian tourist arrival data 
exhibited non-stationarity (Fig. 3). The time series was transformed by taking the 
first season difference [D(Forecast)] (Fig. 4). The suitable model was selected using 
the ACF coefficient which reduces to 0 (Fig.  5), whereas, the PACF drops to 0 
(Fig.  6). For the non-seasonal component, the AR (p) is significant at lag 3,5, 9, 
10, 11, 12 and the partial correlation coefficients MA (q) is significant at lag 3, 6, 
9, 12. The seasonal difference in this model is 1, therefore, the value of d = 1. The 
Indian tourist arrival data has a seasonal component which requires undergoing Sea-
sonal Autoregressive Integrated Moving Average (SARIMA). The MA (Q) seasonal 
term was examined at lag value 12. The difference value (D) of the model is 1 and 
the seasonal lag (s) is 12. From the ACF and PACF plots, the suitable SARIMA 
models were selected. The most fitted model identified based on minimum AIC and 
BIC values was SARIMA (2,1,2) (1,1,1)12. Thereafter, the correlogram of residu-
als squared (L-Jung test) found no autocorrelation in the SARIMA (2,1,2) (1,1,1)12 
model. The probability values are greater than 0.05 (95%), indicating that the model 
is well constructed and the residuals are fitted (Fig. 7). Additionally, the residual plot 
exhibited equal scattering of the error terms (Fig.  8). Lastly, the arrival of Indian 
tourists was forecasted from 2019 to 2031 using the fitted model (Fig. 9).
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Fig. 4  Time series transformation by seasonal difference [D(Forecast)]
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5.1.4  Comparison between the three selected model of forecasting Indian tourist 
arrivals

Table  4 exhibits the comparison between the selected model to forecast Indian 
Tourist arrivals. The comparative graph between the actual values and forecasting 
values of the decomposition, SARIMA, and H–W models are exhibited in Fig. 9. 
The accuracy measurements are based on the predicted tourist arrival values from 
2019 and onwards instead of the actual values during that time. Estimating the accu-
racy of forecast beyond the training period and assessing the degree of fit between 
the forecast curve and the actual data from 2008 to 2018 are the main objectives 
of these measurements. The more the actual and forecast curve overlap the histori-
cal trend from 2008M01 to 2018M12, the more accurate predictions are. The fore-
casting graph demonstrates an upward-moving diagram anticipating an increase in 
tourist arrivals. The forecast accuracy of H–W is reasonably accurate at 10.18%, 

Date: 03/17/23   Time: 14:56
Sample: 2008M01 2018M12
Included observations: 132

Autocorrelation Partial Correlation AC  PAC  Q-Stat  Prob

1 0.651 0.651 57.292 0.000
2 0.349 -0.130 73.903 0.000
3 0.109 -0.112 75.536 0.000
4 0.085 0.171 76.530 0.000
5 0.043 -0.083 76.782 0.000
6 0.097 0.129 78.114 0.000
7 0.015 -0.160 78.148 0.000
8 0.024 0.099 78.231 0.000
9 0.058 0.103 78.711 0.000

10 0.280 0.308 90.042 0.000
11 0.531 0.410 131.25 0.000
12 0.782 0.495 221.30 0.000
13 0.498 -0.470 258.20 0.000
14 0.259 0.044 268.27 0.000
15 0.042 -0.140 268.53 0.000
16 0.042 0.017 268.81 0.000
17 0.004 -0.000 268.81 0.000
18 0.049 -0.027 269.18 0.000
19 -0.052 -0.034 269.60 0.000
20 -0.065 -0.067 270.28 0.000
21 -0.048 -0.097 270.65 0.000
22 0.154 -0.013 274.48 0.000
23 0.388 0.064 298.97 0.000
24 0.580 -0.025 353.98 0.000
25 0.352 0.006 374.45 0.000
26 0.151 -0.063 378.26 0.000
27 -0.030 0.010 378.41 0.000
28 -0.013 -0.024 378.44 0.000
29 -0.039 0.011 378.70 0.000
30 -0.000 0.013 378.70 0.000
31 -0.126 -0.076 381.47 0.000
32 -0.148 0.029 385.36 0.000
33 -0.132 -0.004 388.47 0.000
34 0.063 0.002 389.19 0.000
35 0.268 -0.015 402.27 0.000
36 0.428 0.048 435.99 0.000

Fig. 5  ACF and PACF plots for the Indian tourist arrival (Tourist arrivals I)
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Decomposition is good accuracy at 9.67%, and SARIMA is highly accurate at 3% 
MAPE coefficient value. The RMSE values of the H–W model (170,399.2) through 
values is more than SARIMA model and decomposition model. The RMSE values 
of Decomposition model is 148,977.2 which is higher than the SARIMA model. 
Theil’s U1 coefficient results of all the three models indicate a higher accuracy and 
equal distribution in the dataset. The SARIMA (2,1,2) (1,1,1)12 model demonstrates 
the best forecasting results according to Table 4. Therefore, the findings discovered 
that the coefficients evaluated the forecast accuracy beyond the training period, mak-
ing it useful for out-of-sample performance.

The H–W overestimated the forecast value than the actual value, whereas, 
SARIMA accurately forecasted the tourist arrivals with the lowest risk of over-
estimation or underestimation as reflected by the RMSE, MAPE, and Theil’s U1 
coefficients. Here, the overestimation means that the forecasted value is higher 
than the actual tourist arrivals, and lower in case of underestimation. Figure  9 

Date: 03/17/23   Time: 14:22
Sample: 2008M01 2018M12
Included observations: 131

Autocorrelation Partial Correlation AC  PAC  Q-Stat  Prob

1 -0.062 -0.062 0.5197 0.471
2 -0.074 -0.078 1.2532 0.534
3 -0.302 -0.315 13.641 0.003
4 0.014 -0.045 13.668 0.008
5 -0.130 -0.209 16.005 0.007
6 0.186 0.062 20.809 0.002
7 -0.145 -0.201 23.751 0.001
8 -0.030 -0.155 23.875 0.002
9 -0.287 -0.363 35.637 0.000

10 -0.071 -0.441 36.371 0.000
11 -0.000 -0.500 36.371 0.000
12 0.807 0.550 131.62 0.000
13 -0.050 0.024 131.99 0.000
14 -0.015 0.142 132.02 0.000
15 -0.290 0.026 144.67 0.000
16 0.035 -0.004 144.86 0.000
17 -0.114 -0.026 146.86 0.000
18 0.198 0.010 152.91 0.000
19 -0.142 0.034 156.04 0.000
20 -0.037 0.073 156.25 0.000
21 -0.282 0.041 168.82 0.000
22 -0.076 -0.006 169.74 0.000
23 0.061 0.096 170.34 0.000
24 0.632 -0.030 235.33 0.000
25 -0.021 0.069 235.40 0.000
26 -0.003 -0.017 235.41 0.000
27 -0.279 -0.043 248.48 0.000
28 0.050 -0.000 248.90 0.000
29 -0.088 -0.017 250.23 0.000
30 0.220 0.069 258.58 0.000
31 -0.163 -0.051 263.21 0.000
32 -0.049 -0.055 263.64 0.000
33 -0.265 -0.008 276.11 0.000
34 -0.049 0.001 276.54 0.000
35 0.067 -0.079 277.37 0.000
36 0.500 -0.038 323.16 0.000

Fig. 6  ACF and PACF plots for the seasonal differences in Indian tourist arrival [D(Tourist arrivals I)]
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Date: 03/18/23   Time: 10:30
Sample: 2008M01 2018M12
Included observations: 131
Q-statistic probabilities adjusted for 6 ARMA terms

Autocorrelation Partial Correlation AC  PAC  Q-Stat  Prob

1 -0.057 -0.057 0.4311
2 0.001 -0.003 0.4311
3 0.082 0.082 1.3413
4 0.087 0.097 2.3837
5 0.053 0.065 2.7706
6 -0.051 -0.052 3.1364
7 -0.023 -0.048 3.2138 0.073
8 -0.098 -0.125 4.5636 0.102
9 -0.046 -0.066 4.8606 0.182

10 -0.038 -0.034 5.0638 0.281
11 0.028 0.059 5.1758 0.395
12 0.035 0.082 5.3521 0.500
13 -0.095 -0.060 6.6986 0.461
14 0.144 0.133 9.7911 0.280
15 0.012 0.003 9.8118 0.366
16 0.039 0.019 10.038 0.437
17 -0.017 -0.046 10.084 0.523
18 0.017 -0.014 10.129 0.605
19 0.106 0.087 11.877 0.538
20 -0.009 0.024 11.891 0.615
21 -0.041 -0.036 12.157 0.667
22 -0.095 -0.098 13.594 0.629
23 0.143 0.126 16.878 0.463
24 -0.088 -0.064 18.128 0.447
25 -0.014 0.008 18.160 0.512
26 0.034 0.023 18.355 0.564
27 -0.103 -0.073 20.121 0.514
28 -0.045 -0.080 20.456 0.555
29 0.008 0.007 20.468 0.614
30 0.096 0.083 22.063 0.576
31 -0.050 -0.009 22.504 0.606
32 -0.035 -0.002 22.722 0.649
33 0.026 -0.008 22.844 0.693
34 0.030 -0.002 23.006 0.733
35 0.010 -0.028 23.022 0.776
36 -0.130 -0.100 26.127 0.669

Fig. 7  Correlogram of residuals squared (L-Jung test) for SARIMA (2,1,2) (1,1,1)12
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Fig. 8  Dot plot of residuals vs forecast values of Indian tourist arrivals to the study area
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demonstrates the outcome variation in the forecasting model and confirms that 
SARIMA best fits the historical data. The state will experience overcrowding 
by 2031, especially during peak seasons, causing adverse resource scarcity and 
a dearth of infrastructure. However, these forecasts are merely scientific estima-
tions and are bound to change with the progress in time due to unexpected events 
and external factors. This study solely assessed the future tourist arrivals, which 
follows the pre-pandemic trend. COVID-19 was a significant event severely 
impacting the environment and socio-economic richness in the state. However, 
this study acknowledges that presenting pandemic tourism scenario is vital and 
recommends that future research could use advanced data mining techniques to 
improve forecasting accuracy. M. Fátima and Rocha (2023) analyzed the “pre-
pandemic tourism forecasts and post-pandemic signs of recovery assessment for 
Portugal.” Thus, this study unlocks opportunities for future researchers to focus 
on the post-pandemic Indian tourist forecast in Himachal Pradesh and outline a 
sustainable recovery plan.

5.2  Foreign tourist arrival

The fluctuation in foreign tourist arrivals plot as a month-wise time series is 
shown in Fig. 10. Evidently, the fluctuations in the tourist arrivals follow a subtle 
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Fig. 9  Comparative forecasting of Indian Tourist Arrivals from selected models

Table 4  Comparison between 
the selected model to forecast 
Indian Tourist Arrivals

Forecast RMSE 
(Arrival 
numbers)

MAPE (%) Theil’s U1

Decomposition 148,977.2 9.67 0.05
H–W 170,399.2 10.18 0.06
SARIMA (2,1,2) (1,1,1)12 36,833.8 3.0 0.02
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downward trend. The time series data demonstrated irregular behaviour because 
of seasonality, trend, and cycle components. Foreign visitors travel from May to 
September which compliments domestic arrivals from April to June. The highest 
foreign arrivals are recorded in the tribal districts of Kullu, Kinnaur, and Lahaul 
and Spiti particularly from May to July. August observed a reduced foreign tour-
ist arrival because of heavy rains, raising the risk of landslides and floods. Tourist 
arrivals dropped in 2013 and 2018 due to heavy snowfall and the water crisis. The 
temporal imbalance is exhibited by the seasonality of foreign arrivals, particu-
larly during the peak season. Local business owners in Lahaul and Spiti district 
rely on foreign tourists for income rather than Indians. Foreign visitors are more 
sensitive to the native diversity and traditional values of the region. Thus, the 
state envisions rejuvenating foreign tourist arrivals and receipts.

The results of ADF and KPSS tests for foreign tourists revealed that the data 
was non-stationary at level. The estimated ADF value was 0.65 (p > 0.05), and 
the KPSS value (0.05) shown in Table 5. However, the significance value of ADF 
was 0.00 (p < 0.05), and KPSS was 0.13 (p > 0.05) after taking the first difference 
confirmed stationarity in the dataset in Table 6.

5.2.1  Decomposition of foreign tourist arrivals

In forecasting equation yt = ttst, tt = 36,780 + 7.6628t and st is the seasonal factor. 
Table 7 displays the seasonal factor in percentage that affects the foreign tourist arrivals 
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Fig. 10  Month wise time series plot of variation of tourist arrivals: Peak season and lean season- Foreign 
(2008–18)

Table 5  ADF and KPSS tests 
at level

Test Value Lag P value

ADF – 1.89 12 0.65
KPSS 17.35 12 0.05

Table 6  ADF and KPSS tests at 
first difference

Test Value Lag P value

ADF – 5.21 12 0.00
KPSS 0.00 12 0.13
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in the state. The multiplicative decomposition model emphasized that the number of 
foreign tourist arrivals increase from April to July and descend from August to Octo-
ber. The seasonal factor validates the forecast that the state experiences an increased 
tourist arrival by 13.3%, 22.2%, 23.4%, 30.7%, 26.5%, 23.9%, and 18.6% from April to 
October. Furthermore, the lean period spans from November to March.

5.2.2  Exponential smoothing using Holt–Winters method for foreign tourist arrivals

For the long-term projection, the multiplicative exponential smoothing model exhibited 
the level (α), trend (β), and seasonality (γ) to be 0.054, 0.001, and 0.940. Generally, 
smoothing parameter do not vary considerably and they almost achieve consistency 
in the training sample. α emphasized on the previous observations suggesting a slow 
and stable change over time. β indicates a greater importance on the past observations 
while generating the forecast, which is suitable for long-term projections, as presented 
by Lidiema (2017); Alonso Brito et al. (2021); Intarapak et al. (2022), among others. 
Although weak presently, the trend would gain prominence in the future because of 
revised tourism policies by the State Tourism Authority. Likewise, γ assigns heavy 
weight on recent observations presenting a higher sensitivity to specific parts. Fig-
ure 16 exhibits the H–W forecasting of foreign tourist arrival in the study area.

5.2.3  Box–Jenkins method for foreign tourist arrivals

The decreasing trend and seasonal component in foreign tourist arrivals exhib-
ited non-stationarity (Fig.  10). The time series was transformed by taking the 
first season difference [D(Forecast)] (Fig. 11). The suitable model was selected 
using the ACF coefficient which gradually reduces to 0 (Fig. 12), whereas, the 
PACF drops to 0 (Fig. 13). For the non-seasonal component, the AR (p) is sig-
nificant at 4, 8, 9, 12 and MA (q) is significant at lag 4, 12, 16, 24. The sea-
sonal difference in this model is 1, therefore, the value of d = 1. The foreign 
tourist arrival data has a seasonal component which requires undergoing Sea-
sonal Autoregressive Integrated Moving Average (SARIMA). The MA(Q) sea-
sonal term was examined at lag value 12. From the ACF and PACF plots, the 
suitable SARIMA models are selected. The most fitted model identified based 
on minimum AIC and BIC values was SARIMA (3,1,3) (1,1,1)12. After that, the 
correlogram of residuals squared (L–Jung test) found no autocorrelation in the 
SARIMA (3,1,3) (1,1,1)12 model. The probability values are greater than 0.05 
(95%), indicating that the model is well constructed and the residuals are fitted 
(Fig. 14). Additionally, the residual plot exhibited equal scattering of the error 

Table 7  Seasonal factor in percentage of foreign tourist arrivals in Himachal Pradesh

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

58 54.1 93 113.3 122.2 123.4 130.7 126.5 123.9 118.6 77.3 59
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Fig. 11  Time series transformation by seasonal difference [D(Forecast)]

Date: 03/21/23   Time: 12:34
Sample: 2008M01 2018M12
Included observations: 132

Autocorrelation Partial Correlation AC  PAC  Q-Stat  Prob

1 0.683 0.683 62.909 0.000
2 0.354 -0.209 79.969 0.000
3 -0.037 -0.366 80.160 0.000
4 -0.355 -0.250 97.618 0.000
5 -0.501 -0.071 132.60 0.000
6 -0.571 -0.241 178.33 0.000
7 -0.495 -0.153 213.03 0.000
8 -0.326 -0.086 228.16 0.000
9 -0.011 0.187 228.18 0.000

10 0.351 0.277 245.99 0.000
11 0.598 0.162 298.21 0.000
12 0.720 0.240 374.65 0.000
13 0.475 -0.290 408.14 0.000
14 0.190 -0.034 413.57 0.000
15 -0.103 0.079 415.16 0.000
16 -0.367 -0.068 435.67 0.000
17 -0.462 0.050 468.45 0.000
18 -0.510 -0.020 508.87 0.000
19 -0.441 -0.082 539.28 0.000
20 -0.241 0.030 548.44 0.000
21 0.024 -0.080 548.54 0.000
22 0.310 -0.075 563.96 0.000
23 0.462 -0.069 598.52 0.000
24 0.516 0.067 642.11 0.000
25 0.339 0.006 661.11 0.000
26 0.083 -0.138 662.27 0.000
27 -0.128 0.017 665.04 0.000
28 -0.336 -0.008 684.25 0.000
29 -0.402 -0.018 712.02 0.000
30 -0.413 0.006 741.63 0.000
31 -0.339 -0.040 761.72 0.000
32 -0.154 -0.040 765.91 0.000
33 0.064 0.038 766.65 0.000
34 0.272 -0.053 780.02 0.000
35 0.370 -0.055 804.97 0.000
36 0.375 -0.006 830.93 0.000

Fig. 12  ACF and PACF plots for the foreign tourist arrival (Tourist arrivals F)
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terms (Fig. 15). Lastly, the arrival of foreign tourists was forecasted from 2019 
to 2031 using the fitted SARIMA model.

5.2.4  Comparison between the three selected model of forecasting foreign tourist 
arrivals

Table  8 exhibits the comparison between the selected model to forecast foreign 
Tourist arrivals. The forecasting graph shows a linear downward curve in the foreign 
arrivals. The forecast accuracy for Decomposition is reasonably accurate at 23.72%, 
H–W is good accuracy at 17.22%, and SARIMA is highly accurate at 15.51% MAPE 
coefficient value. The RMSE value of the Decomposition model is 11,126.87, which 
is higher than the SARIMA model and Decomposition model. The RMSE value of 
the H–W model is 6907.59 which is equivalent to the SARIMA model. Theil’s U1 

Date: 12/20/22   Time: 15:53
Sample: 2008M01 2018M12
Included observations: 131

Autocorrelation Partial Correlation AC  PAC  Q-Stat  Prob

1 0.032 0.032 0.1340 0.714
2 0.125 0.124 2.2366 0.327
3 -0.110 -0.120 3.8908 0.274
4 -0.291 -0.308 15.497 0.004
5 -0.103 -0.069 16.973 0.005
6 -0.210 -0.155 23.117 0.001
7 -0.172 -0.253 27.296 0.000
8 -0.234 -0.390 35.051 0.000
9 -0.101 -0.325 36.512 0.000

10 0.201 -0.046 42.300 0.000
11 0.140 -0.186 45.147 0.000
12 0.611 0.373 99.820 0.000
13 0.077 0.041 100.70 0.000
14 0.055 -0.023 101.16 0.000
15 -0.030 0.071 101.29 0.000
16 -0.284 -0.066 113.49 0.000
17 -0.064 0.008 114.12 0.000
18 -0.173 0.078 118.72 0.000
19 -0.232 -0.059 127.10 0.000
20 -0.098 0.064 128.61 0.000
21 -0.080 0.034 129.63 0.000
22 0.176 -0.042 134.60 0.000
23 0.153 -0.059 138.39 0.000
24 0.381 -0.016 162.04 0.000
25 0.149 0.082 165.71 0.000
26 -0.022 -0.057 165.79 0.000
27 0.006 -0.028 165.79 0.000
28 -0.230 0.003 174.75 0.000
29 -0.085 -0.017 175.99 0.000
30 -0.120 -0.005 178.49 0.000
31 -0.207 0.010 185.94 0.000
32 -0.048 -0.024 186.34 0.000
33 -0.023 0.082 186.43 0.000
34 0.136 0.029 189.76 0.000
35 0.152 -0.049 193.93 0.000
36 0.191 -0.083 200.61 0.000

Fig. 13  ACF and PACF plots for the seasonal differences in foreign tourist arrival [D(Tourist arrivals F)]
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Date: 01/03/23   Time: 20:32
Sample: 2008M01 2018M12
Included observations: 131

Autocorrelation Partial Correlation AC  PAC  Q-Stat  Prob

1 0.113 0.113 1.7254 0.189
2 -0.088 -0.102 2.7751 0.250
3 0.046 0.071 3.0680 0.381
4 0.000 -0.025 3.0680 0.547
5 -0.032 -0.018 3.2132 0.667
6 -0.094 -0.096 4.4518 0.616
7 0.037 0.060 4.6433 0.703
8 0.055 0.027 5.0708 0.750
9 -0.057 -0.050 5.5417 0.785

10 0.048 0.065 5.8782 0.825
11 -0.008 -0.044 5.8880 0.881
12 0.042 0.064 6.1432 0.909
13 -0.026 -0.047 6.2408 0.937
14 -0.016 0.015 6.2787 0.959
15 0.042 0.016 6.5435 0.969
16 0.015 0.025 6.5769 0.981
17 0.014 0.013 6.6058 0.988
18 -0.045 -0.052 6.9139 0.991
19 -0.004 0.013 6.9168 0.995
20 0.058 0.038 7.4520 0.995
21 -0.048 -0.037 7.8222 0.996
22 0.037 0.051 8.0413 0.997
23 0.198 0.185 14.355 0.916
24 0.201 0.168 20.929 0.643
25 -0.013 -0.026 20.958 0.695
26 -0.011 0.026 20.979 0.743
27 0.025 -0.017 21.080 0.783
28 -0.043 -0.017 21.399 0.808
29 -0.031 0.019 21.566 0.838
30 -0.051 -0.056 22.013 0.854
31 -0.002 -0.008 22.014 0.883
32 -0.018 -0.040 22.069 0.906
33 -0.074 -0.057 23.039 0.902
34 -0.002 -0.028 23.040 0.923
35 0.022 0.013 23.128 0.938
36 0.006 -0.003 23.135 0.952

Fig. 14  Correlogram of Residuals Squared (L-Jung test) for SARIMA (3,1,3) (1,1,1)12
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Fig. 15  Dot plot of residuals vs forecast values of foreign tourist arrivals to the study area
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coefficient results of all three models indicate a higher accuracy and equal distribu-
tion in the dataset. The SARIMA (3,1,3) (1,1,1)12 model accurately forecasts foreign 
tourist arrivals. The comparative graph between the actual and forecasted values 
of the decomposition, B–J, and H–W exponential smoothing methods is shown in 
Fig. 16. Thus, the findings revealed that the coefficients evaluated the forecast accu-
racy beyond the training period from 2019M01 to 2031M12. 

The graph shows a critical drop in tourist arrivals in 2013 (natural disaster) 
and 2018 (water crisis) affected the time series trend. The foreign tourist arrivals 
have inconsistencies shown by the trend because of the high degree of seasonal-
ity due to natural and climatic adversities. Furthermore, destinations get tremen-
dous tourist footfall during peak seasons, impacting regional stability and safety. 
Notably, H–W model exhibit that the trend component has no visible influence 
after the year 2018, which experienced an acute water shortage impacting the 
foreign arrivals. The H–W model overestimated the future demand more than 
the actual value during peak seasons, whereas the decomposition curve under-
estimated peaks; Fosgerau et  al. (2013) recorded similar findings. In contrast, 
the SARIMA model accurately estimated the tourist arrivals with the lowest risk 
of overestimation or underestimation, as reflected by accuracy coefficients. The 
SARIMA model exhibits a declining trend and reduced seasonal fluctuations 

Table 8  Comparison between 
the selected model to forecast 
foreign Tourist Arrivals

Forecast RMSE 
(Arrival 
numbers)

MAPE (%) Theil’s U1

Decomposition 11,126.87 23.72 0.20
H–W 6907.59 17.22 0.10
SARIMA (3,1,3) (1,1,1)12 6907.59 15.51 0.10
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Fig. 16  Comparative forecasting of foreign Tourist Arrivals from selected models
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because of the strong influence of recent data values (refer Fig.  16); notably 
the year 2018, since there was an acute water shortage severely impacted the 
peak season for foreign tourists. The present study realized that the time series 
considered is relatively short, therefore, the H–W model might not have enough 
information to evidently detect the trend. In contrast to the H–W model, B–J 
can capture trend even in shorter series by analyzing the relationship between 
past and present observations. Thus, the authors suggest that future research-
ers collate long-term time series data to assess the smoothing parameters effi-
ciently and present a reliable forecast of foreign tourist arrivals. Although the 
forecasts present the pre-pandemic scenario, they explicitly highlight the need 
to assess the pandemic scenario through a comparative assessment. The region 
witnesses significant foreign tourist arrivals from July to August. During the 
monsoon period, the state gets flooded with a high risk of landslides, hinder-
ing traffic movement. Since the state is vulnerable to natural calamities result-
ing in declined foreign demand, implementing bioengineering is essential for 
long-term tourism planning, as Kohler et al. (2012) and Cantasano et al. (2023) 
suggested. Bioengineering would promote environmentally responsible tour-
ism with minimum environmental impacts to attract foreign tourists. Finally, 
this study sets a base for future studies to accurately estimate future demand by 
employing efficient models capturing seasonality in time series.

6  Policy recommendations

The results established a high degree of tourism seasonality in the mountainous state 
which interrupts the efficient operation of tourism infrastructure. Seasonality is a 
critical factor in developing tourism policy for sustainable development (Su et  al. 
2022). The natural factors of tourism seasonality cannot get eradicated, but the insti-
tutional factors can improve the tourism seasonality in a region (Rizal and Asokan 
2014). An accurate forecast of future demand is necessary to strengthen the current 
regulatory framework for sustainable tourism growth. To sum up, a precise tourist 
projection is a fundamental requirement for tourism planning to mitigate the adverse 
effects of tourism, diversify destinations and develop communities. Keeping this in 
mind; policy level recommendations to mitigate tourism seasonality in the study 
area are as follows;

Strengthening the existing Himachal Pradesh Tourism Policy’19: The policy aims at protecting 
destinations through sustainable policies and initiatives. The existing policy needs alignment with the 
national strategies of the Ministry of Tourism India for environmental promotion, economic and socio-
cultural sustainability, certification schemes, capacity building, and destination/product development.

• The main objective of the policy is building infrastructure and working towards a new marketing plan 
for tourist destinations. Therefore, a policy on tourism marketing adhering to the carrying capacity-
based model would ensure natural preservation for future development.
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Tourism diversification and destination management: Every season, visitors witness festivals and 
events like Dussehra, Shivratri, Holi, and Yatras. These festivals resulted in unfathomable problems 
concerning solid waste, pollution, and disasters which required an immediate response from the 
authorities.

• The biggest competitors to Himachal Pradesh are Uttarakhand and Jammu & Kashmir, offering diverse 
tourism. Thus, the state should develop tourism specializations supported by eco-tourism and forest 
policy.

• Preparation of destination development plans to regulate the impacts of increased tourist footfall. These 
plans permit regular monitoring of the saturated or to-be-saturated destinations by introducing tourism 
laws and strategies.

• Tourism policies on offering incentives for travel and tour packages during shoulder or lean seasons to 
diversify tourism, promote local marketing, and reduce and mitigate the impacts of seasonality.

• The Government must frame policies for travel insurance to ensure safe travel by partnering with 
authorized insurance providers and supportive infrastructure. The policies must deliberate on the safety 
of foreign tourists visiting the state during monsoon season, which is highly prone to disasters. This 
intervention can be extended further for severe winter seasons.

Long-term tourism forecasting: Long-term estimates will assist policymakers in preparing destination-
level crisis management plans, strategically elevating regional tourism, and regulating the massive 
tourist inflow and pilgrim traffic for sustainable transformation.

• Regular long-term tourism forecasting using reliable and robust methods for assessing the policy alter-
natives in the region. Plans for long-term tourism development aligned with a robust policy framework 
would ensure "tourism for all," expand the sector, protect tourist destinations, promote host communi-
ties, develop human resources, and stimulate private investment opportunities.

• Effective public-private participation (PPP) tourist packages through a partnership between the govern-
ment and the private sector. The PPP interventions would significantly transform tourism, particularly 
during shoulder or lean seasons.

• In the long run, policy formulation to promote environmentally responsible tourism with minimum 
environmental impacts is essential in the state.

• The state experiences soil erosion, which needs controlling by adopting a stringent policy on sustain-
able construction techniques such as Bioengineering and plantation.

Infrastructure recommendations: The region has insufficient water resources to meet the exist-
ing demand. Thus, an adequate water conservation policy is necessary to meet the escalating water 
demand.

• The hills in the region are under massive impact from solid waste dumping. It indicates an immediate 
ban on single-use plastic through a regulatory framework in protected areas, religious sites, and rural 
areas.

• The primary mode of transportation, roads, need protection from harsh climatic conditions and disas-
ters. Therefore, road alignment should strictly avoid fault zones and landslide-prone areas to minimize 
the risks.

• Strengthening existing airports and helipads is crucial for sharing the future tourist demand while 
improving regional air connectivity through UDAN (Ude Desh ka Aam Naagrik) scheme.

7  Conclusion

Estimating future demand is challenging because of the high seasonality in the 
hilly state of Himachal Pradesh. In this context, this study framed a comprehensive 
approach toward forecasting tourist demand using a univariate time series analysis. 
The methods applied are; the Decomposition, Box–Jenkins, and Holt–Winters expo-
nential smoothing methods, based on their ability to assess the historical data and 
trends, determine the degree of seasonality, and ability for long-term forecasting. 
The empirical findings reveal a robust and reliable approach to forecasting tourist 
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demand in destinations facing seasonality for a longer span; from 2019 to 2031. 
The forecasting accuracy of the SARIMA model has the lowest MAPE values, 3% 
and 15.51%, for Indian and foreign visitors, respectively. This study is a pioneer in 
forecasting tourist demand in Himachal Pradesh and has significant implications for 
tourism planning and management, crisis management, and policy formulation. The 
suggested approach will also benefit sales, weather, stock prices, finance, retail, and 
manufacturing industries. The research findings would assist policymakers and tour-
ism managers in making informed decisions about resource allocation, infrastruc-
ture development, and marketing strategies. Although comprehensive, this study has 
a few limitations; it solely assessed the future tourist arrivals, which follows the pre-
pandemic trend. COVID-19 was a significant event that severely impacted the envi-
ronment, social, and economic richness in the state. Furthermore, the scope of this 
study does not cover the treatment of the actual data between 2019 and 2021. The 
limitations in this study set avenues for future research to employ cutting-edge tech-
niques such as artificial neural systems, artificial neural network, fuzzy neural sys-
tems, theta models, genetic algorithms, and other advanced data mining techniques 
for comparative forecasting.
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