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Abstract
Computerized analysis of pigmented skin lesions (PSLs) is a lively space of survey that
dates back over 25 years. Recently, different automated computer-based systems stand
to be a helpful tool. Physicians’ usage for ABCD worldwide as the main tool of
diagnosis and self-examination make it the common reference for different skin cancer
diagnosis models. This system is comprised of the main four key warning signs of the
ABCD model that can be detected by visual inspection and more accurately identified
by the automated system to diagnose melanoma. Based on the image area identified as
PSL, through pre-processing and segmentation step, the features will then be detected
regarding ABCD rule. According to what ABCD stands for, the proposed study extracts
Asymmetry, Border and Color features, in addition to various parameters introduce
parameter “D.” Finally, as the worldwide definition of ABCD rule of cancer diagnoses
was discussed, this research also makes the final decision according to the Total
Dermoscopic Score (TDS) Index, in addition to another three popular machine learning
classifiers. ANN, SVM, and K-nearest neighbor were used for classification of the
segmented lesions in addition to the traditional TDS. This research shows perfect results
for calculating the ABCD score automatically, which reflects its viability. Different
experiments developed in regard to features variety and different classification methods
to reach 98.1%, 95%, and 98.75% classification accuracy when dermoscopic images
were classified by TDS, Automatic ANN, and linear SVM, respectively, where the
clinical images reached perfect accuracy 100%when classified by linear SVM, and very
promising result 98.75% as per automatic ANN. This system considered to be the first
promising digitalized system for traditional TDS regarding the achieved accuracy and
using of a simple Graphical User Interface (GUI) to facilitate user easy use.
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1 Introduction

Skin cancer is an aggressive tumor appeared on the most superficial layer of skin—skin
epidermis—as PSLs. Most skin cancer lesions are not from pigmented melanocytes but
from non-pigmented cells [1]. Thus, basal cell carcinoma (BCC) and squamous cell
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carcinoma (SCC) are considered to be the most two popular skin cancers [1, 2].
Nevertheless, melanoma skin cancer (MSC) may be a less popular and more deadly
carcinoma. It counts for less than 5% among the other two skin cancer types, but it
leads to death with a high rate of 75% [2, 3]. However, melanoma is incurable in its
developed phases and survival with melanoma increased from 49% (1950–1954) to
92% (1996–2003). This goes back to new technology as computer-aided diagnosis
(CAD) algorithms for skin cancer can help increase early diagnosis and so successful
treatment avoiding several treatment processes [4].

Despite the big tendency of skin cancer treatment in its early stage, it highly
depends on the accuracy of the proposed automated system. Skin diseases are
considered to be one of the most difficult diseases to have an accurate auto-
matic diagnosis due to its different structure that varies among patients accord-
ing to their different skin type. Initial methods have been developed to help
dermatologist screening out melanoma started by dermoscopy that depends on
simple materials, such as point of oil, microscope lens, and visual light
epiluminescence microscopy (ELM). This was later developed into a fiber light
instead of using oil for a clearer image. Besides visual inspection using ELM or
fiber light, other diagnostic models were also invested to assist dermatologist
deciding if the lesion is benign or malignant such as (i) 7-point check, (ii)
Menzia scoring system, and (iii) the so-called ABCD-rule and (iv) pattern
analysis [5, 6]. These diagnostic models have become reasonable to physicians,
but it was not enough for a reliable, fast, and accurate diagnosis.

As computer technology started its revolution and it had been investigated in all life
fields, many different methods were proposed for CAD of skin cancer that copes with
the lake of standardization of visual inspection. Regarding the vulnerability of skin
cancer and the complex texture of PLS, different features, structures, models, and
classification methods are recommended for investing integrated and efficient diagnos-
tic methods. ABCD diagnosis model is the one proposed through this study which
requires implementation of different types of features and parameters to compute the
outcome of each single ABCD standard. This model was characterized by the useful
value that its features are easy patterns which are explained in a computer algorithm.
Furthermore, information like the lesion symmetry or edge steepness at the contour is
not like medical forms such as tissues and vessels. Also, the scoring account is complex
to estimate without specific software. However, ABCD model is usually classified by
the traditional calculating method Total Dermoscopic Value (TDV); recently famous
artificial intelligence algorithms were also used for classification.

The main challenging task of biomedical engineers is to fully automate the physi-
cian’s vision into simply using an automated system. Through this study, the ABCD
model will be presented in a fully automated system using a graphic user interface for
the easy usage of the system. In addition to simplicity of GUI, system shows high
accuracy and perfect results with the different classification methods, whether it was
applied on dermoscopic or clinical images. Best result was achieved for both image
types when the most prominent features of each were classified by linear SVM, which
reached 100% and 98.75 when applied on clinical and dermoscopic images respec-
tively. System simplicity, accuracy, and database variability make it a very promising
addition to the various studies which handled CAD for the sake of PSL diagnosis as
mentioned through the next section.



The presented paper is arranged through five successive sections. First, the intro-
duction section presented to clarify the ambiguities of terminology used in the litera-
ture. Second, an extensive review of the recent studies and systems performed for
melanoma diagnosis is presented through a literature review. By the third and the fourth
sections, materials used and methodologies of work are mentioned, respectively.
Finally, the results achieved through the different approaches applied will be discussed
through the fifth section, experimental results.

2 Related Work

There is a great size of researches inspired by imaging processing discipline attached to
the handling of PSL diagnosis. The number of researches had risen every year to reach
about 450 publications in the duration of 1984–2012 [7]. Through these years signif-
icant progress occurred, which also provides future directions for some feasibility
studies and work regarding the value of this kind of application. The overall structure
of all systems described in various papers is roughly the same. Mostly the difference
lies in the number and types of classifiers used and in the acquisition and handling of
samples. The aim of this section is to present a brief survey of some of these attempts
and tries to evaluate general look on the result’s achieved with different methods and
algorithms from the old decade to this time.

Starting by 1992, Stoecker and Moss who implemented digital imaging algorithm to
dermatology [8]. In 2001, Ganster et al. [9] presented an identification system for
melanoma by 21 features including shape and radiometric features, as well as local and
global parameters, which had been designed to analyze the skin cancer. This research
has achieved a sensitivity of 87% with a specificity of 92% using K-nearest neighbor
(KNN) as a classification method. Blum et al. [10] studied the ABCD, Menzies score,
and 7-point check rule to classify the patients that suffered from melanocytic lesions,
wherein system reached high accuracy level: Menzies scored 83.3%, while ABCD and
7-point check reached 78.1% and 88.1% respectively. In 2004, a CAD system of
melanocytic lesions is established [11] to estimate 64 different analytical parameters
and classified all 837 melanocytic lesions. In 2010 Amaliah et al. proposed the MSC
diagnosis method for ABCD feature extraction with an accuracy of 85% [12].

In 2012, the melanoma diagnosis algorithm is created by texture analysis and
recognized by artificial neural network (ANN) using 102 dermoscopic images with
92% accuracy [13]. In 2013, a CAD system is obtained to classify melanoma and
melanocytic skin cancer by using clinical photographic images instead of using
dermoscopic images in order to increase the flexibility and availability of this system
[14]. Another research developed a system using the ABCD model for melanoma
diagnosis [15] that based on image segmentation and analysis factors for qualitative and
quantitative of skin cancer images. Thus, it started to be our purpose to test the effect of
using different features like morphological, geometric, and texture features, each alone
and together. By the end of 2014, we handled the effect of morphological features by
using two different classifiers [16].

In 2015, Jain et al. presented a CAD algorithm for the detection of MSC using image
processing techniques to discriminate normal skin from melanoma skin tumors [17]. In
2016, a fully automated CAD system for PSL is designed to extract the morphological
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and texture features for developing the performance of the system with an accuracy of
96.25% and 97% for dermoscopic and clinical images respectively [18]. In 2017,
another approach for PSL diagnosis is used Otsu segmentation as a preprocessing step
and ABCD as a feature extraction step [19]. Some studies [20–22] are summarized the
comparing results and sand nearly to the last results that recorded by skin cancer
automatic diagnosis algorithms. Recently, the classification of different types of skin
cancer images is implemented by deep neural networks [23, 24]. The following two
sections will discuss in detail the different methods applied to extract the main features
and the experimental results of the applied approaches.

3 Materials

The major target of this research is to recognize the valuable characteristics of PLS
differential structure by image processing vision. Thus, out of all the new modalities
used nowadays that facilitate the visualization of skin lesion structure [25, 26], this
study is mainly applied on dermoscopic images and clinical images. Images acquired
by dermoscopy and special camera resulted “dermoscopic image”; other type of image
is “photographic or clinical image” acquired by conventional camera [26]. For the ease
of system flexibility, availability, and cost reduction, the clinical image was preferred,
while dermoscopic images are essential for its ability to clarify lesion differential
structures, especially when applying the ABCD model for diagnosis. Figure 1 shows
the difference between the two types of image.

3.1 Database

This study was applied to a database consisting of 320 images for various PLS with
different risk categories. All images were arbitrarily examined from the skin malady
books and specialists’ centers (www.dermoscopic.blogspot.com/, www.
dermoscopyatlas.com). Images were equitably partitioned to the two fundamental
classes: 160 dermoscopic and clinical lesion images. To differentiate between
malignant and benign lesions, every one of the utilized databases was randomly
partitioned to 80 lesions of each. The dominant part of the dermoscopic images was
selected from (http://www.ee.siue.edu/~sumbaug/Borders%20Complete/), and clinical
images utilized for that design are broadly accessible in [27].

Fig. 1 Malignant melanoma image in clinical and dermoscopic view
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3.2 Implementation

For fruitful diagnosis and a high computerized framework, a perfect visualization is
fundamental that based on the implementation of ABCD rule on melanoma images by
MATLAB version of 2010 on WINDOWS platform.

4 Methodology

The ABCD rule is a popular semi-quantitative method used to recognize dermoscopic
criteria for melanoma diagnosis. It is a point-based framework where the physician
allocates a score of each four categories. The categories are Asymmetry, Border, Color,
and Differential structure or Diameter based on TDV [5]. To extract these four key
warning signs from the desired lesion, some prior steps have to be performed. It starts
with the pre-processing image for eliminating undesired artifacts and shading impacts.
Then, a segmentation step is used to distinguish the lesion borders.

Then, ABCD features are calculated and the system classified and evaluated. This
research describes all these steps, giving special attention to the different approaches for
detecting the main parameters regarding the ABCD model. Thus, four main steps were
mainly constructed to design an automated ABCD system. First, image pre-processing
and segmentation applied to separate the region of interest. Second, A, B, C, and D
features were extracted, followed by classification using TDV score and other different
classifiers such as support vector machine (SVM), ANN, and KNN. Finally, the system
performance was estimated according to sensitivity, specificity, and accuracy. Figure 2
shows a block diagram for the process.

Fig. 2 Schematic representation for the proposed algorithm
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4.1 Pre-processing and Segmentation

Efficient and meaningful features are highly focused on the accurate extraction of the
lesion from the surrounding background. This process of separation has to go through
the essential steps of pre-processing and preparation. The method applied here to
segment the lesion was the same applied in our previous work through [16, 18]. First,
the database was prepared where all images were resized and adjusted to the same
scale. Then, image contrast was adjusted and filtered through the image enhancement
step. Finally, the counter is clear enough to facilitate the separation process that was
named as image thresholding. Figure 3 can simplify the performed steps for the ease of
lesion segmentation.

4.2 Feature Extraction

The most important step toward designing the ABCD scoring system is to extract the
main four features such as Asymmetry (A), Border (B), Color (C), and Diameter (D).

4.2.1 Asymmetry (A)

Feature (A) represents the tumor degree of asymmetry. Melanoma generally has more
asymmetry shape and color than that of the benign nevus. For that reason, numerical
indices about asymmetry are calculated regarding both tumor shape and color. The
image is divided by two perpendicular axes to four regions; then, the symmetry is
inspected across x- and y-axis intersecting at the centroid of the tumor. If the image
shows asymmetric features on both axes according to color and shape, the asymmetry
outcome is 2. If there is asymmetry on one axis, the outcome is 1. If asymmetry is lost,
the outcome is 0. So for shape and color, there can be a maximum of two points if it
shows asymmetry through both axes. According to the previous definition of Asym-
metry, the first step toward calculating it is to divide the segmented lesion into two

Fig. 3 Image segmentation steps for melanoma disease [18]
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different axes and to compute or detect the symmetry of each half regarding the other;
this process is designed as follows.

& Lesion division: Regarding the lesion centroid the central axis point was detected
(Xc, Yc). After that, the nearest point on the lesion boundary is detected, with
respect to that of the central points. According to the four detected points, the lesion
was divided into two horizontal and vertical halves as it was bisected by two 90
axes. Figure 4 illustrates the lesion four detected points and the divided tumor.

& Shape asymmetry calculation: After dividing the image vertically and horizontally,
each half is compared with its adjacent. Measuring asymmetry is to mirror or reflect
the mask about one of the principal axes and compute the non-overlapping part of
the lesion. Asymmetry is defined as the near-axis of symmetry by computing the
asymmetric index. The asymmetry index [28] compares the absolute area variances
to the total area of the tumor shape that operated using Eq. (1). The asymmetry
index then indicates perfect symmetry in case it is less than or equal 1.0; otherwise,
it indicates asymmetry of that side if it is greater than 1. When the axes

AI ¼ 1

2
∑
2

K¼1

ΔAk

A
ð1Þ

where:

ΔA is an overlapped region.
A is the total area of lesion.

& Color asymmetry calculation: The shape asymmetry is measured according to
the binary mask of the lesion, but the same concept cannot be applied to color
asymmetry. Consequently, each half is multiplied by the original image to yield
the original lesion image divided by the same principle axes as shown in Fig. 5.
Color asymmetry is measured by comparing the mean of the three-color com-
ponents (μR, μG, μB) on both sides. According to this experiment, both sides
considered symmetric in color if the difference between the three-color compo-
nents is less than 0.05, otherwise considered to be asymmetric in color.

Accordingly, if both color and shape are symmetric, the “A” score is equal to “0.”A score
is equal to “1” if one axis was asymmetric in color or shape or each given that the other axis
is totally symmetric. A score is equal to “2” if both axeswere asymmetric in color or shape or
each.

Fig. 4 The binary mask of the four detected points and the divided lesions
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4.2.2 Border (B)

Melanoma tends to be blurred or irregular at the lesion border. There are a number of
papers detailing the process of finding a measure of border irregularity. Two of the
common ways for this measure are the compactness index and the fractal dimension
methods [29]. The compactness index is the easiest to calculate, but in many cases, it is
inappropriate to describe the shape of the border. Also, the fractal dimension does not
act well to capture the difference between the uneven nature of the border on a small
scale (wriggly) and the significant border irregularities [30]. As simple border param-
eter is a numerical value from 0 to 8, a lesion is partitioned into eight segments. The
border of each segment is rated where the sharp boundary participates 1 score and the
progressive boundary participates 0 score. Therefore, there can be a maximum of 8
points if all segments recorded to be blurred. Consequently, the border assessment
process was designed in two steps; first divide the segment then evaluate it.

& Lesion division: To complete the lesion division process as described earlier, there
are other two lines cut through the center, each of them at 45° inclined to horizontal.
As a result of that operation, the tumor area was divided into eight regions with
similar angles as shown in Fig. 6.

& Border calculation: After the border is divided into eight portions, that step is
operated to measure rotation invariance or border irregularity, then analyzing the
sharpness for each portion independently. The segment border is considered a
digital signal searching for peaks by determining whether each value of the input
signal is local minimum or maximum. Then, each element of data is compared with
its adjoining values. If an element of data is bigger than both of its adjoining, it is a
local peak and that segment considered to be irregular. If there are no local peaks,
that element is an empty vector and so the segment is recorded to be the smooth
border. This described method is actually very similar to the original diagnosis

Fig. 5 The lesion colored in two halves

Fig. 6 Border division in two eight segments
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method by human visual assessment. Each part is then graded for the blurriness,
one point is awarded if the edge segment is blurry, and zero points are awarded if
the edge segment is smooth. The points for each edge segment are totaled and used
as one part of the diagnosis [19]. The maximum score that can be recorded is eight
if local pecks or irregularities are recorded among the eight segments.

4.2.3 Color (C)

Measuring and extracting ABCD features and color variation features will be discussed
in this section. Melanoma cells are commonly colorful like brown and black that based
on the production of melanin pigment at various depths within the skin. The appearance
of the emergence of color variations in situ sign is an important measurement in
detecting malignant lesions [31]. The amount of different colors is positively correlated
with the suspicion of melanoma [32]. Malignant tumor was typically recognized by
three or more colors while 40% of melanomas were recognized by five or six colors. In
other words, lesions that consist of more colors are seeming to be malignant. The lesion
color variability was measured by computing the incidence of these typical hues inside
a lesion segment.

& Color calculation: Physicians typically establish six special hues in skin lesions that
include white, red, light brown (lBrown), dark brown (dBrown), blue-gray (bGray),
and black. These basic colors are explained with the RGB color space in the range
between 0.0 and 1.0 as shown in Table 1. The Euclidean distance D is calculated
between the pixel color and the six colors as in Eq. (2) [33]. The counter of the
nearest color is increased by 1/n, where n is the number of pixels within the
segmented area. The most obvious measure of similarity between two samples in
the feature space is the distance between them. A color score is given by the sum of
all values of the 6 color features so that a color maximum score is six if all colors
were regarded.

D ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r−r1ð Þ2 þ g−g1ð Þ2 þ b−b1ð Þ2
q

ð2Þ
For example, the first color white in the segmented lesion is given as the following
numbers.

Table 1 Six special hues in skin
lesions with the RGB color space

Color Red Green Blue

White 1 1 1

Red 0.8 0.2 0.2

Light brown 0.6 0.4 0.25

Dark brown 0.4 0.26 0.13

Blue gray 0.2 0.6 1

Black 0 0 0
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r1; g1; b1ð Þ ¼ 1:0; 1:0; 1:0½ �

We obtain:

D ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r−1:0ð Þ2 þ g−1:0ð Þ2 þ b−1:0ð Þ2
q

If the considered pixel is white so the D1 value supposes to be zero, which means that
there is no difference observed.

4.2.4 Parameter (D)

D was not directly identified as the previously mentioned A, B, and C parameters,
where previous literature describes it in two different ways. Some studies describe it as
the tumor diameter [12], while other theories define it as a differential structure [34]. As
it is crucial to know the effect and the different results of each, it was the target to study
both ways and compare. The differential structures in the ABCD rule are only clear in
dermoscopic images. Dermoscopic images mainly differ from those clinical images, as
these images have magnified subsurface structures. As it was the intent of the proposed
study to globalize the designed system to all image types, whether with highly
magnified and detailed images (dermoscopic) or others acquired by a standard camera
(clinical images), two methods are used to represent differential dermoscopic structures,
the first, by calculating the differential structure in a traditional way (pigmented N.W,
dot’s, blue veil, Regression, and Irregular pigmentation), and the second through
texture feature representation.

Diameter Melanoma diameter is larger than mole diameter; especially, it reaches to
6 mm. Previous theories present a scalar that represents the diameter of a circle as an
indication of the probability of the malignancy of a PLS [35]. Calculating the diameter
can be carried out somewhat easily, but the problem is that the 6 mm limit cannot be
considered as a threshold, where according to the database, the scale is roughly known.
Previous studies [12] assumed that if the wound is often irregular in form, diameter
could be calculated by drawing a straight line from all border pixels to the opposite
edge pixels among the center point and averaged. But this cannot be done practically.
As long as different resolution and resizing operations are applied to the image, it is not
quite accurate to depend on such a scalar definition to determine how large the lesion is.
For that reason, it was preferred to define diameter through its geometric features.

According to the feature extracted in [16], the six most effective geometric features
by the fisher score algorithm are used to compute the D score. Table 2 describes the six
features used for dermoscopic and clinical images associated with the limit or threshold
to specify melanoma according to experiments carried out through this study.

Differential Structure This section presents a process for early detection of skin cancer
images. When dermoscopic pictures are applied, another set of diagnostic rules are
needed. A group of specific features for differential structures has been observed [36].
The differential structure has six values to consider: irregular dots and globules,
irregular pigment network, structure less areas, regression, pigmentation network, and
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finally blue veil. Through this section, parameter “D” is represented by the sum of all
values of the six variety features as shown in Fig. 7.

& Irregular pigmentation: Irregular pigmentation implies an irregular form of black or
brown regions as displayed in Fig. 7. Previous studies used different color planes to
study the differential structure present within the lesion region [38]. Considering
that proposed color planes [16], the image undergoes the following steps to extract
the required regions. In that study, it was observed that the irregular pigmentation
was found in a lesion and was highly marked through the “L” plane of the Lab and
“V” plane of HSV color space. Figure 8 shows a representation of that process.

& Irregular Dot’s and globules: According to the lesion sample displayed in the image
in Fig. 7, irregular Dots/Globules can be defined as black or brown regions in oval
shapes with different sizes. Observing that the previous application for detecting
irregular pigmented regions is concerned with all the pigmented regions regardless
of their size or structure. The same process is applied to extract dots or globules that
present in the lesion with respect to different density threshold adjustments. Irreg-
ular pigmented regions are considered irregular dot or globules, if their density is
about 1/30000 of the total lesion area, and the lesion count down more than 30
regions. Figure 8 can identify the irregular pigmented region with the difference
between dots and other structures considered irregular pigmentation.

& Blue veil: It is considered gray or blue regions that closed to irregular dots/globules
[37]. It can be clearer on the image displayed in Fig. 7. Considering the seven color
spaces discussed earlier [16], the HSV color space is the best describing many
differential structures. As it can be used to describe irregular pigmentation through
the “V” plane, it was also introduced describing the blue veil structure but through

Table 2 Geometric features
selection

Dermoscopic features Limit

Equivalent Radius 110

Area 50,000

Perimeter 900

Roundness 0.75

Major Axis 300

Minor Axis 210

Fig. 7 Epiluminescence microscopy image of Melanoma [37]
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the “S” plane. The process applied to extract regression is the same applied for
irregular pigmentation considering the color plane “S” instead of “V” and the
density condition as well. Figure 9 shows an overview of the process for detecting
blue veil. The blue veil could be detected as a present feature of the differential
structure if the area of the region extracted within the ratio of (1/5000) of the total
lesion area.

& Structure less: That structure considered being complementary to irregular pigmen-
tation. It is also called hypopigmentation that performs as a widespread region of
decreased pigmentation inside the normal pigmented lesion [39]. It was also
mentioned by the same color space HSV but with different channels. According
to the trails operated to find out the best plane describing light or structure less
region as the same for the blue veil, it was noticed that “S” channel was the best to

Fig. 8 Process of detecting irregular pigmented regions and Dot’s

Fig. 9 Process of detecting Blue Veil
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describe it. The process applied to define the di-pigmented region was near to that
method applied for irregular pigmentation and blue veil but with minor changes.
Figure 10 shows the process that the operation goes through to detect structure less
region. Considering HSV color space the image undergoes the following steps to
extract the required regions.

& Regression: These structures can be defined as a white scar that acts as irregularly
distributed in the lesion [39], looking back to the lesion sample in Fig. 7. For that
process, two different color spaces were introduced YCbCr and Lab color space,
where both did cooperate to extract regression as follows. Figures 10 and 11 shows
an overall description of the regression.

& Atypical pigmentation network: An atypical pigment network is defined as a black
or brown region with irregular forms and thick streaks as shown in Fig. 12. The
lesion network serves as a diagnostic feature, particularly if the network line and
network allocation are references for this network. Regarding the search for the
occurrence of pigmentation, texture spectral technique was designed [40].

The proposed algorithm applied to detect atypical pigmentation network consists of
the following steps.

1. Convert from RGB to gray: At the first stage, the input segmented ELM color
image is converted to intensity image (gray level).

2. Spectral technique: It is dependent on the Fourier transform, filtering, and inverse
Fourier transform of the gray-level image as in Fig. 13.

3. Contrast adjustment: The image resulted from the Fourier transform is adjusted by
means of histogram equalization.

Fig. 10 Process of detecting Structure less using HSV color space
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4. Threshold: Otsu’s threshold is applied to each pixel in the image as related to be the
desired network or not.

5. Morphological operations: This deals with searching for streaks or points which
can build the network structure. Morphological operations are introduced through
four different steps, starting with skeleton operation to delete pixels on the edges of
objects and it does not allow objects to fracture. It is followed by image double
erosion, and finally, images cleared out of the small isolated points as shown in
Fig. 14.

6. Regression density: The network might be a typical network that is not considered
to be an indication for melanoma so that the density ratio was controlled between
two threshold limits. If the pigmented network ratio calculated according to Eq. (3)
results in a ratio between 25 and 35, this indicates the presence of an atypical

Fig. 12 Epiluminescence microscopy image by Atypical Pigmentation network

Fig. 11 Process of detecting Regression using luminance and Lab color space
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pigmentation network, and so the differential structure score is increment by 1;
otherwise, it is ignored.

PNR ¼ Area of the detected region=total area of the lesionð Þ � 100 ð3Þ

There are six dermoscopic structures that had been monitored through the PSL like
irregular pigmentation, irregular dots, blue veil, structure less, regression, atypical
pigmentation network. According to the procedures listed above to examine the
differential structure of PSL, the presence of those structures depends mainly on the
calculated density ratio and the threshold adjusted for it. It is serious to record that the
values adjusted as a threshold for structure density were according to study experimen-
tal trails and were not previously listed.

Fig. 13 Image filtration in the frequency domain

Fig. 14 Process of detecting Atypical Pigmentation N.W
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Texture Features This kind of texture information is used for digital camera images.
Thus, texture features are calculated on the gray scale image component in the
segmented region by the Haralick-features. According to the 21 GLCM features
previously mentioned through our research in [18], six features are selected based on
the accuracy, which is previously mentioned as effective features. Considering the
difference between the texture of dermoscopic and clinical images, different sets of
features were selected for each type of image with different limits. Table 3 shows the
different sets of features used for both types of data with their different limits.

4.3 Classification

All features are extracted with respect to the four main warning signs of the ABCD
model. According to the main block diagram plotted in Fig. 1, the third step is to
classify the introduced image to whether it is benign or malignant. The algorithms used
in this study for classification are SVM, ANN, and KNN. All these classifiers were
previously applied to the approaches introduced in [16, 18] for PSL diagnosis. Data-
base of 160 PSL for each dermoscopic and clinical images were fairly divided into
equal sets for both training and testing sets. Thus, the training set of dermoscopic and
clinical images as well consist of 40 malignant lesions and 40 benign lesions. In
addition to those classifiers, also the TDV scoring method was considered. Total
dermoscopy value is also an efficient scoring method used for making a decision about
the lesion when the ABCD model is applied. This section will discuss the four
diagnosis methods performed for classifying the features extracted in the section above.

a) Artificial neural network: ANN is based on an artificial neuron that represents the
signal sum and thresholds of biological neurons through mathematical calculations
by activation function [41]. In this paper, the ANN classifier used two network
topologies which have the same number of input/output and hidden nodes, with the
same activation function but with different training techniques such as Automatic
and Traditional ANN [16].

b) Support vector machine: SVM is based on the discovery of the best hyper-plane to
differentiate all data in one class from the other class [42]. In this study, the SVM
classifier used three different kernel functions [43] that are linear, quadratic, and
RBF kernels.

Table 3 Texture features used for dermoscopic and clinical images

Dermoscopic Limit Clinical Features Limit

Correlation > 9.75 e-001 Max. probability > 0.45

Energy < 03 Energy < 0.3

Entropy < 1.65 Entopy > 1.65

Sum Variance > 0.45 Cluster prominence > 100

Sum entropy > 1.6 Sum entropy > 1.5

Information measure of correlation 2 > 0.94 Information measure of correlation2 > 0.9
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c) K-nearest neighbor: KNN is based on the separation between classes by K-sample
neighbor that represent the distance closest computation between all data and class
centers [44]. The restriction of the KNN classifier appears when using the large
database.

d) Total Dermoscopic Value (TDV): The developed ABCD scoring software assigns
points according to the four ABCD features as in Table 4. These points are
weighted to produce total dermoscopy score (TDS), where an increased risk of
lesion malignancy is defined when a higher score is gained. TDS can be calculated
according to the “ABCD” rule by the formula presented in Eq. 4. It is noted that
weight factor is a weight given to a data point to allocate it a lighter, or heavier,
importance in a group.

TDS ¼ A score� 1:3ð Þ þ B score� 0:1ð Þ þ C score� 0:5ð Þ þ D score� 0:5ð Þð4Þ

According to TDS equation, the following condition is considered for melanoma
diagnosis [45]:

& TDV < 4.75 benign melanocytic lesion.
& 4.75 TDV < 5.45 suspicious lesion
& TDV> 5.45 lesion is melanoma.

According to the different classification algorithms proposed two different ANN
approaches were introduced and another three SVM approaches were presented, in
addition to K-NN and TDV scoring method. Data were classified by seven different
methods, whose results will be discussed through the next section.

4.4 ABCD Model Presentation

The web-based GUI is used for displaying the images of melanoma lesion that based on
GUIDE toolbox in MATLAB software by the implementation of the ABCD model.
ABCD model is considered to be a separate automated diagnosis model for melanoma.
It is interesting to design it by means of a GUI that makes it easy to visualize images
and get data evaluation results. Figure 15 shows the ABCDmodel presented in the GUI

Table 4 Summary of ABCD features and their relative weights

Features Definition Score Weight
factor

Asymmetry In 0,1 or 2 assess shape or color Asymmetry 0–2 *1.3

Border Abrupt ending pattern at the periphery in 0–8 segments 0–8 *1.0

Color Presence of up to six colors (white, red, light brown, dark brown, blue gray,
black)

1–6 *0.5

Parameter
D

Specified by three different methods, geometric features, texture features, and
dermoscopic structure features.

1–6 *0.5
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form with annotation on each push button mentioning its function. It can also be seen in
this figure that it can display the model evaluation by classifying the A, B, C, and D
value using several classifiers presented through our study.

5 Results and Discussions

According to the ABCD model mentioned previously in Section 4, three different
methods were proposed to calculate the parameter “D.” The different methods used to
represent “D” were six geometric features or six texture features where these methods
can be applied to both dermoscopic and clinical images. The third method, which deals
with the differential structures, can only be applied to the dermoscopic images. Thus,
features used for ABCD Model analysis were represented by four features of Asym-
metry, eight for Border, and six for color in addition to six different parameters
representing “D.” The ABCD model is supposed to be evaluated by the TDS. The
six different classification methods were applied to the A, B, C, and D features to
evaluate the effectiveness of using such parameters as features and compare their
results with previous multiple model results from the work applied in [18].

5.1 Dermoscopic Images

5.1.1 Geometric Features

Area, Equivalent Radius, Perimeter, Roundness, Major Axis, and Minor Axis were the
geometric features that represent parameter “D.” These six features were combined
with the basic A, B, and C features and classified by TDS and the other six classifi-
cation algorithms. It was noted that the highest accuracy was achieved by classifying
the ABCD features related to TDS and was 98.1%. Also, it was observed that the
automated ANN well classifies the ABC and D features with an accuracy reaching
97.5%.

Fig. 15 ABCD Model in GUI form
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5.1.2 Texture Features

Correlation, Energy, Entropy, Sum variance, Sum entropy, and Information measure of
correlation were the texture features that represent parameter “D.” These six features
were combined with the basic A, B, and C features and classified by TDS and other the
other six classification algorithms. It was noted that the highest accuracy was achieved
by classifying the ABCD features related to automatic ANN and was 95%.

Fig. 16 Bar chart for the result achieved when applying the ABCD model of dermoscopic images

Fig. 17 Bar chart for the result achieved when applying the ABCD model on clinical images
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5.1.3 Differential Structure

Irregular pigmentation, Dots/globules, Structure less, Regression, Blue Veil, and Atyp-
ical pigmentation network were the dermoscopic structures representing parameter
“D.” These six features were combined with the basic A, B, and C features and
classified by TDS and the other six classification algorithms. The best accuracy was
observed by classifying the ABC and D features according to linear kernel SVM, thus
reaching 98.75%.

5.2 Clinical Images

5.2.1 Geometric Features

Area, Equivalent Radius, Perimeter, Roundness, Major Axis, and Minor Axis were the
geometric features that represent parameter “D.” These six features were combined
with the basic A, B, and C features and classified by TDS and the other six classifi-
cation algorithms. The linear Kernel function of SVM correctly classifies all test data
and records perfect accuracy as a result of A, B, C, and D feature combination reaching
100%. It was also noted that a high accuracy was obtained by classifying the ABCD
features related to TDS that record accuracy of 98.7%.

5.2.2 Texture Features

Maximum Probability, Energy, Entropy, Cluster Prominence, Sum entropy, and Infor-
mation measure of correlation were the texture features that represent parameter “D.”
These six features combined with the basic A, B, and C features and classified by TDS
and the other six classification algorithms. It was noted that the high accuracy was
achieved by classifying the ABCD features related to automatic ANN and was 98.75%.

Regarding the results observed above, it was quite noticeable that the twenty-four
features represented by ABCD whether by using different calculation methods for “D”
yielded high accuracy but with rare variations. Geometric features representing “D”
showed perfect accuracy when classifying data by linear SVM upon clinical images.
Also, linear SVM reached the best accuracy at classifying data by using the differential
structure for dermoscopic images. The classification results of ABCD are very prom-
ising to define melanoma for both dermoscopic and clinical images.

Accordingly, it could be concluded that the ABCD model gives a good representa-
tion for the PSL that it records the perfect results whatever it is applied upon
dermoscopic or clinical databases. Figures 16 and 17 show the bar chart of the results
achieved by all approaches performed on both dermoscopic and clinical images
database, respectively.

6 Conclusions

This study presents a new method for detecting the lesion differential structure using
the different color spaces HSV, YCbCr, and Lab. Also, spectral analysis was introduced
for the aim of filtration in some structures. As a result of the seven different methods
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used for classification and the three different procedures used to define the “D”
parameter, twenty-one different experiments were operated on dermoscopic images
and fourteen on clinical images. The proposed experiments show very promising
results for both databases. For the dermoscopic database ABCD model represented
by geometric, texture features and differential structures for parameter “D” showed the
best accuracy 98.1% by TDS, 95% by Automatic ANN, and 98.75 by linear SVM,
respectively. For clinical database ABCD model represented by geometric and texture
features for parameter “D” showed a perfect accuracy of 100% when classified by
linear SVM and 98.75% when classified by automatic ANN. Finally, the whole system
was presented in a GUI form.
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