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Abstract

Phenomena such as the growing use of environments associated with Big Data have been conducive to the access
and generation of databases of energy consumption and environmental conditions. Due to data-driven analysis and the
availability of large data sets, the current issue of handling “a lot of information” has arisen in the Renewable Energy
Systems (RES) design. The problem of a high amount of data to feed a model, either control or optimal design, is the
increase in computational costs. Therefore, it is necessary to define strategies to discriminate data without significant loss of
information. This paper presents a comparison of three different strategies of data reduction, random selection of real days,
and two approaches to construct typical days (TDs) profiles of solar irradiance o, temperature (7), power demand (W?)
and wind speed (v) for the optimal design of RES. The addressed strategies to obtain TD are based on principal component
analysis (PCA) and k-means clustering for pattern recognition, respectively, which are compared with the use of random
real days (RRD) from a database of 1 year of measurements of the four mentioned variables in the northwest region of
Mexico. The WP data corresponds to a residential building. The optimal design algorithm minimizes the total annual cost
of the system; additionally, results include the size of wind turbine, photovoltaic system and battery. The analysis performed
allows identifying advantages in the use of the different strategies for catching the behavior of all variables as well as their
influence in the design of RES and computational issues associated with the optimization process as time of computation
(ToC). Results show that using a conservative number of typical days to feed the model may be sufficient to obtain a similar
design to the one obtained using the full data. On the other hand, a wind turbine design gap caused by wind speed variability
is analyzed.

Keywords Data analysis - k-means - Principal component analysis - Energy consumption profiles - Renewable energy
systems

Introduction

The inclusion of renewable energies in the main electricity
grids is one of the objectives of the United Nations 2030
agenda to achieve sustainable development worldwide (U
Nations 2015). In energy systems, this depends directly
on the efficiency with which the technologies to be
implemented are selected and on how their equipment and
backup systems are dimensioned, as well as the operation
of the system (Kakran and Chanana 2018). In the design
of renewable energy systems (RES), the main obstacle
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that arises when using clean energies such as solar or
wind is their intermittence and randomness (Fuentes-Cortés
and Flores-Tlacuahuac 2018). If, in addition, the dynamic
characteristics of electricity demand are considered, the
analysis becomes even more difficult (Garcia et al. 2019).
A solution that is used to guarantee an adequate design
of energy systems is to review extensive databases, which
usually cover at least one year to visualize the behavior of
variables in all seasons of the year (Kakran and Chanana
2018).

Traditionally, variations and uncertainties in input
data for optimization models are addressed by two
main strategies: stochastic programming and the use of
forecasting models. Regarding stochastic programming, one
of the most widely used methods is multi-scenario analysis
(Yan et al. 2021). This can use the totality of available data,
or generating scenarios based on a probabilistic approach
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of the phenomena, to address uncertainties and possible
variations and find solutions under expected conditions or
reduce impacts of scenarios with extreme conditions or
minimize the chances of a worst-case scenario (Zakaria
et al. 2020). Strategies such as chance-constrained (Odetayo
et al. 2018), conditional value at risk (Cao et al. 2017) and
Monte Carlo analysis (Meschede et al. 2017) have been
used to achieve these objectives. In terms of forecasting
models, there have been developed models for planning
with stability analysis of operating conditions (Ahmad et al.
2020), data distribution analysis (Hernandez-Romero et al.
2019; Wang et al. 2018) or models based on chaos theory
(Cui et al. 2019). However, these types of strategies involve
a high level of complexity in terms of modeling and a
high computational cost, which increases when aspects
such as the non-linearity of the phenomenon addressed are
considered (Rudin et al. 2021).

Particularly, for systems based on renewable sources,
addressing the variation in the availability of wind or solar
radiation is a fundamental problem to define an optimal
sizing of the system and an adequate operation policy
of interconnection with local grids or the use of storage
systems. Variations on availability of resources leads to
instability and low quality of energy supply (Ciupageanu
et al. 2020). In this sense, for distributed generation systems
based on wind turbines, considering the variability of wind
behavior, significant contributions have been made based
on forecasting and scenario generation (Li et al. 2020).
For photovoltaic systems, both approaches have been used
for addressing variations and abnormal behavior associated
with weather changes (Ahmed et al. 2020).

Derived from the trend of data-driven analysis and
the availability of large data sets, a current issue has
emerged in the design of RES: the handling of “a lot of
information” (Calvillo et al. 2016). The difficulty that this
presents, especially when calculating the optimal design
(OD) of the RES, is that the computational capacity and
resources required by optimization models (MO) to find a
solution to the multivariate problem can be very demanding
(Azuatalam et al. 2019). In general, to lighten the burden
of handling so much information, one approach is to
identify patterns of behavior of the variables of interest for
different purposes as: the sizing of the RES, the forecast of
the operation, and the generation of scenarios to perform
sensitivity analysis of the system (Abdmouleh et al. 2017).

To identify the characteristics of the data sets there
are different approaches, those that are simply statistical,
probabilistic or those that use Statistical Learning. In
Kettaneh et al. (2005) the importance of managing large
data sets and how their size increases the difficulty and
modifies the results of various problems of general interest
is reviewed. Thus, due to the fact that large data sets
continue to grow, it is concluded that their management and
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synthesis is a necessary subject of study (Kettaneh et al.
2005).

In the statistical branch, the principal component analysis
(PCA) (Jolliffe 1986) leads to data reduction based on
its dimensionality reduction (Shlens 2014). This technique
allows comparing several variables or dimensions, then
identifies statistical measures to form the matrix of principal
components, in which the variance is recorded (Shlens
2014). The first principal component retains most of the
variance and is then used as a model of the actual data
set, which can be mapped to the initial data to return to
the corresponding size or range (Shlens 2014). In Gordillo-
Orquera et al. (2018), PCA was used to model a couple of
large electrical load data sets in a first approach, by reducing
the dimensionality of the original data, the authors were able
to forecast electricity load consumption a year in advance.
You can review other case studies where solar irradiance («)
(Azadeh et al. 2008), wind speed (v) (Zhang et al. 2018),
energy demand (WP) (Ribeiro et al. 2016) and other RES
variables are reduced by methods involving PCA.

In the pattern recognition category, the k-means cluster-
ing method is used to group the initial data (Hamerly and
Elkan 2004). This method consists of an optimization where
random values are tested to identify centers or means of
the cluster k, each cluster is formed by finding all the val-
ues close to the center of the cluster, until the distance of
the closest data to each center is similar for each group
(Hamerly and Elkan 2004). The classification of typical
days (TD) of the solar irradiance () identifying its fre-
quency and probability through a k-means-Markov chain
coupled algorithm to construct a typical year is developed
in Li et al. (2017), wind speed can be modeled using a
k-means clustering approach if there are gaps in the data
sets as demonstrated in Yesilbudak (2016) and electricity
demand is modeled using k-means in Azad et al. (2014) to
understand its usage behavior.

This article presents a comparison of three data reduction
approaches. In the first approach, a random sample of
actual days is evaluated with results indicating clear
variability and dependence of the input data, then typical
days are modeled using a PCA reduction (T Dpc4) and a
stochastic simulation based on a pattern recognition by k-
means (T Dy,,). The optimization results are quantitatively
compared using performance analysis (iterations required
to achieve OD) and computation time (ToC) with data
reduction using all three methods versus a no reduction
approach as a benchmark.

Main contributions of the analysis performed are:

— Developing a strategy based on statistical learning
algorithms (PCA and k-means) for finding a balance
between data reduction and keeping performance of
OD.
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— Providing a strategy for implementing PCA and k-
means, with a minimal loss of information over the
original data, and obtaining suitable profiles of energy
consumption and ambient conditions for the OD of
RES.

— A contrast and comparison is presented between the
use of the total data and the patterns obtained through
statistical learning strategies by analyzing deviations
and gaps associated with data reduction.

— The impacts of implementing statistical learning
algorithms on the computational cost associated with
solving a NLP model are considered.

This article is divided in seven sections: “Introduction’;
“Problem Statement”, where the problem to be addressed
is presented; “Model Definition”, where the optimization
model is presented; “Data Reduction”, where the three
approaches for data reduction are explained; “Case Study
and Computational Issues”, where main features of data
used are introduced; “Results and Discussion”; and, finally,
“Conclusions”.

Problem Statement

The configuration of the addressed energy system is shown
in Fig. 1. The set of wind turbines dynamically produces
electrical energy, like the set of photovoltaic panels, the
battery bank can be charged, or it can power the load
while the electricity grid is used as a backup. In the
inverter, depending on the battery charging conditions and
the available energy, clean energies are directed to power the

Fig.1 RES with batteries and
grid backup

Wind turbine
production

Battery feeds load

~ Photovoltaic
production

Controller
-Inverter

load or recharge the batteries, while the grid can only power
the load.

When the algorithm for calculating the optimal design
is fed with large databases, the computation time and iter-
ations for computing an optimal result increase in most
cases. As can be seen in the “Results and Discussion”
section, the system is also susceptible to the character-
istics of the input parameters, it being possible that the
number of iterations does not always increase as the
input data increases, but sometimes fluctuates. This shows
that removing unnecessary or outlier data, in addition
to improving computational performance, can also ensure
that the results are representative of the problem. Thus,
data reduction becomes relevant and improves computa-
tional performance, achieving results that are similar to
having large data sets involved in the calculation (see
Fig. 2).

The process to have OD is shown in Fig. 3. The impact
of performance of data reduction strategies can only be
analyzed after the OD is obtained by the OM, however,
some features can be revised to assure that the data inserted
in the OM is representative of the original registers.

The most important parameters of OM are solar
irradiance «, T, WP and v, as well as the efficiency
parameter and other technical factors, as well as the energy
selling price to main grid. As variables of the OM, the
sizing of PV, WT and BS, many technical factors and
considerations, also some of the balances that are described
in the “Model Definition” section. The objective is solely
the total annual cost.

In sum, the data reduction problem is addressed by
considering the following points:

Local utility grid

Load is fed from
multiple sources
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Fig.2 Data reduction
implementation INPUT DATA OPTIMIZATION RESULTS
* Fourinput * Operations with The optimal result is
variables (5, all significant and achieved by taking
. xllls(,:lp? T non-significant every feature of
AUCELE) inputs each variable
information and . o
variability Long time and
S Ereling of large number of
large datasets CEEE
INPUT DATA DATAREDUCTION OPTIMIZATION RESULTS
+  Fourinput i ahdomireduction * Random * Random reduction achieves the
variables (I, ° TptEliEs " reduction leads to optimal result almost always,
WS, PD, T) :c_)lr'\]s;t;::tlon LA random however, in some experiments
* Alldata - performance. the iterations limit is reached.
information and « Typical dayswith * Typical days * Typical daysachieves the
variability PCA data approaches lead optimalresultand have an
* Handlingof reduction tostable increasing trend in both time
large datasets performance and iterations
— The aim is finding a balance between data reduction ~ Model Definition

and keeping performance of OD. A first approach is
to reduce data by sampling random real days (RRD)
of a four-parameter-database, which represents no data
handling nor pre-processing.

— PCA is applied to four large data sets to identify the
principal component (PC) characteristics that enable
to reduce their dimensionality after each PCA, while
retaining the most relevant values related to variance of
the analyzed data set after reconstruct the PC over the
sample.

— T Dyyys of four variables are built based on the patterns
identified by k-means clustering. First, each hour of the
day is classified in a k-cluster, then the characteristic
cluster (CC) of each hour of the day is selected, and then
stochastic scenarios are constructed selecting values
within standard deviation of CC.

— A comparison among the three approaches of data
reduction is presented, analyzing the gaps and differ-
ences on OD results.

Therefore, the optimization problem can be stated
as follows: Given a large amount of raw data sets of
energy demand, ambient temperature, wind speed and
solar radiation, statistical learning techniques are applied
to obtain different typical days which are used to feed an
optimal design model of an energy supply system based
on renewable energies: photovoltaic units, wind turbines
and battery storage systems. The optimal design includes
the computation of the system sizing to minimize the total
annual cost of the system. The analysis to determine the
effectiveness of the data reduction includes a comparison
with the solution obtained using the total data sets.

@ Springer

The objective function for the NLP multi-scenario multi-
period model is the total annual cost (TAC). The model
inputs are: solar irradiance («), wind speed (v), temperature
(T) and power demand (WP). Among these and some
other characteristics of these energy sources, the power
obtained by each equipment is calculated. In both cases,
the catchment area is the common parameter and is
proportional to the size of the installation for each of the
two: photovoltaic panels (PV) and wind turbines (WT).

NLP Model

NLP modeling is defined by the sets ¢ = {I,..., S}
for all the scenarios and t = {1,...,T} for all the
operational periods. This approach allows considering
different variations in ambient conditions and energy
demand, as well as defining the optimal operational policy
for each period and scenario.

PV System Modeling

The efficiency of PV system is defined by the ambient
temperature conditions (Skoplaki and Palyvos 2009).

nfy =nd" [1 — BRey - (T,‘f;”” —~ TRef)] Vtet,Vsec
ey
Where 775 Y is the efficiency at the period ¢ and scenario

s. 175) V' is the design efficiency, B is the temperature
coefficient associated with the material of the PV panel.
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Fig.3 Data reduction flowchart

T9mb ig the ambient temperature and Tg.y is the reference
temperature associated with né) V. A common value for Tk, r
is 25 °C. As shown, efficiency is dependable on known data.
As a consequence, it results in a known value.

Power generation (WFV) results from multiplying o,
efficiency (n”") and the area of the PV system (A”Y).
WhY = nlY A"V Vret Vsec )

t,s

The power generation can be used for meeting the energy
demand of the end user, in this case an apartment building
(WPVB), sent to the battery system (WPVBSy or sold to the
local utility grid (WFV6).
whY = whVE + wlVES y wlVG vietr ¥ses ()

t,s

As shown, APV is the area for collecting solar energy

and defines the size of the PV system. It is constrained by
the available area in the apartment building for installing the
energy system, A5,

APV S AB (4)
WT System Modeling

Power generation of WT system (W"7) is defined by v
presence and the limit that is known of the flow of air bring
by Betz (B) coefficient. In addition, v is classified into: cut-
in vj,, rated v,) and cut-out (v,,:). The v;, is the speed
at which power begins to be generated, around 4 meters
per second. The v, is that at which the nominal power of
the electric generator (W) 1) is reached, around 12 meters
per second. vy, is at which the electric generator is at risk
of being damaged and therefore disconnects from the wind
turbine at around 30 meters per second (Garcia et al. 2019).
Thus, there are three values of v that indicate how WW7T
performs:

0 if vy < vy
W[V[;T — Br.s - " AWT 3 if Uin < Uts < Uy 7
’ angrz; Ur < Vs < Vout
0 if vr s > Vour

Viet,Vsec¢ (5

Similarly to PV system, energy generated by the WT is
sent to the apartment building (W W7 8), the battery system
(WWTBS) and the local utility grid (WW7T6).

Wi = whTE 4+ whTES L whTC vier Vseg (6)
BS System Model
The energy stored (E 85) is defined by the inlets from the PV

and WT systems (W5B5), affected by the charge efficiency
(n®5), and the outlets, determined by the energy sent to

@ Springer
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the apartment building (W558), and the local utility grid
(WBSG) »BS is a function of the status of charge (0 <
SoC < 1). SoC is a relationship between the energy stored
at the operational period ¢ and the size of the battery system
(E™). As shown, the input and output efficiencies of the
battery are defined by different functions dependable on the
SoC. These functions are determined by coefficients a, b
and ¢ which are associated with the nature of the technology
(Fuentes-Cortés and Flores-Tlacuahuac 2018; Ranaweera
and Midtgard 2016; Yu et al. 2018).

BS BS
Et,s - Et—l,s =
BSin u
Nts e th,gss - nBSompm : (th,gsSB - th,gsSG) s
Vter,Vseg @)
WhS = wlTBS L whVES vier,vs e 8)
EPS
SoCy s = E_lj Vier,Vsec )
BSinput _ 2
N s =ay -SoC,’S+b1 -SoCt s+c1,Vt € T,V¥s € ¢ (10)
ar - SoC
nth()utput — 2 t,s , Vt €1, VS c c (11)
? b - SOCI,S +
E'M>EPS Vet Vsec (12)
Power Supply

Energy demand (W) is met using energy from the PV, WT,
BS and the utility grid.

Wh =whYE + whTE 4 whSE + WEP viet Vs e
13)

Total Annual Cost (TAC)

The TAC is the minimized objective function. It is
determined by the Capital cost of equipment (CCost),
operation and maintenance cost (O M Cost) and the cost of
energy from the utility grid (P Cost). In addition, incomes
from energy sales (P Inc) are included as a negative term in
the expression.

TAC = CCost + OMCost + PCost — Plnc (14)

Capital cost (CCost) is defined by variable cost (v)
associated with the size of the equipment as well as the fixed
cost of each of the technologies (¢) and the annualization
factor .

CCost =y - (¢BS+¢PV F VT L PV APV L WT g WT +vBS»E“)
(15)
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OMCost results from multiplying the unit O&M cost
for each equipment by the total energy produced by the
PV system and the total energy stored in the BS during
all the operational periods (®) associated with the annual
scenarios and operational periods.

s T
OMCost = © - Z Z <T0MPV ’ er,)sv + Y OMWT Wt‘,/KT

s=1t=1

+YOMBS Wzi-s) (16)

Similarly, the cost of external energy from the utility grid
(PCost) is computed using the unit cost of energy from the
grid based on a scheduling tariff T¢.

S T
PCost=0-> > 717 w5k 17)

s=1t=1

The incomes (PInc) are computed considering the unit
price @ ¥ of energy sent to the end user and the local utility
grid.

T
Plnc=0-w" . 3 3" (WSS + wpis9) (18)

s=1 t=1

Data Reduction

Seeking to obtain an OD similar to that obtained when all
the data is fed into the OM, three approaches to reduce
the sample size were used. First, real days were randomly
selected from the real sample, for which it was decided to
select 60 days for two different seasons. Second, PCA was
used to reduce the dimensionality of the sample that was
arrayed in a certain way to be able to train, test and rebuild
the principal components. Finally, k-means was used to find
the general pattern of the behavior of each variable and
typical days were generated from the characteristics of the
clusters found. Each technique is described in detail below.

Selecting Random Real Days (RRD)

The first approach to reduce the input data and testing the
performance and results obtained in the OD of RES was
to randomly take r real days (RRD) as a sample from the
database. All variables correspond to the same RRD. In
a first selection, the RRD were taken from the total days
of the year (365 days), later it was decided, based on the
atmospheric conditions of different seasons of the year, to
divide the population into two seasons: spring-summer and
autumn-winter (see Fig. 4).
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Fig.4 RRD selection process
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N
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RRD were selected using a free selection and the number
of permutations corresponds to the known formula:

n!
T i)

where r is the number of days to be selected and n is
the total data or days from which the selection is made.
Five different selections were made to have a benchmark, it
should be noted that in each RRD selection days that have
been selected on other occasions may appear. So, there are r
RRD for two seasons, where each selected day had the same
probability of being selected as any other day within the
season. With this, it is expected to observe a performance
of the model such that the results will begin to stabilize as
there is a greater number of input data.

In the “Results and Discussion” section, the comments
about this topic will be expanded; however, it can be
anticipated that the results are highly dependent on the
RRD used and as they were selected by a simple random
sample, days with atypical conditions may be included in
the calculation, which can lead to a variable behavior of the
OM, even when there is “enough” data.

19)

nPr

Typical Days with PCA Data Reduction

The PCA process consists on identifying little relevant
information in a database of n dimensions (Jolliffe 1986).
Using the specific programming package in Julia called
PCA, which belongs to MultivariateStats package (Statistics
2014), three functions that are found within PCA are used
to correctly model the input data for the OD (see Fig. 5).

Previously to initiate PCA, the data of the four variables
are standardize by X = (X’A;x) were X is the mean of sample,
s is the standard deviation and x; is the i’" observation.
This is a usual standardization use in statistical analysis
(Forkman et al. 2019). Afterwards, the option to model and
reconstruct approximately the original data is presented in
Julia documentation as follows (Blaom et al. 2020): Given
a PCA model M, one can use it to transform observations
into principal components, as

y=Plx—p (20)

or use it to reconstruct (approximately) the observations
from principal components, as

F=Py+pu @1

here, P is the projection matrix.

To complete the transform-reconstruction process, some
functions of the PCA package must be used. First, a training
step for the PCA model must be performed using part of the
original data. When traversing this resulting matrix, each
subsequent principal component has less representative of
the original variance than the previous one, so that PC2 is
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much less relevant than PC1 and PC3 is much less relevant
than PC2

The next step is to transform the results of the training
step by a matrix operation with part of the original data to
generate a matrix of n number of PCs, the first of these
being the one that preserves the most information from the
original data, this stage is called the testing stage.

Finally, in the reconstruction step the results obtained
in the second process is projected to some original data
reserved to perform test to the model to calculate an
approximation in the same units and range (Statistics 2014).

Typical Days with k-means Pattern Recognition

When k-means is run on a database, each variable is
treated as a vector, since this process examines each vector
separately. The k-means technique is an optimization in
which the data sample is separated into clusters according to
some random values called cluster centers that change until
approximately the same distance of data near to the center
of cluster do not change (Hamerly and Elkan 2004).

The k-means technique is a classical method for
clustering or vector quantization. It produces a fixed number
of clusters, each associated with a center (also known as
a prototype), and each data point is assigned to a cluster
with the nearest center. From a mathematical standpoint,
k-means is a coordinate descent algorithm that solves the
following optimization problem (Statistics 2012):

n
minimizez ‘xi . ‘Zw.r.t.(,u, 2) 22)

i=1

Here, 1 is the center of the kth cluster, and z; is an index
of the cluster for i’ point x;.

Once the data has been separated into clusters each real
datum is labeled with the cluster to which it belongs. After
classifying the data, a probabilistic analysis is made to
determine which is the most common cluster for each hour
of the day, in this way it is assumed that the cluster with
the highest frequency for a specific hour of the typical day
(T Dy,y) is its characteristic cluster (CC).

In order to define the T Dy,,’s, it is assumed that the
most common values for each hour of T Dy, are those that
are within the CC, therefore any value within the common
values of the CC would be an acceptable value of a typical
day. Thus, the T Dy, indicators are the center or mean of the
CC and its standard deviation. Therefore, to construct the
typical days using this methodology, a scenario simulation
can be performed within these parameters for each hour of
a T Dy, for any of the four variables, obtaining n T Dy,
with the most common characteristics of the analyzed data.
Each T Dy, is a probabilistic typical scenario within the
parameters of corresponding CCs.
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Fig.5 Flowchart of PCA
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Fig.6 Flowchart of typical days
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Fig.7 Real data, four variables 1000
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The scenario simulation consists in take a random value
that is in the interval:

(ke — s1) < vk < (i + 5k) (23)

For each variable, where 1t and sy are features of the CC of
that hour and vy is a typical value for an hour of the T Dy,,.
This process can be observed in Fig. 6.

Fig.8 Location of Monterrey,
Nuevo Ledn, México. Obtained
from Inegi (2017)

Coahuila
de Zaragoza
Zacatecas
San Luis
Potoei

Case Study and Computational Issues

In the case study presented, the electrical load of a
residential building in the northwestern region of Mexico
is analyzed (see Fig. 8), which location is between the
coordinates: longitude 100° 26" 31.20" W and 100° 10
01.20" W, latitude 25° 28’ 55.56"" N and 25° 47’ 50.28” N.

The main environmental conditions in the site are
that the available wind energy is relatively scarce, while
solar radiation and temperature have a relatively consistent

Tamaulipas
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Fig.9 Real data average day for
two seasons: spring-summer and
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behavior throughout of the year. In this study, four variables
are analyzed: temperature, solar radiation, wind speed and
power demand. There are databases of the four parameters
for a full year with measurements every 5 minutes, however,
they have been condensed into hourly averages to feed
the OM. In Fig. 7 these data are shown (See Fig. 8 for
geographic allocation).

In Fig. 9 the average by hour of all variables is shown for
two seasons of the year, spring-summer and autumn-winter.
Where can be observed that for T, «and WP patterns are
obvious and there is a clear gap or change between these two
seasons, however, v has a high randomness in both seasons
and does not present a “smooth behavior”. In Table 1 the
costs and parameters that are included in the calculation of
OD are listed.

Y does not change during the year (see Fig. 10). No
other changes in time are considered for these variables.

Since in the optimization problem the objective function
to minimize is TAC, the results include the values of
TAC, the size of photovoltaic panels (W), wind turbines
(WWT) and battery system, as well as the time of
computation (ToC) and the number of iterations (Iter)
required in each optimization process.

The NLP model was implemented in the mathematical
language Julia, using the optimization environment JuMP
and the solver Ipopt (Dunning et al. 2017; Wichter and
Biegler 2006) which is commonly used to solve nonlinear
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optimization problems using the interior point filter with
a line-search algorithm (Breuer et al. 2018). As Ipopt is a
local solver, for determining a suitable initial value for all
the experiments, an algorithm for seeking feasibility, based
on bootstrapping, was implemented (Chinneck 2008). In
addition, the Multivariate Julia package was used to perform
the principal component analysis (PCA) (Statistics 2014).
Meanwhile, the package clustering was employed to carry
out the CC classification (Statistics 2012). All OD were
carried out in a core i5 2nd generation processor, with 4 GB
of RAM, with Windows 10® operative system.

Table 1 Values of cost variables

Parameter Value

Fixed cost PV cells 80 ($)

Fixed cost Battery system 30 ($)
Variable cost PV cells 1400 ($/kW)
Variable cost Battery system 25 ($/A-hr)
Variable cost Wind Turbine 1700 ($/kW)
Fiwed cost Wind Turbine 100 ($)
Operation and maintenance unit cost for PV cells ~ 0.0003 ($/kW)
Operation and maintenance unit cost for WT 0.03 ($/kW)
Operation and maintenance unit cost for BS 0.00012 ($/A-hr)
Unit cost of power 0.08 ($/kW-hr)
Annualization factor 0.24 ($/kW-hr)
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Results and Discussion

Results demonstrated that the OD for RES are highly
dependent of the input data. Although the model can
calculate solutions from as little information as 1 day of
input data, it is advisable to include as much information
as possible to achieve results that are closer to the
actual operation. However, including all the available data
produces long computation times, in addition to using
infrequent data that could skew the results. Thus, three
strategies to reduce input data were performed to original
data and the OD resultant are presented below.

Hour

Random Real Days (RRD) For the first approach (random
selection of real days) 60 RRD for two seasons of the
year are included in 5 different samples. With these sets,
several optimizations are performed where the input RRD
increases, and their results are recorded (see Fig. 11 where
are plotted: (a) TAC, (b) PV, (c) WT, (d) BS, (e) ToC and (f)
Iteratios).

In Fig. 11 results for RRD indicate that in each RRD
sample, as the number of days included in the optimization
increases, this does not ensure that results of OD converge
to a unique value, nor the (a) TAC, nor the (b) W*V, nor
the (¢) WWT nor the (d) W55, It is noticed that the green
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Table2 RRD comparison with benchmark (60 RRD per season)

Result Benchmark RRD 1 RRD 2 RRD 3 RRD 4 RRD 5
TAC (USD) 17998.48 —045% | 0.14% 1 0.31% 1 —0.30% | —0.10% |
PV size (kW) 45.36 —3.20% | 0.16% * —2.38% | —-0.31% | —0.05% |
WT size WT off WT on WT off WT on WT off WT off
Battery size 132.53 —2.79% | 1.13% 4 —3.38% | 1.44% 1 1.36% 7
ToC (s) 2915.25 —1643.15 | —1758.90 | —1164.44 | 1356.50 ¢ —233.69 |
Iter 901 —47 ] 23 4 473 4 2099 ¢ 1253 ¢

and blue lines retain the WT reduce the size of PV and
BS. In addition, (e) ToC has a peaking trend as increasing
the number of RRD, however some fluctuations can be
observed, meanwhile (f) Iter have a variant behavior with
each change in RRD and not a clear trend is appreciated.
However, the TAC increases and reaches values close to
the benchmark (less than 0.5% of difference), WV reaches
45 kW of main power, WWT oscillates around 1 kW until it
is discarded in some cases, although in some optimizations
it remains, W55 ranges between 130 and 140 A-hr, which is
close to those of the benchmark’s. In Table 2 the results of 5
samples with 60 RRD per seasons are compared to all-data
optimization.

Typical Days with PCA Data Reduction (TDpcs) The original
information is presented in matrix form and then processed
by the PCA, with two columns, in which the first represents
half of the data and the second one is the remaining
data. Previously, the data were separated into two seasons,
spring-summer and autumn-winter. These two use 4608 data
corresponding to 192 days, with an overlap between the
end of the first and the beginning of the second season.
This 192 actual days sample enhance the data reduction
process due to it can be divided by two and the result is
an integer for each new process. In this way, in the first
iteration the matrix of the real data has two columns and
2304 rows, 50% of the data is used to train the PCA model
obtaining a certain number of principal components (PC),
in our case only PC; and PC; are computed. Then, the

Table 3 PCA ratio for each reduction

model is tested on the remaining data and, finally, function
PC are re-size the to original range. At this point, as PC}
is solely considered, only half of initial number of data
is conserved, now reconstructed, however, this data retains
a high percentage of the variance of each variable data
as found in the “PCA ratio” of PC; (see Table 3). The
results of this reduction are treated as a new sample and are
arranged in a 2 x 1152 matrix, then, they are used as the
new training set and are reduced once more in half on the
next iteration and so on until a set of only three T Dpc 4 of
each variable is reached. To achieve this, six reductions were
necessary. Please observe that v retain 100% of the variance
after the whole process in both seasons, as total PCA ratio
(ratiosorqr) 1s calculated by multiplying PCA ratio of every
reduction, while the lowest ratio;o;q; is 97.52% for the WP
in season 1. These values indicate that a high variance of the
variables are preserved in the reduction process, even when
only three T Dpc 4 remain.

The results of the reduction have shown that when
there is little data even, when they are significant, the OD
results are not very reliable; thus, the more the number
of T Dpca increases, a consistent performance is reached
(ToC and Iter) and with a certain proximity to benchmark
results.

In Fig. 12 the smallest T Dpc 4 sets are presented, with
3,6, 12 and 24 T Dpc 4. Given the characteristics of PCA,
sometimes the reconstructed model can give results outside
the physics of the problem, so a restriction to reconstructed
o was included: there cannot be negative data.

Reduction  Days conserved a seasonl  « season2 Tseasonl Tseason2 WP seasonl WP season2 v seasonl v season2

1 96 99.88% 99.82% 100% 100% 100% 100% 100% 100%

2 48 99.95% 99.86% 99.67% 100% 99.14% 99.060% 100% 100%

3 24 99.99% 99.77% 99.79% 100% 99.61% 100% 100% 100%

4 12 99.99% 99.74% 99.67% 100% 99.48% 100% 100% 100%

5 6 99.99% 99.78% 99.43% 100% 99.27% 100% 100% 100%

6 3 99.99% 99.95% 99.18% 99.96% 100% 99.77% 100% 100%
Total PCA ratio 99.79% 98.92% 97.75% 99.96 % 97.52% 98.83% 100 % 100 %
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Fig. 12 Results of 7 D p¢ 4 reduction, four reduction sets

Data reduction with PCA retain more than 97% of the
variance of the original data sample for each reduction,
according to the internal evaluation and the PCA ratio Fig. 3.
However, if the most reduced model is used (3 TDpca
for each season), results of OD are highly variant, this can
be observed in Fig. 12 with the red line, (a) TAC, (b) PV,
(¢c) WT, (d) BS are “volatile”, as the Reduction is more
conservative (blue line is the most conservative reduction),
all values start to reach those of the benchmark’s see the 24
T D pc 4 reduction. The behavior of the model demonstrates
some trends the more T D p¢ 4 it receives: more Iter and ToC
are required to calculate OD; TAC reaches a benchmark-like
value, as well as all the other variables, WV approaches
to 45 kW, WWT is finally discarded, and WEBS lies around
to 240 A-hr. These results are consistent to those of the
benchmark, as presented in Table 4, where the reductions
are labeled according to T Dpc4.-

Typical Days with Pattern Recognition by k-Means (TDp,)

For the third approach, the number of clusters to be
considered for each variable was empirically tested, and

Table4 T Dpca comparison with benchmark (lowest number of TDs)

(e) ToC (s)

() Iterations

heuristically, o considers 8 clusters, while WP, T and v
only 5 clusters. The data was not treated previously to the
clustering process. As describe in the “Typical Days with
k-means Pattern Recognition” section, T Dy, are con-
structed by using the center and the standard deviation of
each CC, thus, sets of 60 T Dy, were simulated for two sea-
sons, in Fig. 13 T Dy, over total data can be observed, note
that T Dy, of T, @ and WP are close to the area that actual
data occupies, meanwhile, T Dy, of v are concentrated
around the mean and do not show a recognizible pattern,
actual v appear to have a “white-noise-like” behavior.

In Fig. 14 the ODs obtained with this strategy are
presented as well as their performance. Three sets of T Dy,
with 60 days are presented. Their behavior is consistent,
notice that in all cases the WT remains, although it does not
significantly changes the other results.

In Fig. 14 (a), (b), (c) and (d) have some interesting
features, additionally, for one of the sets, while the number
of days increases, suddenly there is an unexpected peak of
(e) ToC and (f) Iter with few T Dy,,, nevertheless, all the
other OD have a rampant ToC as T Dy, increase, and the

Result Benchmark 3 TDPCA 6 TDPCA 12 TDPCA TD 24 TDPCA
TAC (USD) 17998.48 —13.98% | —8.63% |, —2.23% | 0.85% 1
PV size (kW) 45.36 4.82% 1 —1.71% |, —4.89% | 1.28% 1
WT size WT off WT off WT on WT on WT off
Battery size 132.53 38.09% 1 19.26% 3.91% 1 8.13% 1
ToC (s) 2915.246 —2905.06 | —2889.885 | —2797.475 | —1902.162 |
Iter 901 —706 | —630 | —334 | 1376 ¢
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Fig. 13 Contrasting 10 T Dy,, over original data per hour

results rapidly stabilize. This could be due to the stochastic
simulation used to generate T Dy,, and the presence of the
WT in every optimization.

While for a greater number of typical days the results of
TAC, WPV, WWT and WBS stabilize quickly, as expected,
it is striking that the number of iterations required and
the ToC have a somewhat volatile behavior that is directly
proportional between them. This fact is worth commenting
because given the origin of the T Dy,,, it could be expected
that the ToC and Iter would simply increase with each
increment in the number of days, however, this may be due
to the model obtained for the wind speed that does not

(¢) T season 1
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seem to represent the real behavior of the wind and the
randomness added by the stochastic simulation.

Some inconsistencies are found, when comparing these
results to the benchmark, despite the results proximity,
shown in Table 5. The criteria to select the CC to trace
a general pattern has reduced significantly the variability
in all cases of the modeled parameters, however, v has a
behavior more “uncertain” than the model. The T Dsy,,, of v
favor the WWT result that are close to 0.6 kW, which differs
from all previous results, where WT is discarded.

The modeling of v has the main obstacle of the CC
frequency, due to the fact that the CC for each hour of T Dy,
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Table5 T Dy, comparison with benchmark 60 TD per season

Result Benchmark T Dy 1 T Dy, 2 T Dy 3
TAC (USD) 17998.48 3.40% 4 3.96% 1 2.01% 4
PV size (kW) 45.36 1.46% 4 2.20% 1 —0.13% |
WT size WT off WT on WT on WT on
Battery size 132.53 10.81% *t 10.11% t 9.90% %
ToC (s) 2915.25 —2187.08 | — 225748 | —2215.31
Iter 901 —304 | —367 | —368 |

has a frequency about 20%, which indicates that any hour
may be classify in any cluster. It is evident that the pattern
recognition of the v needs to be enhanced, or to be modeled
by another approach. However, TAC, WV and W55 results
are similar to the benchmark’s.

In addition, there is the fact that the optimized size of the
wind turbine oscillates around 0.5 and 0.6 kW for all sets of
T Dy, This fact is surely due to the modeling of the wind
in which when determining the CC for different hours of the
typical day, the production capacity of this variable has been
overestimated on occasions (see Fig. 13 where the T Dy,
and the actual data are shown).

As shown in Tables 2, 4 and 5, it is possible to reach
a solution near to the benchmark reducing TD without a
significant variation on the results mitigating computational
costs. However, it is important to consider the scale and
limits of the case study used. In addition, using different
statistical learning algorithms, in this case PCA and k-
means have a different effect in the optimal design of the
energy system. In addition, the use of limited computational
resources leads to explore different strategies of data
reduction for minimizing misinformation and design gaps.

Conclusions

The handling of large databases is a problem that produces
a high computational cost and high calculation times for the
optimal RES design. In this work, a comparison between
three methods to reduce the input data in an optimization
model is presented.

To perform the data reduction to feed the OM, the first
approach is the simplest and consists of randomly sample
real days from the database, this strategy allows reducing
the amount of input data, at the same time that having
enough data the RRD achieve results similar to those of the
all-data optimization. This method turned out to be quite
dependent on the selected RRD and presented rather random
results. Mainly, the biggest difference with the result of
the benchmark was that the sizing of the wind turbines
remains around 1 kW, while in other cases WT is discarded.

The second approach is to reduce information using the
PCA, which proved to be quite reliable for modeling the
four variables involved in the calculation, since a total PCA
ratio above 97% for the four variables is obtained. Also,
a quite stable behavior of the results is observed, although
the maximum reduction reach three T Dpc4, it may be
necessary to be more conservative and reduce sample down
to 24 T Dpc 4 to assure a smooth behavior of the results as
TD in the OD increase. If the smallest samples are used,
some error in the calculation of the OD may occur, although
when the fewest information was used (three T Dpca)
similar results to the all-data optimization are achieved,
while when using 24 TDpc4. The third approach is to
use a k-means pattern recognition technique as a basis for
obtaining typical days within the most usual values. The
T Dy, use the CCs for each hour, which are determined
according to the frequency with which they appear, and
then the means and standard deviation of those clusters are
used to obtain the typical values for that hour of 7 Dy,,.
The results showed limitations because, e.g., despite having
a stable behavior, wind energy seems to be overestimated
because the wind turbine always remains as part of the
optimal solution with values ranging between 0.5 and 0.6
kw, differing from results of benchmark, surely, this is
due to the selection of the CCs for v. All CC of v had
low frequencies, approximately 20%, this indicates that the
five clusters used appear throughout the year in a similar
proportion, so although some of them are selected as the CC
for a certain time on the T Dy, pattern, about 78% of the
remaining data is in the other clusters evenly distributed. For
this reason, it is difficult to ensure that the behavior of wind
in T Dy, will represent accurately actual v at the studied
site.

From the three approaches used, the one that achieves
the most adequate results is T Dpcy4 since similar results
to those of benchmark optimization are achieved and also
presents a low variation of the results. Meanwhile, RRDs
produce highly variant ODs, where WT is relevant in some
solutions while in others does not appear, which affects
other variables and objective function. Finally, T Dy, has
issues since it overestimates the availability of wind energy,
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this is because when simulating the 7 Dy, for v, the CCs
are almost as frequent as the clusters that are discarded.

As future work, some enhancing action to this work
are anticipated, as a better selection of the CC to trace a
better pattern of v in the T Dy, approach, this may need
a probabilistic selection among some CC to each hour. To
do this, Markov Chains can be used. Another projects may
concentrate to analyze the BS usage or operation to identify
patterns of interest.

Symbol , P,, Permutation formula; «, Solar irradiance; B, Temper-
ature coefficient of PV panel; nBS , Batteries efficiency; nP vV PV
efficiency; p, The mean vector; ux, Center of the kth cluster; v, Vari-
able cost of equipment; ¢, Fix cost of each technology; 7, time periods
(hours); ®, Annual periods; X, Reconstructed data from PC; Y, Unit
cost; v, Wind Speed; ¢, Scenarios or timesets; APV Area of PV; EH,
Energy store size; E BS Energy stored in battery; ratio;oq;, Total PCA
ratio; sx, Standard deviation of the k cluster; T9mb  Ambient tempera-
ture; T R¢/ | Reference temperature; T Dy, Typical day with based on
k-means pattern recognition; 7 Dpc 4, Typical day with PCA dimen-
sion reduction; v, Random value inside a k cluster; W55, Power inlet
to BS; WBSB Power sent to load from batteries; W35G Power sent
to utility grid; WPV Power produced by PV; WPVB Power demand;
WWT  Power produced by WT; z;, Index of the cluster.

Abbreviations CC, Characteristic Cluster; CCost, Capital cost of
equipment; Ipopt, Interior point optimization algorithm; Julia,
Programming language; JuMP, Domain-specific modeling language
for mathematical optimization embedded in Julia; k-means, Clustering
technique to label data; NLP, Non Linear Programming; OD, Optimal
design; OMCost, Operation and maintenance cost; P, Proyection
matrix; PC, Principal Component; PCA, Principal component analysis;
PCA ratio, Variance preserved of data in each PC; PCost, Cost of
energy from the utility grid; W, Power Demand; Plnc, Incomes
from energy sales; PV, Photovoltaic system, panel; r, Number of
random days; RES, Renewable energy system; RES, Renewable
energy system; RRD, Random real days; SR, Solar Radiation; T,
Temperature; TAC, Total annual cost; TD, Typical day; ToC, Time
of computation; WT, Wind Turbine; X, Centered data matrix; y, PC
matrix.
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