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Abstract The present paper comprises a review of kinetic instabilities that may be

operative in the solar wind, and how they influence the dynamics thereof. The

review is limited to collective plasma instabilities driven by the temperature ani-

sotropies. To limit the scope even further, the discussion is restricted to the tem-

perature anisotropy-driven instabilities within the model of bi-Maxwellian plasma

velocity distribution function. The effects of multiple particle species or the influ-

ence of field-aligned drift will not be included. The field-aligned drift or beam is

particularly prominent for the solar wind electrons, and thus ignoring its effect

leaves out a vast portion of important physics. Nevertheless, for the sake of limiting

the scope, this effect will not be discussed. The exposition is within the context of

linear and quasilinear Vlasov kinetic theories. The discussion does not cover either

computer simulations or data analyses of observations, in any systematic manner,

although references will be made to published works pertaining to these methods.

The scientific rationale for the present analysis is that the anisotropic temperatures

associated with charged particles are pervasively detected in the solar wind, and it is

one of the key contemporary scientific research topics to correctly characterize how

such anisotropies are generated, maintained, and regulated in the solar wind. The

present article aims to provide an up-to-date theoretical development on this

research topic, largely based on the author’s own work.
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1 Introduction

The purpose of this review is to lay out a systematic exposition of various

theoretical methods to study the temperature anisotropy-driven instabilities and their

consequences on the solar wind plasma. This research topic is highly relevant to the

contemporary solar wind physics as the US and European space agencies will

shortly launch inner heliospheric spacecraft missions called the Parker Solar Probe

(NASA) and Solar Orbiter (ESA). One of the aims of such missions is to map the

spatio-temporal evolution of temperature anisotropies associated with the proton,

electron and minor heavy ions from the solar source to near-Earth orbit.

Since the main objective of the present review is to discuss the theoretical

development in a pedagogic manner, the literature review will not be exhaustive.

When the literature is overviewed, it will be done mainly for setting up the scientific

motivations and for the purpose of giving the readers an overall and rough sense of

historical backdrop for this particular research area. So, the literature review will be

selective, and the choices will be made mostly on the basis of those that have

impacted the present author’s research priorities. Apologies to colleagues are

preemptively offered in case the present author missed any major published works

that, in the reader’s opinion, should have been cited.

If the reader is interested in historic and early reviews of plasma instabilities

including those driven by the temperature anisotropy, a classic example may be that

by Vedenov et al. (1961). In the context of space physics, the classic and excellent

early review papers on plasma instabilities may be those by Hasegawa (1971) and

by Schwartz (1980).

From a technical perspective, the present review will rely on the Vlasov linear

kinetic theory of temperature anisotropy instabilities in magnetized plasmas based

upon the assumption of bi-Maxwellian velocity distribution functions for plasma

particles—mostly for protons, but some discussions of electron physics will also be

included. The review will also include quasilinear kinetic theory of these

instabilities. The collisional effects on these instabilities as well as the influence

of large-scale inhomogeneity will be discussed. The linear theory of waves and

instabilities are well known such that, it probably is a standard research tool for any

practitioner of plasma physics. Hence, it is deemed that no specific references on

general theory are necessary. In contrast, quasilinear kinetic theory is far less

practiced in the community. Instead, these days, direct numerical simulation is

preferred. In the view of the present author, however, quasilinear theory, when

properly used, is a powerful and efficient tool. Early works on quasilinear kinetic

theory in magnetized plasmas, especially in the context of space physics may be

those by Kennel and Petschek (1966) and Kennel and Engelmann (1966). There are

many textbooks on plasma physics, but the excellent two-volume monographs by

Baumjohann and Treumann (1997) and Treumann and Baumjohann (1997) are

specifically dedicated to space applications. One may also add an excellent general

textbook on space physics by Parks (2003).

At the dawn of space exploration, scientists realized that the velocity

distributions of charged particles in space do not follow the law of thermodynamic
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equilibrium theory. That is, instead of the well-known Maxwell–Boltzmann–Gauss

distribution, the observed velocity distributions featured tenuous populations of

highly energetic particles near the tail of the Gaussian distribution, that are best

fitted by inverse power law distributions. It was also quite common that the

temperature defined in directions perpendicular to the local magnetic field was

different from that of the parallel or field-aligned direction, that is, anisotropic

velocity distribution functions are pervasively observed in space. Examples of early

observations, which indicate that the solar wind plasma particles possessed

anisotropic velocity distribution functions may be papers by Hundhausen et al.

(1967a, b), Hundhausen and Bame (1967) and Montgomery et al. (1968). These

observations were made near the Earth orbit, that is 1 AU. Systematic observations

of solar wind plasma thermal anisotropy from 1 AU and extended toward the inner

heliosphere, as close to the Sun as 0.3 AU, became available with the Helios solar

probes mission (Marsch et al. 1982; Schwenn and Marsch 1990, 1991).

In this review, we will be concerned with plasma instabilities excited by thermal

anisotropies and their impact on the solar wind dynamics. We will not consider

instabilities generated by field-aligned drift, i.e., the beam, as such a topic probably

deserves a separate treatise. This is a particularly limiting assumption as the solar

wind electrons (and sometimes protons too) are often observed with bulk drift

speeds and beams. However, in order to limit the range of discourse, the present

review will be restricted to kinetic instabilities driven only by the temperature

anisotropies. We will also ignore the impact of non-bi-Maxwellian velocity

distributions, especially those features associated with energetic quasi-power-law

tail population. Often, such a feature is represented by the kappa distribution

(Livadiotis 2017).

The main body of the present review will systematically explore the properties of

various temperature anisotropy instabilities as understood by the present author such

that, after providing a scientific backdrop in the present section, no expansive and

conscious effort will be made to direct the readers to published works every time a

new equation, topic, or a new theory is introduced. Instead, the subsequent

presentation will be in the style of lecture notes. However, if one is interested in

early theories of plasma instabilities associated with thermal anisotropies in the

solar wind, see, e.g., the papers by Scarf et al. (1967) or Kennel and Scarf (1968),

just to name a couple.

The present review will also discuss large-scale models of the solar wind in

which macroscopic quantities are subject to adiabatic effects that come from large-

scale spatial inhomogeneities, but small kinetic-scale wave–particle interactions

affect the local dynamics. Historically, some early efforts along such a line, namely,

the macroscopic model of the solar wind including the effects of temperature

anisotropy-driven instabilities were discussed by Eviatar and Schulz (1970),

Hollweg (1978), and Schwartz et al. (1981). These are representative examples, and

they may be considered as precursors to more sophisticated later models, see, e.g.,

more recent papers by Jasperse et al. (2006a, b), Passot and Sulem (2007), Chandran

et al. (2011), and Yoon and Seough (2014).

In the macro–micro or fluid–kinetic model of the solar wind, the wave–particle

interaction will be incorporated into the equation that governs large-scale quantities,
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namely, the density, momentum, and temperatures. Perpendicular and parallel

temperatures are constructed from the velocity moments of the distribution function.

The Vlasov theory of linear waves and quasilinear kinetic theory depend on the

particle distribution function, but in general, it is not so straightforward to

incorporate the information associated with the kinetic-scale particle distribution

function directly into the equations governing large-scale velocity space integrated

quantities. To facilitate the coupling between large- and small-scale quantities and

physics, we will adopt and extensively utilize the method pioneered by Davidson

and Ogden (1975), in which velocity moments are taken over the particle kinetic

equation under the assumption of bi-Maxwellian distribution function. Such a

method may be termed the quasilinear ‘‘moment’’ theory, or macroscopic

quasilinear theory.

As it will be shown subsequently, the macroscopic quasilinear model of the solar

wind, when applied to inhomogeneous density and magnetic field intensity, will

describe how the solar wind plasma evolves in various spatial location from the

solar source to the observed points in the heliosphere. Observations show that near

the solar coronal source as well as almost everywhere along the spatial location up

to 1 AU and beyond, the perpendicular temperature can be much higher than that

predicted by fluid theories. This has prompted many to suggest that local

perpendicular heating by pre-existing Alfvénic fluctuations must be operative.

Examples of early suggestion of local perpendicular ion heating may be those by

Schwartz et al. (1981) and by Bame et al. (1975), just to name two most

representative papers. In the present review, however, we will not discuss the issue

of local perpendicular heating.

As far as the systematic kinetic instability analysis of the temperature anisotropy

is concerned, the contribution by S. Peter Gary probably deserves a special mention.

Gary’s lifelong work on kinetic plasma instabilities laid foundations for many

subsequent works (Gary 1993). See, e.g., the early paper by Gary et al. (1976) on

proton instabilities, which contains the temperature anisotropy versus parallel beta

marginal stability curve, which will become very popular decades later. For general

references on various plasma instabilities, see e.g., the monographs by Baumjohann

and Treumann (1997) and by Treumann and Baumjohann (1997), which we already

mentioned, but also the excellent monograph by Gary (1993). Among the

temperature anisotropy instabilities, the mirror mode is still not completely

understood, especially its nonlinear development. For discussions on mirror

instabilities, see the works by Southwood and Kivelson (1993), series of papers

by Pokhotelov et al. (2000, 2002, 2003), and other related works, e.g., papers by

Treumann et al. (2004) and Porazik and Johnson (2013a). For other instabilities in

the context of space plasmas, see also the early work by Hasegawa (1971).

The problem of how various plasma instabilities regulate the temperature

anisotropy of space plasma particles actually began with observations made in the

magnetosheath. Representative papers on this topic may be by Anderson et al.

(1991, 1994, 1996), Anderson and Fuselier (1993, 1994), Phan et al. (1994),

Lacombe and Belmont (1995), Tan et al. (1998), Samsonov et al. (2007), Remya

et al. (2013), etc. Theoretical analysis of thermal anisotropy instabilities in the

magnetosheath was spearheaded by Gary and his colleagues, who built upon his early
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work (Gary et al. 1976), and analyzed the problem by making use of the linear

Vlasov theory of small-amplitude perturbations in magnetized plasmas including the

proton and helium cyclotron instabilities (Gary et al. 1993b, c). Thus, in the decade

of 1990s the problem of temperature anisotropy instabilities began to receive an

intense interest, and numerical simulations of the anisotropy-driven instabilities have

been also carried out in order to understand the nonlinear evolution. These works are

ongoing. For instance, McKean et al. (1992, 1993, 1994), Gary et al.

(1993c, 1996a, b), Gary and Winske (1993), Gary and Saito (2003), Shoji et al.

(2009), Omidi et al. (2010), and Bortnik et al. (2011) performed mirror and ion-

cyclotron (or EMIC) instabilities with parameters relevant to the magnetosheath and

magnetosphere. Later, however, with applications to the solar wind and other

astrophysical situations in mind, further simulations were carried out by Califano

et al. (2008), Camporeale and Burgess (2008, 2010), Génot et al. (2009), Hellinger

et al. (2009, 2014), Porazik and Johnson (2013b), and Ahmadi et al. (2016). Firehose

instability driven by excessive parallel temperature anisotropy was also simulated

(Gary and Nishimura 2003). Gary et al. (1993a, 1995, 1997) compared the theory,

simulation, and observation made in the magnetosheath in order to establish the role

of anisotropy-driven instabilities in regulating the thermal anisotropies.

An important development around this time period is that the concept of

empirical relationship between the observed anisotropic temperature ratio, T?=Tk
(where T? and Tk are perpendicular and parallel temperatures with respect to the

ambient magnetic field, respectively) and parallel component of the plasma beta,

bk ¼ 8pnTk=B2 (where n and B are ambient density and magnetic field intensity)

emerged. Anderson et al. (1994), Gary et al. (1994a, b, c), and Fuselier et al. (1994)

thus introduced the empirical relationship between the temperature ratio and parallel

beta, known as the temperature anisotropy versus beta inverse relationship. The

relationship is often expressed as

T?
Tk

¼ 1þ S

bak
; ð1:1Þ

where S and a are empirical fitting parameters for each instability, and (1.1) rep-

resents the marginal stability condition. Gary et al. (1994d) extended the marginal

stability analysis, or the inverse relationship, to include helium cyclotron anisotropy

instability in the magnetosheath. Scime et al. (2000) confirmed the validity of the

inverse relationship on the basis of laboratory plasma experiment. Pantellini and

Schwartz (1995) and Pokhotelov et al. (2000) extended the model to include iso-

tropic electrons and anisotropic ions. Most of the efforts up to this point in time

were restricted to ions and low-frequency instabilities, but the empirical fitting of

marginal stability conditions were also extended to include high-frequency elec-

tromagnetic electron-cyclotron (EMEC) or whistler instability by Gary and Wang

(1996).

The magnetosheath temperature anisotropy instability problem was first extended

to the solar wind proper and solar corona, by Gary et al. (2001a, b). Many

subsequent works followed including those by Gary et al. (2003), Kasper et al.

(2003, 2008, 2013), Marsch et al. (2004, 2006), Hellinger et al. (2006, 2011, 2013),
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Hellinger and Trávnı́ček (2014), Matteini et al. (2007, 2012, 2013), Bale et al.

(2009), Bourouaine et al. (2010, 2013), Maruca et al. (2011, 2012), Osman et al.

(2011, 2012, 2013), Marsch (2012), Maneva et al. (2014), Adrian et al. (2016), and

others that the present review might have missed. These works further investigated

the effects of temperature anisotropy instabilities in the solar wind by analyzing data

obtained from an armada of spacecraft including Helios, Ulysses, WIND, ACE,

Stereo, etc. The empirical marginal stability relationship of the type (1.1) became

very popular and useful in characterizing and analyzing the solar wind data.

One of the most cited and representative empirical model of the proton

temperature anisotropy marginal condition may be that by Hellinger et al. (2006),

who introduced an additional parameter b0 in order to fine-tune the fitting,

T?
Tk

¼ 1þ S

ðbk þ b0Þa
: ð1:2Þ

Other extensions include inverse correlations using non-Maxwellian models by

Xiao et al. (2006, 2007), Lazar et al. (2011), and Lazar (2012); empirical inverse

correlations for electrons and high-frequency instabilities by Gary et al. (2005) and

Štverák et al. (2008); modification of the inverse correlation by including binary

collisional effects by Schlickeiser et al. (2011); efforts to rigorously calculate the

inverse correlation by Isenberg (Isenberg 2012; Isenberg et al. 2013) who sought to

obtain a rigorous asymptotic solution of the plasma subjected to linear instability

condition; including the effects of streaming population on the stability condition by

Hadi et al. (2014), Schlickeiser and Yoon (2014), and Vafin et al. (2015); the

mutual dynamical influence of electrons and ions, considered by Michno et al.

(2014), Maneva et al. (2016), and Shaaban et al. (2016, 2017), etc.

Fig. 1 Proton data distribution at 1 AU in the solar wind and empirical marginal stability curves for
various instabilities that partially account for the outer boundaries of the data distribution
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As an example of observations near 1 AU and to illustrate the usefulness of the

empirical relation (1.1), we plot in Fig. 1, the proton data distribution obtained near

1 AU, in ðbki; T?i=TkiÞ parameter space. Figure 1 is adopted from the paper by

Michno et al. (2014), where perpendicular and parallel temperatures as well as the

density and magnetic field intensity in the solar wind are calculated using data from

WIND SWE and MFI instruments (through the SPDF CDAWeb service) (Bale et al.

2009; Ogilvie et al. 1995; Lepping et al. 1995). We then constructed the proton

temperature ratio and the parallel plasma beta. The result is displayed in Fig. 1.

Each bin corresponds to a logarithmically spaced 100� 100 grid in the intervals

10�1\T?i=Tki\10 and 10�3\bk;i\102. We discarded data with errors larger than

10% in the thermal speed, and when the spacecraft was too close to the Earth’s bow

shock.

The empirical marginal stability threshold contours computed according to

formula (1.1) are superposed, where for reasons that will become obvious later, we

chose the fitting parameters

ðS; aÞ ¼ ð0:87; 0:56Þ ðMirrorÞ; ð1:3Þ

for mirror instability,

ðS; aÞ ¼ ð0:65; 0:4Þ ðEMICÞ; ð1:4Þ

for electromagnetic ion-cyclotron (EMIC) or proton-cyclotron instability, and

ðS; aÞ ¼ ð�1:53; 0:74Þ ðPFHÞ; ð1:5Þ

for (parallel) proton firehose (PFH) instability. Note how the above marginal sta-

bility curves quite nicely account for the upper-right and lower-right outer bound-

aries of the data distribution. An outstanding issue is whether the outer boundaries

of the same data distribution that are apparent in the upper-left and lower-left parts

can also be accounted for on the basis of some fundamental plasma physics or not.

At present, this issue is not resolved.

Note also that quite besides the issue of the regulation of the temperature

anisotropy by instabilities, or equivalently, the upper and lower bounds in the

parameter region ðT?=Tk; bkÞ, a separate issue has to do with the physical origin of

magnetic fluctuations in the same parameter space, which corresponds to the

stable regime. If the temperature anisotropy is sufficiently low such that no

instability is expected, then what is the reason for observed magnetic field

fluctuations? One possibility is the remnant solar wind turbulence, whose origin

may reside with the surface region of the Sun, but which is observed to exist

pervasively in the solar wind. Alternatively, the spontaneous emission of low-

frequency electromagnetic fluctuations by thermal plasmas may also be the physical

origin. In this regard, Araneda et al. (2012), Navarro et al. (2014, 2015), and Viñas

et al. (2014, 2015) suggested such a mechanism. On the other hand, Camporeale

(2012) invoked a transient effect known as the nonmodal linear theory to explain the

same observation. In a novel approach, Servidio et al. (2014) considered the

observed data distribution in ðT?=Tk; bkÞ from a distinct perspective. They
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employed a hybrid simulation of large-amplitude plasma turbulence in order to

explain not only the source of magnetic fluctuations, but also the observed data

distribution. Recently, Verscharen et al. (2016) invoked the pervasive compres-

sional turbulence in the solar wind to explain why the solar wind plasma is

predominantly measured to be well within the quasi-isotropic state.

To investigate the nonlinear behavior of plasma instabilities generally requires

theories that go beyond the linear theory, since linear theory only describes the

condition for initial exponential growth. Ideally computer simulations are most

accurate and rigorous. However, simulations are strictly speaking, numerical

experiments that require interpretations in the light of theory. In this regard, the

simplest nonlinear theory, i.e., quasilinear kinetic theory, is a suitable choice for

studying the nonlinear evolution of the plasma system subject to instabilities.

Quasilinear theory of the anisotropy-driven instabilities of the type pioneered by

Davidson and Ogden (1975) was first extended to include the mirror and ion-

cyclotron instabilities by the present author (Yoon 1992). The present review will

extensively rely on such a formalism to include other unstable modes along the

same line of theoretical approach as taken in Davidson and Ogden (1975) and Yoon

(1992). Thus far, such an effort has been quite successful, except that the quasilinear

moment theory for the so-called oblique firehose instability has not been done, so

this review will have to leave it out. Note that there exist alternative models of the

macroscopic theory that incorporate microscopic physics. For instance, the FLR-

Landau model (Hunana et al. 2011, 2016; Passot et al. 2012) has been employed to

discuss the mirror mode constraint on proton temperature anisotropy (Laveder et al.

2011). Recently, Hunana and Zank (2017) formulated CGL-Hall-FLR theory in

order to describe parallel and oblique firehose instabilities.

Kinetic approach to the oblique firehose instability for the protons was first

discussed by Yoon et al. (1993), but they made simplifying assumptions. More

complete discussion of the oblique proton firehose instability, based upon full

numerical solution of the transcendental linear dispersion relation, and comple-

mented by hybrid simulation, was carried out by Hellinger and Matsumoto

(2000, 2001), and also recently by Seough and Nariyuki (2016). However, as

mentioned, Hunana and Zank (2017) employed an advanced two-fluid model to

reformulate the parallel and oblique firehose instabilities. Consequently, it appears

that both kinetic and fluid models yield similar results. Discussion of the oblique

electron firehose instability was first carried out by Paesold and Benz (1999), Li and

Habbal (2000), and Messmer (2002). Recently, Hellinger and Trávnı́ček (2011),

Hellinger et al. (2014), Camporeale and Burgess (2010), Hellinger (2017), and

Maneva et al. (2016) further carried out theoretical discussion as well as numerical

simulation of the proton oblique firehose instability. However, the quasilinear

theory based upon taking the velocity moments of the particle kinetic equation has

not been developed to this date.

A macroscopic model of the solar wind that contains the influence of anisotropy

instabilities was first discussed by Eviatar and Schulz (1970), Hollweg (1978), and

Schwartz et al. (1981), as mentioned, but later Denton et al. (1994) revisited the

problem with specifically invoking the temperature anisotropy versus beta inverse

relationship as a closure scheme. Recently, Chandran et al. (2011) further developed
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a more sophisticated model of the solar wind in which similar anisotropy–beta

closure is also used for the temperature equations. Marsch and Tu (2001)

constructed a comprehensive macroscopic model of the solar wind, in which the

wave–particle interaction effects are incorporated, but the self-consistent wave

dynamics was not included.

Hybrid simulations of the expanding system were carried out by Hellinger et al.

(2003), Matteini et al. (2006, 2012), Trávnı́ček et al. (2007), Hellinger and

Trávnı́ček (2008, 2011, 2013, 2015), Camporeale and Burgess (2010), Ofman

et al. (2011, 2014), and Moya et al. (2012), which are in many ways equivalent to

the macroscopic–kinetic model of the solar wind. Of course, numerical simulations

are more rigorous in that they contain full nonlinear physics, but fluid/kinetic model

is an efficient way to investigate the large-scale physics and its coupling to small

kinetic-scale processes. The approach taken in the present review is to adopt the

analytical model based upon the quasilinear theory. One should keep in mind,

however, that quasilinear approach, especially with the simplifying assumption of

bi-Maxwellian model of the particle distribution functions for all time, is a

simplification that must be validated against more rigorous models such as the

particle-in-cell or hybrid simulations.

In general, for plasmas with perpendicular temperature higher than parallel

temperature, there are several plasma instabilities that may be excited. If the

excessive perpendicular thermal anisotropy resides with the protons, then it is well

known that electromagnetic proton (or ion) cyclotron—EMIC for short—instability

and proton mirror instability are operative. If, on the other hand, the perpendicular

temperature anisotropy is associated with the electrons, then the whistler or

electromagnetic electron-cyclotron—EMEC for short—instability and electron

mirror instability will be excited. For the opposite case of parallel temperature

higher than the perpendicular temperature, generally firehose instability is excited.

However, if the free energy source is in the protons, then the firehose instability

excited in such a case is called the proton firehose (PFH) instability. Similarly, if the

excessive parallel temperature anisotropy is in the electrons, then it is called the

electron firehose (EFH) instability. Both types of firehose instability are, in fact,

made of two distinct branches, parallel and oblique. In the present review, we will

systematically discuss the parallel branch only.

The quasilinear moment theory to be employed in the present review is not only

restricted to instabilities, where the free energy initially resides in the particles. It

was also successfully employed by Moya et al. to discuss solar wind heating (Moya

et al. 2012, 2011, 2014), for which the free energy resides with finite amplitude

waves while the particles are initially isotropic. The recent application of such a

method to the solar wind temperature anisotropy instability was initiated by the

present author and his colleagues (Seough and Yoon 2012; Yoon and Seough 2012;

Seough et al. 2013, 2015a, b; Stockem Novo et al. 2015; Yoon et al. 2015). We also

recently initiated a research program to test and verify the accuracy and reliability of

the quasilinear moment method by comparing the theoretical calculation against

particle-in-cell simulation (Seough et al. 2014). Recently, the present author also

began a systematic investigation of macroscopic quasilinear theory that includes

large- to intermediate-scale inhomogeneities (Yoon and Seough 2014; Yoon
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2016a, b; Yoon and Sarfraz 2017). The model being developed as of the present

writing differs from earlier discussions and models, say, by Eviatar and Schulz

(1970), Hollweg (1978), Schwartz et al. (1981), Jasperse et al. (2006a, b), Passot

and Sulem (2007), and Chandran et al. (2011), in that the author’s model

emphasizes the self-consistent wave dynamics.

In the remainder of the present review, we will systematically discuss the various

temperature anisotropy instabilities for protons, from a simple case of parallel

propagation, then move on to include instabilities with arbitrary propagation

direction. Then we will discuss instabilities operative in inhomogeneous solar wind-

like plasmas. We will also consider the effect of binary collisions. Next, we will

discuss the dynamical interplay between the electrons and ions. Finally, we will

conclude and summarize the present review.

2 Quasilinear moment theory of waves and instabilities in magnetized
plasmas

2.1 Quasilinear kinetic theory for magnetized plasmas

The discussion presented herewith is meant to be pedagogic, but also as a brief

overview. The detailed conditions for the validity of the theory, the definition of

collective versus collisional plasmas, etc., can be found in the standard literature, so

we will omit them. The readers are assumed to be already familiar with the basic

notion of plasma physics. Let us start from the fully nonlinear Vlasov equation,

o

ot
þ v � o

or
þ ea

ma

Eðr; tÞ þ v

c
� Bðr; tÞ

� �
� o
ov

� �
faðr; v; tÞ ¼ 0; ð2:1Þ

where E and B are electric and magnetic field vectors that satisfy Maxwell’s

equation. The label a represents species, ea ¼ e for protons (a ¼ i), ea ¼ �e for

electrons (a ¼ e). The proton and electron masses are denoted by mi and me,

respectively. Here, the particle distribution function is normalized according toR
dvfaðr; v; tÞ ¼ naðrÞ, where naðrÞ is the local density. For spatially uniform sys-

tem, naðrÞ ¼ n0, where n0 is the total number density. We assume that there is no

net electric field in the system, but the plasma is immersed in slowly varying

ambient magnetic field, B0, which could adiabatically depend on t or r. We assume

that B0 is directed along z axis. Let us separate physical quantities into the averages

and fluctuations,

faðr; v; tÞ ¼ fa0ðr; v; tÞ þ dfaðr; v; tÞ;
Bðr; tÞ ¼ B0ðr; tÞ þ dBðr; tÞ;
Eðr; tÞ ¼ dEðr; tÞ:

ð2:2Þ

In what follows, we will omit the slow spatio-temporal variations associated with

fa0ðr; v; tÞ and B0ðr; tÞ, so that we may write fa0ðr; v; tÞ ¼ fa0ðvÞ and

B0ðr; tÞ ¼ B0 ¼ const.
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Inserting (2.2) to (2.1), we obtain

o

ot
þ ea

ma

dEðr; tÞ þ v

c
� dBðr; tÞ þ v

c
� B0

� �
� o
ov

� �
fa0ðvÞ

¼ � o

ot
þ v � o

or
þ ea

ma

dEðr; tÞ þ v

c
� dBðr; tÞ þ v

c
� B0

� �
� o
ov

� �
dfaðr; v; tÞ:

ð2:3Þ

Taking the ensemble average on both sides, we obtain the formal particle kinetic

equation,

o

ot
� Xa

o

ou

� �
fa0ðvÞ ¼ � ea

ma

o

ov
� dEðr; tÞ þ v

c
� dBðr; tÞ

� �
dfaðr; v; tÞ

D E
; ð2:4Þ

where

Xa ¼
eaB0

mac
ð2:5Þ

is the cyclotron (or gyro) frequency. If we further assume that fa0ðvÞ is independent
of the velocity gyrophase angle u (i.e., gyrotropic), where u is defined by v ¼
ðv? cosu; v? sinu; vkÞ in cylindrical velocity coordinate system, then we may

average (2.4) over u,

ofa0ðvÞ
ot

¼ � ea

ma

Z 2p

0

du
2p

o

ov
� dEðr; tÞ þ v

c
� dBðr; tÞ

� �
dfaðr; v; tÞ

D E
: ð2:6Þ

This is the gyrophase angle averaged formal particle kinetic equation. In the above

fa0ðvÞ is assumed to depend slowly on t.

Inserting (2.4) back to (2.3), we have

o

ot
þ v � o

or
� Xa

o

ou

� �
dfaðr; v; tÞ þ

ea

ma

dEðr; tÞ þ v

c
� dBðr; tÞ

� �
� ofa0ðvÞ

ov

¼ ea

ma

o

ov
� dEðr; tÞ þ v

c
� dBðr; tÞ

� �
dfaðr; v; tÞ

D E

� ea

ma

dEðr; tÞ þ v

c
� dBðr; tÞ

� �
� odfaðr; v; tÞ

ov
:

ð2:7Þ

In the quasilinear closure, we ignore nonlinear terms on the right-hand side of (2.7),

and thus we are left with

o

ot
þ v � o

or
� Xa

o

ou

� �
dfaðr; v; tÞ

þ ea

ma

dEðr; tÞ þ v

c
� dBðr; tÞ

� �
� ofa0ðvÞ

ov
¼ 0:

ð2:8Þ

Rev. Mod. Plasma Phys. (2017) 1:4 Page 11 of 69 4

123



The field perturbations dEðr; tÞ and dBðr; tÞ satisfy Maxwell’s equation,

o

or
� dBðr; tÞ � 1

c

o

ot
dEðr; tÞ ¼ 4p

c

X
a

ea

Z
dv v dfaðr; v; tÞ;

o

or
� dBðr; tÞ ¼ 0;

o

or
� dEðr; tÞ ¼ 4p

X
a

ea

Z
dv dfaðr; v; tÞ;

o

or
� dEðr; tÞ þ 1

c

o

ot
dBðr; tÞ ¼ 0:

ð2:9Þ

Solving (2.8) formally using the method of characteristics, we have

dfaðr; v; tÞ ¼ dfaðr; v; 0Þ

� ea

ma

Z t

0

dt0 dE½rðt0Þ; t0� þ vðt0Þ
c

� dB½rðt0Þ; t0�
� �

� ofa0½vðt
0Þ�

ovðt0Þ

� � ea

ma

Z t

�1
dt0 dE½rðt0Þ; t0� þ vðt0Þ

c
� dB½rðt0Þ; t0�

� �
� ofa0½vðt

0Þ�
ovðt0Þ ;

ð2:10Þ

where going from the first to second equality, we have ignored the initial pertur-

bation, and replaced the lower limit of the t0 integral by �1. In (2.9), rðt0Þ and vðt0Þ
are the characteristics, satisfying

drðt0Þ
dt0

¼ vðt0Þ; dvðt0Þ
dt0

¼ ea

mac
vðt0Þ � B0; ð2:11Þ

along the t0 integral, but satisfying the requirement rðt0 ¼ tÞ ¼ r and vðt0 ¼ tÞ ¼ v
when t0 ¼ t. Note that the momentum equation in (2.11) reduces to

duðt0Þ
dt0

¼ �Xa: ð2:12Þ

It is straightforward to show that the characteristics (2.11) and (2.12) are explicitly

given by

rðt0Þ � r ¼ �ex
v?
Xa

fsin½uþ Xaðt � t0Þ� � sinug

þ ey
v?
Xa

fcos½uþ Xaðt � t0Þ� � cosug � ez vkðt � t0Þ;

vðt0Þ ¼ ex v? cos½uþ Xaðt � t0Þ� þ ey v? sin½uþ Xaðt � t0Þ� þ ez vk:

ð2:13Þ

In the quasilinear theory, the perturbed physical quantities can be represented in

spectral transformation, where the time dependence is assumed to be proportional to

/ expð�ixtÞ, where x satisfy the instantaneous or adiabatic linear dispersion

relation, x ¼ xk þ ick. Consequently, fluctuating physical quantities are repre-

sented by the Fourier transformation of the form
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dfaðr; v; tÞ ¼
Z

dk df ak ðvÞ eik�r�ixktþckt;

dEðr; tÞ ¼
Z

dk dEk e
ik�r�ixktþckt;

dBðr; tÞ ¼
Z

dk dBk e
ik�r�ixktþckt: ð2:14Þ

Making use of (2.13) and (2.14) we write the formal solution (2.10) in spectral

representation, and also combine the Maxwell’s equation (2.9) by means of vector

algebra, which leads to

df ak ðvÞ ¼ � ea

ma

Z t

�1
dt0 expfi k � ½rðt0Þ � r� � i ðxk þ ickÞ t0g

� dEk þ
vðt0Þ

xk þ ick
� ðk� dEkÞ

� �
� ofa0½vðt

0Þ�
ovðt0Þ ; ð2:15Þ

1� c2k2

ðxk þ ickÞ2

 !
dEk þ

c2

ðxk þ ickÞ2
k ðk � dEkÞ

¼ �i
4p

xk þ ick

X
a

ea

Z
dv v df ak ðvÞ: ð2:16Þ

In what follows, we assume k ¼ k?ex þ kkez, without loss of generality. The detailed

manipulations of (2.15) and (2.16) by making use of the Bessel function identities,

eib sin x ¼
X1
n¼�1

JnðbÞeinx;

X1
n¼�1

JnðbÞeinx cos x ¼
X1
n¼�1

nJnðbÞ
b

einx;

X1
n¼�1

JnðbÞeinx sin x ¼ �i
X1
n¼�1

J0nðbÞeinx;

ð2:17Þ

where JnðbÞ is the Bessel function of the first kind of order n, are a standard exercise

in any advanced graduate plasma physics course, so we leave the detailed task for

the readers. The result is

df ak ðvÞ ¼ � i
ea

ma

X1
n;m¼�1

JmðbaÞ ei ðm�nÞu

xk þ ick � nXa � kkvk

nJnðbaÞ
ba

dEx
k þ iJ 0nðbaÞ dE

y
k

� ��

� 1�
kkvk

xk þ ick

� �
o

ov?
þ

kkv?

xk þ ick

o

ovk

� �

þ JnðbaÞ dEz
k 1� nXa

xk þ ick

� �
o

ovk
þ nXa

xk þ ick

vk
v?

o

ov?

� �	
fa0;

ba ¼
k?v?
Xa

: ð2:18Þ
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In what follows, we use kk, vk and kz, vz interchangeably. Combining (2.18) with the

field equation (2.16), we obtain the instantaneous or adiabatic dispersion equation,

0 ¼ det eijðk;xk þ ickÞ �
c2k2

ðxk þ ickÞ2
dij �

ki kj

k2

� �











;

eijðk;xk þ ickÞ ¼ dij þ
X
a

x2
pa

ðxk þ ickÞ2
Z

dv vk
o

ovk
�

vk
v?

o

ov?

� �
Fa0 bibj

�

þ
X1
n¼�1

Vn
i V

n�
j

xk þ ick � nXa � kkvk

�
xk þ ick � kkvk

v?

o

ov?
þ kk

o

ovk

� �
Fa0

�
;

Vn
i ¼ v?

nJnðbaÞ
ba

;�iv?J
0
nðbaÞ; vkJnðbaÞ

� �
;

ð2:19Þ

where b ¼ B0=jB0j ¼ ez, Fa0 ¼ fa0=n0 is the distribution function with the ambient

density taken out of the definition so that it is normalized to unity (
R
dvFa0 ¼ 1),

and xpa is the plasma frequency defined by

xpa ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4pn0e2a
ma

s
: ð2:20Þ

The wave kinetic equation follows trivially from the definition (2.14), and is given

by

o

ot
hdEk � dE�

ki ¼ 2ckhdEk � dE�
ki; ð2:21Þ

where dE�
k ¼ dE�k, and we have made use of the symmetry properties, xk ¼ �x�k

and ck ¼ c�k.

To construct the particle kinetic equation, consider the following quantity that

appears on the right-hand side of the formal gyrophase angle averaged particle

kinetic equation (2.6):

I ¼ o

ov
� dEðr; tÞ þ v

c
� dBðr; tÞ

� �
dfaðr; v; tÞ

D E

¼
Z

dk dE�kðtÞ �
v

x�k þ ic�k

� ½k� dE�kðtÞ�
� �

o

ov
� df ak ðv; tÞ

� 
:

ð2:22Þ

Abbreviating

x � xk þ ick; ð2:23Þ

we may rewrite the quantity I as follows:
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I ¼
Z

dk
1

v?
1�

kkvk
x�

� �
o

ov?
þ
kkv?

x�
o

ovk

� ��

� v? ðdEx
�k cosuþ dEy

�k sinuÞ df ak
� �

þ 1

v?
1� k?v?

x� cosu

� �
o

ovk
þ
k?vk
x� cosu

o

ov?

� �
v? dEz

�k df
a
k

� �

� 1

v?
1�

kkvk
x�

� �
o

ou
ðdEx

�k sinu� dEy
�k cosuÞ df ak

� �

� k?
x�

o

ou
dEy

�k df
a
k

� �
� k?
x�

vk
v?

o

ou
dEz

�k sinudf ak
� �	

:

ð2:24Þ

In the above, those terms that contain the derivative o=ou will vanish after the

average over u. Consequently, we may ignore these terms at the outset. Upon

inserting (2.18), we obtain

I ¼� i
ea

ma

X
n;m

1

v?

Z
dk 1�

kkvk
x�

� �
o

ov?
þ
kkv?

x�
o

ovz

� ��

� mJm

b?
dEx

�k � i J0m dEy
�k

� �
nJn

b?
dEx

k þ i J0n dE
y
k

� �� 

� v? ei ðm�nÞu

x� nXa � kkvk
1�

kkvk
x

� �
o

ov?
þ
kkv?

x
o

ovk

� �

þ 1� mXa

x�

� �
o

ovk
þ mXa

x�
o

ov?

vk
v?

� �
JmJn dEz

�k dE
z
�k

� �

� v? ei ðm�nÞu

x� nXa � kkvk
1� nXa

x

� �
o

ovk
þ nXa

x

vk
v?

o

ov?

� �	
fa0:

ð2:25Þ

Upon inserting I to (2.6), and performing the gyrophase angle average, we arrive at

the desired particle kinetic equation expressed in terms of Fa0 ¼ fa0=n0,

oFa0

ot
¼ i

e2a
m2

a

X1
n¼�1

Z
dk 1�

kkvk
x�

� �
o

v?ov?
þ

kk
x�

o

ovk

� ��

�
jVn�

x dEx
k þ Vn�

y dEy
kj

2
D E

x� nXz � kkvk
1�

kkvk
x

� �
o

v?ov?
þ
kk
x

o

ovk

� �

þ nXa

x�
vk
v?

o

ov?
þ 1� nXa

x�

� �
o

ovk

� �

�
J2nðbaÞ dEz2

k

� �
x� nXa � kkvk

nXa

x

vk
v?

o

ov?
þ 1� nXa

x

� �
o

ovk

� �	
Fa0:

ð2:26Þ

An alternative expression is
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oFa0

ot
¼ 1

v?

o

ov?
v? D??

oFa0

ov?
þ D?k

oFa0

ovk

� �� �

þ o

ovk
Dk?

oFa0

ov?
þ Dkk

oFa0

ovk

� �
;

Dab ¼ i
e2a
m2

a

Z
dk

X1
n¼�1

1

x� nXa � kkvk

� nJn

ba
dEx

k þ iJ 0n dE
y
k











2

* +
D�
a Db þ J2n dEz2

k

� �
K�

a Kb

 !
;

D? ¼ 1�
kkvk
x

; Dk ¼
kkv?

x
;

K? ¼ nXa

x

vk
v?

; Kk ¼ 1� nXa

x
:

ð2:27Þ

The instantaneous dispersion relation determined from (2.19), the wave kinetic

equation (2.21), and the particle kinetic equation (2.26), or equivalently, (2.27),

form a self-consistent set of quasilinear kinetic theory.

2.2 Dielectric tensor for bi-Maxwellian velocity distribution function

It is useful to consider the specific form of dispersion equation (2.19) for bi-

Maxwellian velocity distribution function,

Fa0ðv2?; vkÞ ¼
1

p3=2a2?aaka
exp � v2?

a2?a

�
v2k

a2ka

 !
;

a2?a ¼
2T?a

ma

; a2ka ¼
2Tka
ma

: ð2:28Þ

Making use of the standard definite integrals involving Bessel functions and

exponential functions,

2

Z 1

0

dxxe�x2J2nðbxÞ ¼ InðkÞe�k;

2

Z 1

0

dxx3e�x2J2nðbxÞ ¼ ½kInðkÞe�k�0;

4

Z 1

0

dxx3e�x2 ½J0nðbxÞ�
2 ¼ n2InðkÞe�k

k
� 2k½InðkÞe�k�0;

2

Z 1

0

dxx2e�x2JnðbxÞJ0nðbxÞ ¼
b

2
½InðkÞe�k�0; k ¼ b2

2
; ð2:29Þ

where InðxÞ is the modified Bessel function of the first kind of order n, as well as the

definition for plasma dispersion (or Fried–Conte) function and its derivatives,
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ZðfÞ ¼
Z 1

�1

dy

p1=2
e�y2

y� f
; Im f[ 0;

� Z 0ðfÞ
2

¼
Z 1

�1

dy

p1=2
ye�y2

y� f
;

� fZ 0ðfÞ
2

¼
Z 1

�1

dy

p1=2
y2e�y2

y� f
;

1

2
½1� f2Z 0ðfÞ� ¼

Z 1

�1

dy

p1=2
y3e�y2

y� f
;

ð2:30Þ

we obtain

eijðk;xÞ ¼ dij þ
X
a

vaijðk;xÞ;

vaxxðk;xÞ ¼
x2

pa

x2

X1
n¼�1

n2KnðkÞ
k

An;

vayyðk;xÞ ¼ vaxxðk;xÞ þ
2x2

pa

x2
k½K0ðkÞ � K1ðkÞ�A0 � k

X1
n¼�1
ðn 6¼0Þ

K0
nðkÞAn

0
BB@

1
CCA;

vaxyðk;xÞ ¼ �vayxðk;xÞ ¼ i
x2

pa

x2

X1
n¼�1

nK0
nðkÞAn;

vaxzðk;xÞ ¼ vazxðk;xÞ ¼ �
x2

pa

x2

k?aka
Xa

X1
n¼�1

nKnðkÞ
k

Bn;

vayzðk;xÞ ¼ �vazyðk;xÞ ¼ i
x2

pa

x2

k?aka
Xa

X1
n¼�1

K0
nðkÞBn;

vazzðk;xÞ ¼ �
x2

pa

x2

Tka
T?a

X1
n¼�1

2KnðkÞ fn Bn; ð2:31Þ

where vaijðk;xÞ is the linear dielectric susceptibility tensor and

KnðkÞ ¼ InðkÞ e�k; k ¼ k2?a
2
?a

2X2
a

;

An ¼ n ZðfnÞ �
T?a

Tka
� 1

� �
Z 0ðfnÞ
2

;

Bn ¼ nþ T?a

Tka
� 1

� �
fn

� �
Z 0ðfnÞ
2

;

n ¼ x
kkaka

; fn ¼
x� nXa

kkaka
: ð2:32Þ

Of course, the general dispersion relation is obtained from the solution of equation,

which is given by
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0 ¼ det eij �
c2k2

x2
dij �

kikj

k2

� �










¼ DxxDyyDzz þ D2
xyDzz þ DxxD

2
yz � DyyD

2
xz þ 2DxyDxzDyz;

ð2:33Þ

where

Dxx ¼ exx �
c2k2k
x2

; Dyy ¼ eyy �
c2k2

x2
; Dzz ¼ ezz �

c2k2?
x2

;

Dxy ¼ exy; Dxz ¼ exz þ
c2k?kk
x2

; Dyz ¼ eyz: ð2:34Þ

2.3 Moment kinetic equation for bi-Maxwellian model

We now derive the moment kinetic equation that describes the time evolution of the

bi-Maxwellian plasma temperatures. The starting point is the definition of kinetic

temperatures,

T?a ¼
ma

2

Z
dvv2?Fa0; Tka ¼ ma

Z
dvv2kFa0: ð2:35Þ

Upon taking the velocity moments of the kinetic equation (2.27), we obtain

dT?a

dt
¼ �ma

Z
dvv? D??

oFa0

ov?
þ D?k

oFa0

ovk

� �
;

dTka
dt

¼ �2ma

Z
dvvk Dk?

oFa0

ov?
þ Dkk

oFa0

ovk

� �
: ð2:36Þ

With the definition for the diffusion coefficient, Dab, we have

dT?a

dt
¼ �i

e2a
ma

Z
dk

jxj2
X1
n¼�1

Z
dv

v?
x� nXa � kkvk

� ðx� � kkvkÞ
nJn

ba
dEx

k þ iJ0n dE
y
k











2

* +"
ðx� kkvkÞ

oFa0

ov?
þ kkv?

oFa0

ovk

� �

þ nXaJ
2
n dEz2

k

� � vk
v?

nXa

vk
v?

oFa0

ov?
þ ðx� nXaÞ

oFa0

ovk

� ��
; ð2:37Þ

dTka
dt

¼ �2i
e2a
ma

Z
dk

jxj2
X1
n¼�1

Z
dv

vk
x� nXa � kkvk

� kkv?
nJn

ba
dEx

k þ iJ 0n dE
y
k











2

* +
ðx� kkvkÞ

oFa0

ov?
þ kkv?

oFa0

ovk

� �"

þðx� � nXaÞJ2n dEz2
k

� �
nXa

vk
v?

oFa0

ov?
þ ðx� nXaÞ

oFa0

ovk

� ��
: ð2:38Þ
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For the bi-Maxwellian distribution (2.28) the velocity integrals on the right-hand

side of (2.37) and (2.38) can be computed in closed form, and we have

dT?a

dt
¼ Im

e2a
ma

Z
dk

jxj2
X1
n¼�1

kkaka
n2Kn

k
dE2

x

� �
k
þ dE2

y

D E
k

� �
� 2kK0

n dE2
y

D E
k

� ��

� jnj2ZðfnÞ þ nþ T?a

Tka
� 1

� �
ðfn � n�Þ

� �
Z 0ðfnÞ
2

� 	

� nKn

k
k2?
k2k

x� nXa

Xa

dEz2
k

� �
ðx� nXaÞ

T?a

Tka
þ nXa

� �
Z 0ðfnÞ
2

!
;

ð2:39Þ

dTka
dt

¼ �Im
2e2a
ma

Z
dk

jxj2
X1
n¼�1

kkaka
n2Kn

k
dE2

x

� �
k
þ dE2

y

D E
k

� �
� 2kK0

n dE2
y

D E
k

�

þ Kn

k
k2?
k2k

jx� nXaj2

X2
a

dEz2
k

� �# nXa

kkaka
þ T?a

Tka
fn

� �
Z 0ðfnÞ
2

:

ð2:40Þ

In this approach, instead of actually solving the particle kinetic equation (2.26) or

(2.27), by assuming that the particle distribution function maintains the bi-Max-

wellian form (2.28) for all time, we may simply solve for the evolution of the

temperatures. Such an assumption is, of course an approximation, and in fact the

validity of such an assumption must be tested. Such a caveat notwithstanding, in

what follows, we will make use of the quasilinear moment kinetic equation in order

to discuss the temperature anisotropy instabilities.

The advantages of employing such a simple method are several. First, this

method obviously reduces computational efforts greatly when compared with direct

particle-in-cell or hybrid numerical simulations or even when compare with the full

numerical partial differential equation solution which the particle kinetic equation

(2.26) or (2.27) is. Another advantage has to do with the fact that this method can

easily be incorporated into macroscopic models of the solar wind in which large-

scale quantities may vary in both space and time, and indeed, we will discuss such

an approach later. In contrast, computer simulations are limited not only by spatial

dimensions, but also it is not so trivial to simulate the spatial inhomogeneity. For

this reason large-scale inhomogeneous solar wind dynamics is usually studied by

means of the so-called expanding box simulation (Matteini et al. 2012; Hellinger

and Trávnı́ček 2008), which is a method to simulate what is essentially a uniform

plasma but with arbitrarily expanding the simulation domain. The disadvantages of

the use of simple quasilinear method with the assumed particle distribution function

(in this case, bi-Maxwellian) are multiple. It ignores nonlinear mode coupling

physics. Also, the distortion of velocity phase space as a result of local wave–

particle dynamics is not captured. For instance, in the textbook problem of

electrostatic bump-on-tail instability and subsequent velocity space plateau

formation by quasilinear relaxation, the local distortion of the particle distribution
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cannot be modeled by any assumed form of particle distribution function.

Fortunately for the anisotropy-driven instabilities, bulk of the particles participate

in the wave–particle interaction so that the bi-Maxwellian model is at least

acceptable as a first step. Quasilinear theory also ignores certain coherent nonlinear

physics, such as the particle trapping by finite amplitude wave. In short, the present

quasilinear moment kinetic theory must be applied judiciously, and guided by

certain physical intuition. Moreover, the basic assumptions must be verified against

more rigorous computer simulations (Seough et al. 2015a, b; Stockem Novo et al.

2015; Yoon et al. 2015).

3 Proton temperature anisotropy instabilities for parallel propagation

As shown in Fig. 1, the proton-cyclotron or electromagnetic ion-cyclotron (EMIC)

instability is one of the unstable modes that provides a partial upper bound for the

proton data distribution near 1AU.When a parcel of solarwind plasma approaches the

Earth’s magnetosphere, it may undergo a slight compression. The compression leads

to an increase of perpendicular pressure, which leads to the excessive perpendicular

temperature anisotropy, T?a=Tka [ 1 for each particle species labeled a. For protons,

this condition leads to the excitation of two types of instability. For relatively low beta

conditions, the left-hand circularly polarized electromagnetic ion-cyclotron (EMIC)

instability is predominantly excited, while for relatively high beta values, the oblique

aperiod mirror mode instability is also excited in addition to the EMIC instability, and

compete for the available free energy. In general, the expanding solar wind generates

excessive parallel temperature anisotropy, T?a=Tka\1, which leads to the excitation

of firehose instability. As discussed in the Introduction, the firehose mode has two

unstable branches, one is the so-called parallel firehose instability, and the second is

the oblique aperiodic firehose instability. In the present review, wewill limit ourselves

to the parallel firehose modes only. In this section, we discuss instabilities

characterized by parallel propagation. For parallel propagation, the dispersion

relation for purely transverse electromagnetic mode for bi-Maxwellian plasma can be

shown to greatly simplify, and is given by

0 ¼ 1�
c2k2k
x2

þ
X
a

x2
pa

x2

x
kkaka

Z
x	 Xa

kkaka

� ��

þ T?a

Tka
� 1

� �
1þ x	 Xa

kkaka
Z

x	 Xa

kkaka

� �� �	
: ð3:1Þ

3.1 Electromagnetic ion-cyclotron (EMIC) instability

The electromagnetic ion-cyclotron (EMIC) instability operates on the left-hand

circularly polarized branch of (3.1). As a simple approximation, let us ignore the

displacement current and thermal effects for the electrons. We may also assume

x2 
 X2
e , so that we may approximate x� Xe � jXej. This leads to the dispersion

relation that supports EMIC instability,
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0 ¼
c2k2k

x2
pi

þ x
Xi

� T?i

Tki
� 1

� �
� T?i

Tki
x� T?i

Tki
� 1

� �
Xi

� �
1

kkaki
Z

x� Xi

kkaki

� �
:

ð3:2Þ

Shown in Fig. 2 is the real frequency and growth rate versus normalized wave

number for various temperature ratios and for fixed parallel beta. The temperature

anisotropy-driven instabilities, including the EMIC instability, is determined by two

dimensionless parameters, the temperature ratio, T?i=Tki, and parallel beta, bki,
which is why the anisotropy–beta relationship, (1.1) or (1.2), and the data

distribution plotted in the format shown in Fig. 1, are so useful and widely referred

to in the literature.

We next discuss the nonlinear evolution of plasmas subject to the excitation of

left-hand EMIC instability. For this purpose, we make use of the moment kinetic

equations (2.39) and (2.40), which in the limit of k? ! 0, and for proton

temperatures, are given by the following upon retaining only the contribution from

the left-hand mode,

dT?i

dt
¼ Im

e2

2mi

Z
dkk

jxj2
kkaki EðkkÞ n�

c2k2k

x2
pi

þ x
Xi

 !(

� nþ f
T?i

Tki
� 1

� �� �
½1þ f ZðfÞ�

	
;

ð3:3aÞ

dTki
dt

¼ �2
dT?i

dt
þ Im

e2

mi

Z
dkk

jxj2
kkaki EðkkÞ n�

c2k2k

x2
pi

þ x
Xi

 !
; ð3:3bÞ

n ¼ x
kkaki

; f ¼ x� Xi

kkaki
; ð3:3cÞ

where the spectral wave energy density associated with the wave electric field is

defined by

Fig. 2 Left-hand circularly
polarized electromagnetic ion-
cyclotron (EMIC) instability.
Blue curves represent the real
frequency and red curves are
growth rates. Various
temperature ratios are
considered for fixed parallel beta
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Eðkk; tÞ � dE2
xðtÞ

� �
þ dE2

yðtÞ
D E

: ð3:4Þ

Of course, the wave kinetic equation is given by

oEðkkÞ
ot

¼ 2cEðkkÞ: ð3:5Þ

Upon making use of the dispersion relation (3.2), the moment kinetic equations

(3.3a) and (3.3b) may be simplified as follows:

dT?i

dt
¼ �miv

2
A

Z
dkkc

dB2ðkkÞ
B2
0

1þ xrXi

k2kv
2
A

 !
; ð3:6aÞ

dTki
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¼ miv
2
A

Z
dkkc

dB2ðkkÞ
B2
0

1þ 2xrXi

k2kv
2
A

 !
; ð3:6bÞ

where

v2A ¼ B2
0

4pn0mi

ð3:7Þ

is the square of the Alfvén speed, xr is the real part of the complex frequency, c is
the growth/damping rate (or the imaginary part of the complex frequency), and

dB2ðkkÞ ¼ jc2k2k=x2jdEðkkÞ is the magnetic field spectral intensity.

Figure 3 displays three cases of EMIC instability and its quasilinear evolution.

From left to right, we considered initial states characterized by T?ið0Þ=Tkið0Þ ¼ 2

Fig. 3 Quasilinear evolution of EMIC instability. Three different initial conditions are indicated. Time
evolution of the temperature ratio, parallel beta, and normalized wave energy density are plotted as a
function of normalized time s ¼ Xit

4 Page 22 of 69 Rev. Mod. Plasma Phys. (2017) 1:4

123



and three different initial betas, bkið0Þ ¼ 0:1, 1, and 10. The bottom panels represent

the normalized wave energy dB2=B2
0 �

R
dkkdB2ðkkÞ=B2

0. The horizontal axis

represents normalized time s ¼ Xit.

According to Fig. 3 it is seen that the initial temperature anisotropy, T?i=Tki,

which is equal to 2 for all three cases, gets reduced as a result of instability

excitation. In contrast, the parallel beta for all three cases increases as time

progresses. The wave energy density associated with the unstable left-hand EMIC

mode exponentially increases from the initial low level of intensity, until the mode

gradually approaches saturated value. In the first case shown on the left top and

bottom panels, the wave energy density monotonically increases until it reaches

quasi-saturation stage. The full saturation is not shown since the computation was

terminated before the wave intensity reaches the plateau stage. The true saturated

plateau in the wave intensity can be seen in the middle two panels. For the third case

of high initial beta, shown on the right, the wave exponentially increases, reaches

the saturation, but subsequently the wave energy is partially reabsorbed by the

protons, so the wave intensity exhibits the overshoot–undershoot behavior. This

behavior is often seen in the particle simulation, and was often attributed to

nonlinear mode coupling, but the present quasilinear analysis shows that the

explanation can be provided within the quasilinear paradigm.

In Fig. 4, we display the maximum growth rate for EMIC instability in bki versus
T?i=Tki phase space, and comparison with empirical fitting formula (1.1) with the

coefficients S ¼ 0:65 and a ¼ 0:4—Eq. (1.4). This is the formula suggested by Gary

et al. (1994a, b, c), and the fitting formula agrees excellently with the numerical

Fig. 4 Maximum growth rate of EMIC instability in bki versus T?i=Tki phase space, and comparison with

empirical fitting formula (1.1) with S ¼ 0:65 and a ¼ 0:4—Eq. (1.4)
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maximum growth rate contour for cmax=Xi ¼ 10�2. Recall that this was the same

formula superposed in Fig. 1 to indicate the rough upper-right boundary of the

proton data distribution.

3.2 Parallel proton firehose instability

The firehose instability is excited in general for expanding solar wind since the

expansion naturally leads to the parallel temperature anisotropy as a result of the

conservation of first adiabatic invariant. To discuss the parallel proton firehose

instability, we start from (3.1) but consider the lower sign,

0 ¼
c2k2k

x2
pi

� x
Xi

þ 1� T?i

Tki
� T?i

Tki
x� 1� T?i

Tki

� �
Xi

� �
1

kkaki
Z

xþ Xi

kkaki

� �
: ð3:8Þ

Shown in Fig. 5 is the numerical solution for several combinations of input

parameters. The dimensionless quantities are

R ¼ T?i

Tki
; b ¼ bki: ð3:9Þ

In Fig. 6, we display the maximum growth rate for parallel proton firehose

instability in the same bki versus T?i=Tki phase space as in Fig. 4 except for

different plotting ranges, and we make the comparison with the empirical fitting

formula (1.1) with S ¼ �1:53 and a ¼ 0:74, i.e., Eq. (1.5), which is the formula

suggested by Gary et al. (1998), and the fitting formula agrees rather well with the

numerical maximum growth rate cmax=Xi ¼ 10�1. This was the same formula for

the marginal firehose stability curve superposed in Fig. 1 to indicate the rough

lower-right boundary of the proton data distribution.

Quasilinear moment kinetic equation for parallel propagation, which is appli-

cable for parallel proton firehose instability, can be discussed by again considering

the limit of k? ¼ 0 in (2.39) and (2.40) and by limiting to the right-hand mode,

Fig. 5 Right-hand circularly
polarized parallel proton
firehose (PFH) instability
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which upon making use of the dispersion relation (3.8) can be further simplified by
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Figure 7 plots the solutions of quasilinear moment kinetic equations (3.11a) and

(3.11b) for four different initial conditions, T?ið0Þ=Tkið0Þ ¼ 0:1 and bkið0Þ ¼ 1, 5,

10, and 20. The perpendicular and parallel betas, temperature ratio, as well as the

wave energy density are plotted as a function of normalized time, s=smax, where

s ¼ Xit and smax ¼ 1� 104, 60, 40, and 40, respectively, for the four different

initial betas.

Fig. 6 Maximum growth rate of parallel firehose instability in bki versus T?i=Tki phase space, and

comparison with empirical fitting formula (1.1) with S ¼ �1:53 and a ¼ 0:74, that is, Eq. (1.5)
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Figure 7 shows how the firehose instability relaxes the parallel temperature

anisotropy. The perpendicular temperature, which is initially lower than the parallel

temperature, undergoes an increase, as the upper-left panel shows. The initially high

parallel temperature, on the other hand, decreases, as the upper-right panel shows.

The temperature ratio T?i=Tki, which was less than unity at t ¼ 0, increases toward

unity as the instability develops (lower-left panel). The magnetic wave energy

density exponentially increases, followed by saturation. In the present case of

parallel firehose instability, the quasilinear behavior is generally the plateau

formation in the saturation stage, although for bkð0Þ ¼ 20, there is a weak

overshoot–undershoot behavior, but when compared with EMIC instability case

shown in Fig. 3, the reabsorption of the wave energy by the particles beyond the

saturation stage is generally weak.

3.3 Validity of quasilinear moment theory

The assumption of bi-Maxwellian distribution for all times is clearly an

approximation. Also, in the simple quasilinear paradigm nonlinear mode coupling

or nonlinear wave–particle interaction (nonlinear Landau damping) is ignored. In

Fig. 7 Quasilinear evolution of parallel proton firehose instability. Four different initial conditions are
indicated in different colors and also labeled. Time evolution of the perpendicular and parallel betas,
temperature ratio, and wave energy density are plotted as a function of normalized time
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order to test whether such an assumption is valid we have carried out one-

dimensional particle-in-cell simulations (Seough et al. 2014, 2015a). We found that

the agreement between the simplified quasilinear theory and PIC simulation is quite

good in the case of proton-cyclotron instability, but for parallel proton firehose

instability the agreement became poorer. The results for EMIC instability is shown

in Fig. 8, where it can be seen that the agreement between the theory and simulation

is quite good.

The details of the 1D PIC simulation setup are described in Seough et al.

(2014, 2015a), so we will not repeat them here. In Fig. 8 it can be seen that the

comparison between the quasilinear moment method and PIC simulation for proton

firehose instability shows generally favorable agreement. It is noteworthy that the

overshoot–undershoot behavior mentioned in regard to Fig. 3, which is explained by

partial reabsorption of wave energy by the protons during the overshoot–undershoot

process associated with the waves, is reproduced in the simulation.

Figure 9 shows the comparison between the quasilinear moment method and PIC

simulation for proton firehose instability. In this case the agreement is appreciably

poorer than the case of EMIC instability. The disagreement is more pronounced for

the waves, although the early exponential growth phase is excellently reproduced by

theory. The post-saturation phase of the wave growth is not very well described by

quasilinear theory. Note that the PIC code simulation shows pronounced overshoot–

undershoot, followed by multiple intensity undulations. As for the particle

quantities, the agreement between the theory and simulation is actually quite good

for bkið0Þ ¼ 5 and 10, which correspond to moderate and high betas. At the present

Fig. 8 Comparison between quasilinear moment kinetic theory and particle-in-cell simulation of EMIC
instability
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moment, the precise reason for the differences showcased in Fig. 9 is not entirely

clear. One possible cause is that the left-hand EMIC mode is highly dispersive,

meaning that the wave phase speed vu ¼ x=kk greatly varies over the unstable range
of wave numbers, such that there are multiple particle pitch-angle scattering centers

in the velocity space. As particles diffuse along the arc defined with respect to each

multiple pitch-angle centers, the overall bi-Maxwellian form of the distribution

function is maintained in the case of EMIC instability. However, for the parallel

proton firehose instability, the wave phase speed is defined only over a very narrow

range such that all particles pitch-angle scatter about the nearly identical paths

defined in the wave frame. This contributes to the distortion of the initial bi-

Maxwellian form into a dumb-bell shape distribution (Astfalk and Jenko 2017), and

leads to the premature quenching of the instability. The time evolution of the

initially bi-Maxwellian distribution in PIC code runs is discussed in Seough et al.

(2014, 2015a), and shows that indeed, for EMIC case, the quasi-bi-Maxwellian

shape is maintained throughout most of the simulation time. In contrast, for PFH

case, the bi-Maxwellian form gets distorted quite early on, even though later on, the

quasi-bi-Maxwellian shape appears to be restored. Another cause for the less-than-

favorable comparison between the theory and simulation in the case of PFH

instability is that, unlike the case for EMIC instability, the PIC simulation generates

longitudinal electrostatic fluctuations, which were shown to possess ion acoustic

mode characteristics. This indicates the presence of nonlinear wave–wave decay

interaction, which the quasilinear theory does not have.

Fig. 9 Comparison between quasilinear moment kinetic theory and particle-in-cell simulation of parallel
proton firehose instability
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4 Mirror instability and competition with EMIC instability

When the solar wind plasma is compressed against the Earth’s magnetosphere,

excessive perpendicular temperature anisotropy can be spontaneously generated.

This leads to conditions favorable for the excitation of EMIC and mirror

instabilities. We have already discussed the linear and quasilinear properties of

EMIC instability. In this section, we consider the obliquely-propagating, aperiodic

mirror instability.

4.1 Mirror instability

Returning to (2.31), consider isotropic cold electrons. Then we may approximate for

electrons,

vexx �veyy � 0; vexz ¼ vezx ¼ 0;

vexy ¼ �veyx � �i
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pi

xXi

;
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k2ka
2
e

: ð4:1Þ

For ions we assume x=Xi 
 1; so that only n ¼ 0 terms may be retained and higher

gyro-harmonic terms can be ignored,

vixx � 0; vixy ¼ �viyx � 0; vixz ¼ vizx � 0;

viyy ��
2x2

pi

x2
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n2 Z 0ðnÞ
2
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This is because the mirror instability is a low-frequency mode satisfying x=Xi 
 1.

As a consequence, we may ignore terms of order x=Xi, and electron response for xy

and yz components. Moreover, we may assume n 
 1 for the ions. This implies that

yz and zz components among the ion response can be ignored upon making use of

the ordering, Z 0ðnÞ � n Z 0ðnÞ � n2 Z 0ðnÞ. This leads to the dispersion relation,

which is expressed as
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From this we obtain the mirror mode dispersion relation

0 ¼ c2k2
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Figure 10 plots a typical growth rate for the purely growing (or aperiod) mirror

instability in the case of T?ið0Þ=Tkið0Þ ¼ 2 and bkið0Þ ¼ 10. As the plot shows, the

peak growth rate takes place at an oblique angle so that to describe the mirror

instability one must consider both kk and k?.

The contour plot of maximum growth rate for mirror instability as well as the

empirical fitting function (1.1) with parameters S ¼ 0:87 and a ¼ 0:56, or Eq. (1.3)
(which are the same choices used in Fig. 1) are displayed in Fig. 11.

Quasilinear theory for mirror instability can be discussed on the basis of the

generic form of temperature evolution equations (2.39) and (2.40), except that we

only consider the ion temperatures, and retain only the y component electric field,

Fig. 10 The growth rate for mirror mode instability
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For low-frequency mirror mode we may ignore all cyclotron harmonics and only

consider the Landau resonance (n ¼ 0),
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Making use of the dispersion relation (4.4) we may further simplify (4.7) and (4.8),

Fig. 11 Contour plot of maximum growth rate for mirror mode instability in ðbki; T?i=TkiÞ phase space

and empirical marginal stability curve (1.1) with S ¼ 0:87 and a ¼ 0:56 [Eq. (1.3)], shown in red
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Figure 12 plots the time evolution of perpendicular and parallel betas in response to

the excitation and saturation of the mirror instability (top panel). The lower panel

shows the magnetic field energy density associated with the mirror instability. The

overall dynamical consequences of the mirror mode instability on the particle

quantities, that is, the temperatures, are similar to that of the EMIC instability. The

instability is saturated via the reduction of perpendicular temperature and con-

comitant increase of parallel temperature. This is because both EMIC and mirror

mode instabilities are driven by the same free energy source. Consequently, in

general both instabilities will be simultaneously excited and in the nonlinear (or

quasilinear) stage, they will compete for the same available free energy. We turn to

this problem next.

4.2 Competition between mirror and EMIC instabilities

To describe the competition between EMIC and mirror instabilities, we now discuss

the two (or with cylindrical symmetry, three) dimensional theory of EMIC

instability. From (2.31), we impose the same simplification (4.1) for the electrons.

For the ions we assume x=Xi � 1 so that only n ¼ 1 terms may be retained and all

other gyro-harmonic terms and Landau resonance terms can be ignored,

Fig. 12 Quasilinear development of the mirror mode instability
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In the above we ignored xz and zx components since the EMIC mode is predomi-

nantly quasi-parallel mode characterized by kk [ k?. This leads to
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From this we obtain the 2D EMIC dispersion relation
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In the velocity moment kinetic equation (2.39) and (2.40), we again consider only

ions, and ignore the z component of the electric field fluctuation. We retain only the

n ¼ 1 term and ignore 2kK0
n associated with the y component of the electric field

fluctuation,

dT?i

dt
¼Im

e2

mi

Z
dk

c2k2
kkaki

K1

k
hdB2ik n� n ZðfÞ � T?i

Tki
� 1

� �
Z 0ðfÞ
2

� ��

þ nþ T?i

Tki
� 1

� �
f

� �
Z 0ðfÞ
2

	
; ð4:14Þ

dTki
dt

¼� Im
2e2

mi

Z
dk

c2k2
kkaki

K1

k
hdB2ik

� Xi

kzaki
þ T?i

Tki
f

� �
Z 0ðfÞ
2

: ð4:15Þ

Making use of the dispersion relation (4.13), we simplify the above equations,
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dT?i

dt
¼� e2

2mi

Z
dk

c2k2
hdB2ik ck

c2k2

x2
pi

þ 2K1

k
T?i

Tki

 !(

þ 2K1

k
Im xþ T?i

Tki
� 1

� �
ðx� XiÞ

� �
f ZðfÞ

	
;

ð4:16Þ

dTki
dt

¼ �2
dT?i

dt
� e2

mi

Z
dk

c2k2
ckhdB2ik

c2k2

x2
pi

: ð4:17Þ

To discuss quasilinear development of combined mirror and EMIC instability,

we add the terms on the right-hand sides of (4.9) and (4.10), which represents the

effects of mirror instability, and the terms on the right-hand sides of (4.16) and

(4.17), which represents the effects of EMIC instability on the temperatures. Shown

in Fig. 13 is the 2D EMIC instability dispersion surface (mesh plots) and growth

rate (surface plots underneath). The input parameters are described in the caption.

Figure 14 shows the mirror mode growth rate for the same set of input parameters.

In the quasilinear development, both EMIC and mirror modes will affect the

evolution of temperatures.

We show in Fig. 15, the result of quasilinear calculations of combined proton-

cyclotron and mirror instabilities. For bkið0Þ ¼ 0:5, the EMIC mode completely

dominates the wave amplification process. For the case of bkið0Þ ¼ 2, in contrast,

Fig. 13 Dispersion relation for unstable 2D EMIC mode. The input parameters are (top left) T?i=Tki ¼ 4

and bki ¼ 0:5, (top right) T?i=Tki ¼ 4 and bki ¼ 1, (bottom left) T?i=Tki ¼ 4 and bki ¼ 1:5, and (bottom

right) T?i=Tki ¼ 4 and bki ¼ 2
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the total wave energy density almost completely comprises mirror mode waves. In

the intermediate case of bkið0Þ ¼ 1, initially both the cyclotron and mirror modes

grow with comparable exponential amplification behavior. However, for time steps

around s ¼ Xit � 25 to s � 75 or so, the mirror mode overshoots the EMIC mode in

terms of their relative wave energy density. Beyond s � 75 or so, the proton-

cyclotron mode catches up with the mirror mode in wave intensity, and eventually

the cyclotron mode ends up with higher wave energy density at the saturation stage.

5 Proton temperature anisotropy instabilities in inhomogeneous solar
wind

Having discussed the linear and quasilinear properties of the various anisotropy-

driven instabilities, we may incorporate the influence of these instabilities on the

global dynamics of the solar wind. In this section, we thus discuss the effects of

kinetic instabilities on the large-scale solar wind plasma that is characterized by

large-scale inhomogeneities. The adiabatic forcing on macroscopic quantities is an

important factor that determines the large-scale properties. For expanding solar

wind, the adiabatic forcing effect will lead to the generation of parallel excessive

temperature (or more accurately, pressure) anisotropy, which the excitation of

kinetic-scale firehose instability will eventually counter-balance. Suppose that the

magnetic field geometry is largely radial. That is, magnetic field intensity varies

Fig. 14 Growth rate for unstable mirror mode. The input parameters are the same as Fig. 13
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along the field. For axially varying magnetic field, it is well known that there are

two adiabatic invariants, the magnetic moment M and the Hamiltonian Ha,

M ¼ v2?
B

¼ const; Ha ¼
ma

2
ðv2? þ v2z Þ ¼ const: ð5:1Þ

This means that the Vlasov equation in the absence of wave–particle interaction is

given by

ofa0

ot
þ vk

ofa0

or
þ dB

dr

v2?
2B

vk
v?

ofa0

ov?
� ofa0

ovk

� �
¼ 0: ð5:2Þ

For inhomogeneous plasma with diverging or converging magnetic field the left-

hand side of the kinetic equation for particles must be modified in accordance with

(5.2). For the sake of simplicity, let us restrict ourselves to parallel propagation. We

also ignore the electrostatic field. In this case, we have

Fig. 15 Upper panels show the time evolution of temperature anisotropy T?i=Tki ¼ b?i=bki (solid lines)

and parallel beta bki (dashes). Lower panels display the time evolution of wave energy densityR
dk WðkÞ ¼

R
dk dB2ðkÞ=B2

0. Solid lines represent the total (proton-cyclotron plus mirror) wave energy

density, dotted curves show the wave energy density corresponding to the cyclotron mode,
R
dk WCðkÞ,

and the mirror mode wave energy density,
R
dk WMðkÞ, is shown with dashes. For all three cases, the

initial anisotropy is b?ið0Þ=bkið0Þ ¼ 4, and three cases of initial parallel betas are considered, bkið0Þ ¼
0:5 (left), 1 (middle), and 2 (right)
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ofa0

ot
þ vk

ofa0

or
þ dB

dr

v2?
2B

vk
v?

ofa0

ov?
� ofa0

ovk

� �

¼ 1

v?

o

ov?
v? D??

ofa0

ov?
þ D?k

ofa0

ovk

� �� �
þ o

ovk
Dk?

ofa0

ov?
þ Dkk

ofa0

ovk

� �
;

Dab ¼
i

2

e2a
m2

a

X
þ;�

Z
dk

jdEðkÞj2

x Xa � kvk
D�
aDb;

D? ¼ 1�
kvk
x

; Dk ¼
kv?
x

:

ð5:3Þ

The moments of the distribution function are defined by

na ¼
Z

dv fa0; naVa ¼
Z

dv vk fa0;

naT?a ¼
ma

2

Z
dv v2? fa0; naTka ¼ ma

Z
dv ðvk � VaÞ2 fa0: ð5:4Þ

Let us take the moments of the kinetic equation (5.3):

ona

ot
þ B

o

or

naVa

B
¼ 0; ð5:5Þ

oðnaVaÞ
ot

þ B
o

or

1

B

naTka
ma

þ naV
2
a

� �� �
þ naT?a

maB

dB

dr

¼ �
Z

dv Dk?
ofa0

ov?
þ Dkk

ofa0

ovk

� �
; ð5:6Þ

oðnaT?aÞ
ot

þ B2 o

or

ma

2B2

Z
dv v2?vk fa0

� �

¼ �ma

Z
dv v? D??

ofa0

ov?
þ D?k

ofa0

ovk

� �
: ð5:7Þ

oðnaTkaÞ
ot

þ B
o

or

naVaTka
B

� �

¼ �2ma

Z
dv ðvk � VaÞ Dk?

ofa0

ov?
þ Dkk

ofa0

ovk

� �
: ð5:8Þ

Specifically, if we focus on the ions (a ¼ i). Upon making use of explicit

definition for diffusion tensor, we obtain

oni

ot
þ B

o

or

niVi

B

� �
¼ 0; ð5:9aÞ
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oðniViÞ
ot

þ B
o

or

niTki
miB

þ niV
2
i

B

� �
þ niT?i

miB

dB

dr

¼ eni

micB

X
þ;�

Z
dk

k
ð	cÞ jdBðkÞj2; ð5:9bÞ

oðniT?iÞ
ot

þ B2 o

or

niViT?i

B2

� �

¼ � 1

2p

X
þ;�

Z
dk c jdBðkÞj2 1	 xr

Xi

x2
pi

c2k2

 !
; ð5:9cÞ

oðniTkiÞ
ot

þ B
o

or

niViTki
B

� �

¼ 1

2p

X
þ;�

Z
dk c jdBðkÞj2 1	 2xr � kVi

Xi

x2
pi

c2k2

 !
: ð5:9dÞ

For the electrons we simply adopt the fluid approximation without the wave–particle

interaction,

one

ot
þ B

o

or

neVe

B

� �
¼ 0; ð5:10aÞ

oðneVeÞ
ot

þ B
o

or

neTke
meB

þ neV
2
e

B

� �
þ neT?e

meB

dB

dr
¼ 0; ð5:10bÞ

oðneT?eÞ
ot

þ B2 o

or

neVeT?e

B2

� �
¼ 0; ð5:10cÞ

oðneTkeÞ
ot

þ B
o

or

neVeTke
B

� �
¼ 0; ð5:10dÞ

where we have assumed the bi-Maxwellian distribution function. The wave dis-

persion relation is the same as EMIC or PFH instability dispersion relations, (3.2) or

(3.8).

In what follows, let us assume Vi ¼ Ve, and we work in the moving plasma frame

so that in computing the right-hand sides of (5.9a)–(5.9d), we may ignore Vi.

Suppose that we are interested in a stationary problem, o=ot ¼ 0, and that the

magnetic field and density profile are given by a Lorentzian model,
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BðrÞ ¼ B0 f ðrÞ;
nðrÞ ¼ niðrÞ ¼ neðrÞ ¼ n0f ðrÞ;

f ðrÞ ¼ 1

1þ ðr=lÞ2
:

ð5:11Þ

We also assume constant solar wind speed, Vi ¼ Ve ¼ V ¼ const. Then from the

electron fluid equations we obtain,

T?eðrÞ ¼ T?eð0Þf ðrÞ; TkeðrÞ ¼ Tkeð0Þ: ð5:12Þ

The Lorentzian models for density and magnetic field intensity with constant speed

are chosen above for the sake of simple illustration. The more sophisticated cal-

culation requires the full consideration of continuity and momentum equations, but

for the present purpose of illustrating the effects of large-scale adiabatic forcing

versus the local wave–particle interaction effects (that is, instability), the simple

Lorentzian model (or any other suitable model) suffices.

In order to solve the steady-state version of Eqs. (5.9a)–(5.9d), we introduce the

normalized quantities,

h? ¼ 8pn0T?i

B2
0

; hk ¼
8pn0Tki

B2
0

; X ¼ Xi0r

V
; L� ¼

Xi0l

V
; u ¼ V

VA0

; ð5:13Þ

where VA0 is the Alfvén speed at x ¼ 0. Note that local proton betas are defined by

b? ¼ h?ðXÞ
f ðXÞ ; bk ¼

hkðXÞ
f ðXÞ : ð5:14Þ

We solved (5.9a)–(5.9d) numerically for L� ¼ 104 and u ¼ 3. We call the spatial

boundary X ¼ 0 ‘‘the source region’’, and we solve the set of Eqs. (5.9a)–(5.9d) up

to normalized distance X � Xi0r=V ¼ 4� 105. We conveniently name this

boundary ‘‘the Earthward boundary’’.

Figure 16 displays the numerical solution. The sunward boundary condition is

b?ið0Þ=bkið0Þ ¼ 8 and bkið0Þ ¼ 0:02. Top panel shows particle quantities, the

temperature ratio T?i=Tki (green), perpendicular beta b?i (blue), and parallel beta

bki (red). The bottom panel displays perturbed magnetic field intensities associated

with EMIC (Wc) and parallel firehose (WF) instabilities. Figure 16 displays the

stationary spatial distribution of these quantities as a function of normalized

distance.

Near the source, at some distance away from the source, the convective growth of

the proton-cyclotron or EMIC (C) instability takes place owing to the excessive

perpendicular temperature anisotropy present at the source. However, as the

observer moves along the field lines away from the source region, the combination

of adiabatic and quasilinear relaxation leads to the saturation of mode C. Further-

more, this combined effects result in the increase in the parallel beta and reduction

of the anisotropy. The initially excited and saturated wave energy density associated

with proton-cyclotron mode gradually decreases and then reaches the noise level

(bottom panel). According to the strict adiabatic expansion model, the perpendicular
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beta is supposed to remain unchanged (dotted blue curve). However, as the wave–

particle interaction leads to perpendicular cooling and parallel heating, the parallel

beta increases, until the combined adiabatic and quasilinear process leads to a

situation where the parallel beta is higher than the perpendicular beta. In this

situation, the plasma becomes unstable to the parallel firehose instability (F). As the

firehose instability is excited, the parallel beta gets reduced while the perpendicular

beta abruptly increases.

Beyond the spatial location at which the firehose instability begins to be excited,

one can observe that the quasilinear relaxation dominates over the double-adiabatic

expansion effects. It is therefore apparent that the kinetic wave–particle interaction

must be incorporated in order to properly model the solar wind. The overall

situation is that the temperature ratio becomes nearly 1, while the parallel beta

monotonically increases as one approaches the ‘‘Earthward’’ boundary. Near the

‘‘Earthward’’ boundary, the firehose instability operates in a marginal state in which

the quasilinear relaxation is critically balanced by the adiabatic effects. This can be

seen by the fact that the firehose wave energy density undergoes irregular and

repeated increase followed by decrease, and increase again (see the bottom panel).

Note that even though we are concerned with a steady-state situation, if one views

the present numerical model as representing the moving solar wind frame, then the

present computational results can be interpreted in the dynamical sense as well.

It is instructive to re-plot the spatial evolution of the physical quantities in the

anisotropy–beta diagram. Such a plot reveals the dynamical behavior associated

with the solar wind subject to combined adiabatic and quasilinear effects in a new

Fig. 16 (Top) Spatial structure
of the temperature ratio T?i=Tki
(green), perpendicular and
parallel betas, b?i (blue) and bki
(red), versus normalized
distance. Dotted lines represent
adiabatic theory without the
wave–particle interaction taken
into account, while solid lines
depict the influence of kinetic
instabilities. (Bottom) Spatial
distribution of perturbed
magnetic field intensities
associated with EMIC (Wc) and
parallel firehose (WF)
instabilities

4 Page 40 of 69 Rev. Mod. Plasma Phys. (2017) 1:4

123



light. Thus we plot in Fig. 17, the trajectory of the solar wind in ðbk; T?=TkÞ space,
characterized by the ‘‘initial’’ condition, ½bkð0Þ; T?ð0Þ=Tkð0Þ� ¼ ð0:02; 8Þ. For a

visual guide, we also plot the marginal stability conditions obtained from the linear

stability theory for the proton-cyclotron (solid) and mirror (dashed) instabilities in

the case T? [ Tk, and for the parallel (dotted) and oblique (dash-dotted) firehose

instabilities in the case Tk [ T? (Hellinger et al. 2006), namely, Eq. (1.2), where

ðS; b0; aÞ are fitting parameters empirically determined as (0.43, 0.0004, 0.42) for

the proton-cyclotron, (0.77, 0.016, 0.76) for mirror, ð�0:47;�0:59; 0:53Þ for

parallel firehose, and ð�1:4; 0:11; 1Þ for the oblique firehose instabilities. The

scheme to determine these parameters by empirical means on the basis of numerical

solution of linear dispersion relations is explained in Hellinger et al. (2006), so we

will simply adopt these parameters. The normalized wave magnetic field energy

density, dB2=B2
0, is depicted by the color map scale. The thin white line in the

middle of the phase space trajectory aids visualize the details of the trajectory. The

adiabatic trajectory without the influence of instability is also plotted with red

dashes, which overlaps with the actual trajectory within the stable region, but

becomes visible outside the marginal firehose threshold area. Since we chose

initially unstable state subject to the proton-cyclotron instability, the proton-

cyclotron mode is excited near the sunward boundary. However, as can be seen

from the fact that the actual path largely overlaps the adiabatic trajectory, the

influence of the EMIC excitation is not too dramatic.

As the solar wind plasma evolves toward the marginal stability threshold for

parallel firehose instability, the plasma does not settle down close to the parallel

firehose instability threshold, but instead it overshoots the marginal stability curve.

The trajectory then abruptly changes course in ðbki;T?i=TkiÞ space, and crosses the

Fig. 17 The trajectory of the ‘‘solar wind’’ in ðbk;T?=TkÞ space, whose ‘‘Sunward’’ position and

‘‘Earthward’’ state are indicated. Various empirical threshold conditions (EMIC), mirror (M), parallel
firehose (PFH), and oblique firehose (ObFH) conditions are indicated for reference
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marginal parallel firehose curve again. The trajectory subsequently undergoes

undulations near the threshold crossing the curve multiple times. During these

oscillatory phases, the adiabatic effects compete with quasilinear relaxation process.

Similar behavior near the firehose instability threshold is also found in expanding

box hybrid simulations for firehose instabilities (Matteini et al. 2006; Hellinger and

Trávnı́ček 2008).

6 Collisional age effects on kinetic instabilities operative in expanding
solar wind

As the previous section shows, the expanding solar wind naturally generates the

temperature anisotropy, but the kinetic instabilities are excited in order to reduce the

anisotropy to an upper bound. However, while the instability theory is useful for

explaining the existence of the upper and lower bounds of the temperature ratio, an

outstanding issue is that most of the actual solar wind plasma resides far away from

the marginal stability boundary (see Fig. 1), and is best described as in a quasi-

isotropic condition. One of the possible mechanisms that counteracts the expansion

force is the cumulative collisional effect called the collisional age. In the literature,

when binary collisions are discussed, the collisional operator of Landau type is often

used. However, the Landau equation is applicable for unmagnetized plasmas,

whereas the solar wind is magnetized. The present author (Yoon 2016c) correctly

formulated the collisional relaxation of bi-Maxwellian temperatures. For the sake of

completeness, we briefly outline the derivation.

6.1 Collisional kinetic equation for magnetized plasmas

For the derivation of a collisional operator for magnetized plasmas, we assume the

electrostatic approximation, for which the formal solution of the perturbed phase

space density within the Klimontovich formalism is given by

dNa
k;xðvÞ ¼ dNa0

k;xðvÞ �
ea

ma

Z 1

0

ds eixs�ik�½r�rðsÞ� dEk;x � ofa0½vðsÞ�
ovðsÞ ;

r� rðsÞ ¼ �x̂
v?
Xa

½sinu� sinðuþ XasÞ�

þ ŷ
v?
Xa

½cosu� cosðuþ XasÞ� þ ẑ vks;

vðsÞ ¼ x̂ v? cosðuþ XasÞ þ ŷ v? sinðuþ XasÞ þ ẑ vk:

ð6:1Þ

Here dNa0
k;xðvÞ represents the phase density perturbation owing to the discrete nature

of the particles. In the purely collisionless Vlasov formalism this quantity is absent.

In the Klimontovich theory, however, this quantity contributes to the collisionality

of the plasma. For electrostatic problem, we may write

dEk;x ¼ k

jkj dEk;x: ð6:2Þ
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Assuming k ¼ k?ez þ kkez, we may carry out the s integral, as before,

dNa
k;xðvÞ ¼ dNa0

k;xðvÞ �
iea

majkj
X1

m;n¼�1

JmðbÞJnðbÞ eiðm�nÞu

x� kkvk � nXa þ i0

� nXa

v?

ofa0

ov?
þ kk

ofa0

ovk

� �
dEk;x:

ð6:3Þ

Inserting this to the Poisson equation we have

eðk;xÞ dEk;x ¼ �i
X
a

4pea
jkj

Z
dv dNa0

k;xðvÞ;

eðk;xÞ ¼ 1þ
X
a

4pe2a
mak2

X1
n¼�1

Z
dv

J2nðbÞ
x� kkvk � nXa þ i0

� nXa

v?

ofa0

ov?
þ kk

ofa0

ovk

� �
:

ð6:4Þ

From this we find that

dNa0
k;xðvÞ dE�

k;x

D E
¼ i

e�ðk;xÞ
X
b

4peb
jkj

Z
dv0 dNa0

k;xðvÞ dNb0�
k;xðv0Þ

D E
: ð6:5Þ

In the Klimontovich formalism the fluctuation that arises from the discrete nature of

the particles is described by the ensemble average of the products of perturbed phase

space distribution, which is given by

dN0
a dN

0
b

� �
x;x0;t�t0;t

¼ dab d½rðt � t0Þ � r0� d½vðt � t0Þ � v0� fa0; ð6:6Þ

where rðt � t0Þ and vðt � t0Þ are given by (2.13). Taking the Fourier spectral

transformation, we obtain

dNa0
k;xðvÞ dNb0�

k;xðv0Þ
D E

¼ ð2pÞ�4 dab
X1

m;n¼�1
JnðbÞJmðbÞeiðm�nÞu

� 2Re

Z 1

0

ds eiðx�kkvk�nXaþi0Þs d½vðsÞ � v0� fa0ðvÞ:
ð6:7Þ

Inserting (6.7) to (6.5), we obtain

dNa0
k;xðvÞ dE�

k;x

D E
¼ iea

2p2jkje�ðk;xÞ
X1

m;n¼�1
JnðbÞJmðbÞeiðm�nÞu

� dðx� kkvk � nXaÞ fa0ðvÞ:
ð6:8Þ

From this, we also have
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dEk;x dE�
k;x

D E
¼
X
a

2e2a

pk2jeðk;xÞj2
X1
n¼�1

Z
dv J2nðbÞ dðx� kkvk � nXaÞ fa0ðvÞ;

dNa
k;xðvÞ dE�

k;x

D E
¼ iea

2p2jkje�ðk;xÞ
X1

m;n¼�1
JnðbÞJmðbÞeiðm�nÞu

� dðx� kkvk � nXaÞ fa0ðvÞ

� iea

majkj
X1

m;n¼�1

JmðbÞJnðbÞ eiðm�nÞu

x� kkvk � nXa þ i0

� nXa

v?

ofa0

ov?
þ kk

ofa0

ovk

� �
dEk;x dE�

k;x

D E
:

ð6:9Þ

The collisional kinetic equation under electrostatic approximation, and gyro-aver-

aged, is thus given by

ofa0ðvÞ
ot

¼� ea

ma

Z 2p

0

du
2p

Z
dk

Z
dx

k

jkj �
o

ov
dE�

k;x dNa
k;xðvÞ

D E

¼ e2a
2p2ma

X1
n¼�1

Z
dk

Z
dx

nXa

v?

o

ov?
þ kk

o

ovk

� �

� Im
J2nðbÞ

k2e�ðk;xÞ dðx� kkvk � nXaÞ fa0ðvÞ

þ pe2a
m2

a

X1
n¼�1

Z
dk

Z
dx

nXa

v?

o

ov?
þ kk

o

ovk

� � hdEk;x dE�
k;xi

k2

� J2nðbÞ dðx� kkvk � nXaÞ
nXa

v?

ofa0ðvÞ
ov?

þ kk
ofa0ðvÞ
ovk

� �
:

ð6:10Þ

Upon writing

Im
1

e�ðk;xÞ ¼ �
X
b

4pe2b
mbk2jeðk;xÞj2

X1
m¼�1

Z
dv0 J2mðb0Þ dðx� kkv

0
k � mXbÞ

� mXb

v0?

ofb0ðv0Þ
ov0?

þ kk
ofb0ðv0Þ
ov0k

 !
;

hdEk;x dE�
k;xi ¼

X
b

2e2b

pk2jeðk;xÞj2
X1

m¼�1

Z
dv0 J2mðb0Þ dðx� kkv

0
k � mXbÞ fb0ðv0Þ;

ð6:11Þ

we arrive at the desired collisional kinetic equation,

4 Page 44 of 69 Rev. Mod. Plasma Phys. (2017) 1:4

123



ofa0ðvÞ
ot

¼
X
b

2e2ae
2
b

m2
a

X1
n¼�1
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� �
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This equation generalizes the Balescu–Lenard equation for unmagnetized plasmas.

The collisional relaxation of bi-Maxwellian temperatures can be discussed on the

basis of the above equation.

6.2 Collisional relaxation for anisotropic temperatures

From (6.12), if we approximate by assuming eðk; kkvkÞ � 1, then we have the

Landau equation for magnetized case. Taking the density out of fa0 ¼ naFa0, we

make use of the definition for effective perpendicular and parallel temperatures, and

take the velocity moments of the kinetic equation,
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If we assume bi-Maxwellian Fa0, then after some lengthy calculations, the details of

which can be found in Yoon (2016c), we have
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In the above
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nn;mða; bÞ ¼
a2?a

2X2
a

ðnXa � mXbÞ2

a2ka þ a2kb
; ð6:20Þ

and E1ðxÞ ¼
R1
x

t�1e�t dt is the exponential integral.

Yoon (2016a) systematically derived the simplified form of the collisional

relaxation equation from (6.15) and (6.16). Here, we present the final form
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This is the equation for temperature relaxation purely on the basis of collisional

interaction.

For numerical computation, we define

c0 ¼
ffiffiffi
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dk; ð6:22aÞ
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k

dk: ð6:22bÞ

Numerical integrations show that

c0 � 0:21; c1 � 0:03: ð6:23Þ
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6.3 Wave–particle and collisional relaxation of temperature anisotropy
for inhomogeneous plasmas

Now that we have derived the collisional relaxation equation, we may add the right-

hand sides of (6.21a)–(6.21d) to the macro-kinetic equation (5.9a)–(5.9d). We adopt

the same density (and B field intensity) form factor given by the Lorentzian

function,

f ðrÞ ¼ B0ðrÞ
B0ðr0Þ

¼ n0ðrÞ
n0ðr0Þ

¼ 1

1þ ðr=lÞ2
; ð6:24Þ

where r represent spatial variable, and r0 is some reference point on the sunward

boundary. The equations to solve are then those for the temperatures and waves,
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In the above, the mode designation r ¼ �1 corresponds to the proton-cyclotron

mode, which we will denote as mode C subsequently, and the mode corresponding

to r ¼ þ1 represents the firehose mode (F). Note that mode C is driven by

excessive perpendicular temperature anisotropy, T?i=Tki [ 1, while mode F is

driven unstable by excessive parallel temperature anisotropy, T?i=Tki\1.

A dimensionless quantity that determines the degree of collisionality is

g ¼ 1

nðr0Þq3i ðr0Þ
c4

v4A0
; ð6:26Þ

where qi is the thermal gyroradius. Figure 18 displays the numerical solution in the

format of solar wind ‘‘data’’ trajectories in ðbki; T?i=TkiÞ space. Different choices for
the ‘‘sunward’’ boundary conditions are shown with open circles. Figure 18 is for

purely collision-free situation with g ¼ 0. This figure is essentially the same as

Fig. 17, except that in Fig. 17 only a single initial configuration is considered,

whereas in the present Fig. 18, we consider an ensemble of initial points near the

sunward boundary.

Consider the top panel. The wave energy density is depicted in terms of color

level. Near the ‘‘sunward’’ source, convective growth of the proton-cyclotron (C), or

equivalently, electromagnetic ion-cyclotron (EMIC) instability takes place because

of excessive perpendicular temperature anisotropies associated with source

boundary conditions. The proton-cyclotron (C) mode subsequently undergoes

stabilization by combined effects of quasilinear saturation, reabsorption of wave

energy by the particles, and adiabatic expansion. The expansion spontaneously

generates excessive parallel temperature anisotropy, which leads to the excitation of

parallel firehose mode. Eventually, quasilinear relaxation by the firehose instability

causes the solar wind protons in ðbki; T?i=TkiÞ space to bounce back to the inner

region of the stability boundary. Subsequently, the trajectories are seen to move in

and out of the parallel firehose threshold curve. Over long distances, the solar wind

data points all reside in between the parallel and oblique firehose threshold

conditions, which is interesting since we do not consider the oblique firehose

instability in the present calculation. So, the fact that asymptotic solar wind data are

sandwiched between the two firehose instability thresholds is purely coincidental.

Note that we have superposed marginal stability conditions for the mirror, proton-

cyclotron (EMIC), parallel, and oblique firehose instabilities, as empirically

constructed by Hellinger et al. (2006), as visual guides.
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Consider next the bottom panel, which shows the same numerical result except

that the logarithm of T?i=Tki is plotted versus normalized distance X. From the

bottom panel, spatial scales associated with the adiabatic processes that lead to the

reduction of the temperature ratio, and the spatial scale associated with subsequent

increase of T?i=Tki as a result of excitation of parallel firehose instability, can be

gleaned.

In Fig. 19, we consider finite collisionality by choosing g ¼ 0:01. In this case,

one may discern the deviation of the trajectories in ðbki; T?i=TkiÞ space from the

collision-free case toward isotropic states. Some trajectories overshoot the firehose

marginal stability condition substantively before turning back and settling down

near the firehose threshold curves. Since actual observations made near 1 AU show

that most data points do not exceed the firehose threshold curves, the overshoot

Fig. 18 (Top) Spatial distribution of the ‘‘solar wind data’’ in ðbki;T?i=TkiÞ space, whose ‘‘sunward’’

boundary conditions are shown with open circles. This case is for purely collision-free situation with
g ¼ 0. (Bottom) The same numerical result as the top panel except that the logarithm of the temperature
ratio is plotted versus normalized distance X
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behavior is not consistent with actual data, implying that the choice of g ¼ 0:01 is

probably too high and not realistic. Nevertheless, the important point here is that

collisional age can in principle contribute to the isotropization of the solar wind

protons, provided the parameter g can be sufficiently high. However, as we will

discuss below, it is unlikely that for typical solar wind the collisional age effect is

important.

Near 1 AU the typical number density is n� 3:4 cm�3. magnetic field strength of

B� 6:2 nT ¼ 6:2� 10�5 gauss is also typical. The proton temperature can be

typically Ti � 1:2� 105 K ¼ 10:34 eV. From this, we have vA � 2:18�
1011n�1=2B½gauss� � 7:3301� 106 (cm/s), perpendicular proton thermal speed,

vT?i � 9:79� 105T
1=2
i ½eV� � 3:1482� 106 (cm/s), and Xi ¼ 9:58� 103B½gauss� �

0:5940 (rad/s). This leads to nq3i ðvA=cÞ
4 ¼ nða?i=XiÞ3ðvA=cÞ4 � 1:8041� 106, and

thus g is of the order 10�6 to 10�4, which is too low when compared with the

Fig. 19 The same as Fig. 20, except g ¼ 0:01
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arbitrary choice of g ¼ 10�2 considered in Fig. 21. This shows that unless the

plasma is unusually collisional, the collisional age effect is generally not expected to

be important, at least not for the protons. However, as Yoon (2016c) shows, the

collisional relaxation of the temperature anisotropy for the electrons proceeds on a

much faster time scale so that the collisional age effect may actually be important

for the electrons. This is a subject matter that deserves a separate investigation,

which is beyond the scope of the present review.

7 Effects of dynamic electrons and isotropization of solar wind protons

In this section, we relax the assumption of cold and isotropic electrons and

investigate the dynamical interplay of electrons and protons via the electron

anisotropy instability excitation that takes place in an inhomogeneous medium. In

order to simplify the matter, we consider only left-hand circularly polarized modes

propagating parallel to the ambient magnetic field. For such a mode, the excessive

parallel electron temperature anisotropy, Tke [ T?e, excites the parallel electron

firehose mode under a high beta condition, while for excessive perpendicular proton

temperature anisotropy, T?p [ Tkp, the proton-cyclotron or electromagnetic ion-

cyclotron (EMIC) instability is excited. Consequently, the two unstable modes may

influence both species of charged particles as the instability develops in the

framework of quasilinear theory. It turns out that the electron–proton coupling leads

to an effective counter-balancing force against the adiabatic forcing term that

operates in expanding solar wind.

While the solar wind data distribution boundaries are partially explained by

plasma instability theories, the majority of actual data points are broadly distributed

in various states that can be described as being quasi-isotropic, T?a � Tka—see

Fig. 1. Macroscopic–kinetic models (Denton et al. 1994; Hellinger and Trávnı́ček

2008; Chandran et al. 2011; Yoon and Seough 2014) or expanding box hybrid

simulations (Hellinger and Trávnı́ček 2008; Matteini et al. 2012) predict that

expanding solar wind should rapidly and inexorably evolve toward the marginal

firehose state such that most data points should accumulate near the boundary in

ðbka; T?a=TkaÞ phase space, which is at variance with actual observation. This

implies that some processes are operative in order to counter-balance the effects of

radial expansion. In the literature, a number of possible causes have been put forth:

perpendicular heating by intrinsic large-amplitude Alfvénic fluctuations, ion-

cyclotron waves, and/or kinetic Alfvén waves, collisional age effect (but this effect

has shown to be ineffectual in the previous section, at least for the protons),

intermediate-scale spatio-temporal variations for density and magnetic field

intensity that are either intrinsic (Seough et al. 2013) or are generated by low-

frequency compressive turbulence (Verscharen et al. 2016), and large-scale non-

monotonic structures (Yoon 2016b). Against this backdrop, the dynamical coupling

of protons and electrons through the instability process constitutes yet another

mechanism, which may contribute toward the resolution of the isotropization
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problem (Yoon and Sarfraz 2017). Before we discuss this issue, let us extend the

quasilinear moment kinetic theory to electron anisotropy instabilities.

7.1 Quasilinear theory of electromagnetic electron-cyclotron (EMEC)
instability

Let us now adapt the quasilinear moment kinetic equations (2.39), (2.40), and the

dispersion relation (3.1) to electrons. For the solar wind electrons, the assumption of

a single bi-Maxwellian model is not appropriate since it is well known that the solar

wind electrons are made of several different components. In the present discussion,

let us therefore assume that the solar wind electrons are made of a Maxwellian core

(c) with low temperature and high density, and a hot halo (h) component with high

temperature and low density. In such a model, we may write down the temperature

equations for both species,
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fc ¼ x Xe

kakc
; nc ¼

x
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; fh ¼ x Xe

kakh
; nh ¼

x
kakh

: ð7:1eÞ

The instantaneous dispersion relation for the electromagnetic electron-cyclotron

(EMEC) wave and instability, which is a right-hand circularly polarized mode, is

given by
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Figure 20 shows unstable EMEC mode (Saeed et al. 2017). One group of

solutions is for the case when the core temperature anisotropy is T?c=Tkc ¼ 1 and

the halo anisotropy T?h=Tkh varies from 2 to 4, and the other group of solutions is

for the case when the halo is isotropic and the ore anisotropy varies as

T?c=Tkc ¼ 2; 3; 4. Other input parameters are specified in the figure caption.

Figure 20 shows that growth rate of the EMEC mode is higher when the anisotropy

resides in the core, although halo electron anisotropy also contributes to the growth

of EMEC instability. This conclusion is based upon the input parameters adopted in

Fig. 20 and it is by no means general. For very low core temperatures the halo

temperature anisotropy may in fact be the dominant source of instability.

Quasilinear evolution of the core and halo temperatures (or betas) as well as the

wave energy density associated with the EMEC instability is shown in Fig. 21

(Sarfraz et al. 2016). In Fig. 21, the left-most panel is for initial values of

T?hð0Þ=Tkhð0Þ ¼ 3, bkhð0Þ ¼ 0:36, and b?cð0Þ ¼ bkcð0Þ ¼ 0:04; the middle panels

are for T?hð0Þ=Tkhð0Þ ¼ 4, bkhð0Þ ¼ 0:38, and b?cð0Þ ¼ bkcð0Þ ¼ 0:05; and the

right-hand panels are for T?hð0Þ=Tkhð0Þ ¼ 6, bkhð0Þ ¼ 0:40, and

b?cð0Þ ¼ bkcð0Þ ¼ 0:06.

Fig. 20 EMEC instability: real frequencies (inset) and growth rates versus wave number, for zero net
relative drift uh ¼ 0. Red curves depict the case with core anisotropy (and isotropic halo), while blue
curves indicate the situation depicting an anisotropic halo (and isotropic core)
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The purpose the discussion on EMEC instability in this subsection is for the

purpose of completeness. The EMEC instability is a high-frequency mode, which

does not influence the protons in any significant manner. As such, electrons with

excessive perpendicular temperature does not couple with the protons in any

appreciable way. However, when the temperature anisotropy for the electrons is

with the parallel component, then the electron firehose (EFH) instability, which

operates near the proton-cyclotron frequency, has a dynamical impact on the

protons. We discuss the electron parallel firehose instability next.

7.2 Quasilinear theory of parallel electron firehose (EFH) instability

In this subsection we discuss the parallel electron firehose instability in a uniform

plasma. In the next section we will discuss the dynamic interplay between the

electrons and protons, which contributes to the isotropization of the protons. Before

we do that, however, it is instructive to discuss the case of a uniform plasma. The

instantaneous dispersion relation and the temperature evolution equations for the

parallel electron firehose instability can be derived from the generic transverse

dispersion equation (3.1) and the moment kinetic equation (2.39) and (2.40). For the

Fig. 21 Time evolution of normalized temperatures (betas) for core component, b?c and bkc (top), for
halo component, b?h and bkh (middle), and wave energy density dB2=B2

0 (bottom), versus normalized

time, s ¼ Xet, for initially isotropic core electrons. Left-hand panels are for initial halo anisotropy
b?hð0Þ=bkhð0Þ ¼ 3, bkhð0Þ ¼ 0:36, and b?cð0Þ ¼ bkcð0Þ ¼ 0:04; the middle panels are for

b?hð0Þ=bkhð0Þ ¼ 4, bkhð0Þ ¼ 0:38, and b?cð0Þ ¼ bkcð0Þ ¼ 0:05; the right-hand panels represent the

initial condition b?hð0Þ=bkhð0Þ ¼ 6, bkhð0Þ ¼ 0:40, and b?cð0Þ ¼ bkcð0Þ ¼ 0:06
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sake of simplicity, let us treat the solar wind electrons as a single component bi-

Maxwellian distribution. Unlike the EMEC instability, the parallel proton firehose

instability operates on the left-hand mode branch, and it is a low-frequency mode.

Consequently, the electron FH instability interacts with the protons. The relevant

equations are

c2k2
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together with the trivial wave kinetic equation. A sample calculation is shown in

Fig. 22. The input parameters and physical descriptions are self-explanatory (Sar-

fraz et al. 2017). The important point here is that one of the consequences of the

excitation of electron firehose instability is that the protons are heated in the per-

pendicular direction while along the parallel direction, the proton beta also changes.

This is the key to explaining how dynamic electrons can lead to isotropization of the

solar wind electrons.

7.3 Dynamic electrons and isotropization of the solar wind protons

In this subsection, we consider the macroscopic–kinetic model of the solar wind,

which is similar to Yoon and Seough (2014) for the proton temperatures. We do not

consider collisional dissipation. The basic equations are the left-hand mode local
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dispersion relation that supports the combined electron firehose and proton-

cyclotron or EMIC modes,

c2k2
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ð7:4Þ

and the steady-state macro-kinetic equations for the temperatures,
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Fig. 22 (Left) Time evolution of normalized temperatures (betas) for electrons, b?e and bke (top), for

protons, b?i and bki (middle), and wave energy density dB2=B2
0 (bottom), versus normalized time,

s ¼ Xit. (Right) Instantaneous dispersion relation for the parallel electron firehose instability
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The density and magnetic field intensity form factor,

f ðrÞ ¼ nðrÞ
n0

¼ BðrÞ
B0

; ð7:6Þ

is the same Lorentzian form as considered before.

We also adopt the same normalization convention as in (5.13). In what follows,

we adopt u ¼ 1 and X0 ¼ 0 for convenience. The first case considered is a situation

where at the sunward boundary, X0 ¼ 0, the protons are unstable to the excitation of

the left-hand proton-cyclotron (or EMIC) mode, with input parameters, T?p=Tkp ¼ 2

and bkp ¼ 0:5, and the electrons are unstable to the parallel electron firehose mode,

which is also a left-hand mode, with input parameters, T?e=Tke ¼ 0:3, and bke ¼ 3.

The upper-left panel of Fig. 23 plots the spatial evolution of the local proton betas,

b?p ¼
h?p

f
; and bkp ¼

hkp
f

; ð7:7Þ

versus normalized spatial variable X ¼ Xp0r=V . Very close to X ¼ 0, it can be seen

that the proton perpendicular beta slightly decreases while parallel beta increases

accordingly, although the vertical plotting range makes it difficult to discern such

features very well. This can be interpreted as the instability excitation and quasi-

linear saturation of the proton-cyclotron mode, which is a local process. As one

moves away from the sunward boundary X ¼ 0, the expansion leads to a gradual

increase of bkp, until around X� 1, the perpendicular proton beta abruptly increases

while there is a concomitant decrease in the parallel beta. This turns out to coincide

with the electrons crossing the marginal electron firehose instability boundary,

which leads to perpendicular proton heating. Without the electron instability exci-

tation and the dynamic interplay, the protons would be unaffected and simple

adiabatic expansion would proceed until the protons cross the parallel proton fire-

hose threshold condition. However, because of the electron instability and inter-

action with the protons, the progression toward the proton firehose stability curve is

arrested.

The middle-left panel plots the local electron betas,
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b?e ¼
h?e

f
; and bke ¼

hke
f
; ð7:8Þ

in the same format as the upper-left panel. It can be seen that very close to X ¼ 0,

there is a sudden reduction of bke and the corresponding increase of b?e. This is

owing to the excitation and subsequent quasilinear saturation of the parallel electron

firehose instability. Around X� 1, the electrons cross the marginal parallel electron

firehose boundary for the second time, and abrupt changes in the beta values are

seen. Subsequently, electrons cross the parallel electron firehose boundary multiple

times, as will be discussed below.

The upper-right panel plots the temperature ratios for protons and electrons,

T?p=Tkp and T?e=Tke versus normalized distance X ¼ Xp0s=V . This panel

Fig. 23 (Upper-left) Spatial evolution of local proton betas, b?p ¼ h?p=f and bkp ¼ hkp=f ; (middle-left)
local electron betas, b?e ¼ h?e=f and bke ¼ hke=f ; (upper-right) temperature ratios for protons and

electrons; (middle-right) local wave energy density versus normalized spatial variable X ¼ Xp0r=V .
(Bottom two panels) Paths of protons and electrons in bka;T?a=TkaÞ space
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recapitulates the results shown in the previous two panels, except that the results are

shown in terms of temperature ratio. The temperature ratio plots are useful since

they can be used to check whether the right-hand modes are expected to be

generated or not. That is, one can tell on the basis of this plot whether conditions for

parallel proton firehose instability, which requires Tkp [ T?p and high bkp, or

electromagnetic electron-cyclotron (EMEC) instability, which requires T?e [ Tke,

are spontaneously generated or not. In the present case, neither of these conditions

arise. This justifies our approach of ignoring the right-hand mode at the outset.

The middle-right panel plots the local wave energy density versus normalized

spatial variable X ¼ Xp0r=V . By ‘‘local’’ wave energy density,

dB2

B2
¼ dB2

ðfB0Þ2
¼
R
WðjÞ dj
f 2

; ð7:9Þ

we mean the normalized wave energy density divided by the square of the form

factor f 2, since the local magnetic field intensity scales by the same factor, B ¼ fB0.

In the plot, the abrupt increase near X ¼ 0 corresponds to the excitation of proton-

cyclotron (EMIC) instability by the proton perpendicular anisotropy, combined with

the electron firehose instability by electron parallel anisotropy. These initial insta-

bilities are rather rapidly saturated, but as a result of expansion, electrons cross the

stability boundary for the second time, which results in subsequent re-excitation of

parallel firehose instability near X� 1. After the second excitation is rather quickly

stabilized, the electrons undergo multiple crossing of the stability boundary. The

quasilinear evolution of the wave energy density does not follow any known pattern

of exponential increase followed by smooth saturation, but the wave intensity

changes rather abruptly. This is the result of adiabatic forcing, which spontaneously

generates the free energy source for the instability, i.e., the parallel temperature

anisotropy, and the action of instability that removes the free energy source. The

competition between the two processes leads to rather non-uniform and sudden

changes in the wave intensity.

Finally, the bottom two panels plot the paths of protons and electrons in

ðbka; T?a=TkaÞ space. In the left-hand panel, the initial proton position is shown with

an open circle, and the values of ðbka; T?a=TkaÞ at X ¼ 0 are indicated. The final

state is also indicated by an open circle with the corresponding final values of

ðbka; T?a=TkaÞ indicated. The curves designated with ‘‘EMIC’’ and ‘‘PFH’’ are the

empirical marginal stability curves for EMIC and (parallel) proton firehose

instabilities (Hellinger et al. 2006). Proton states above the curve designated by

EMIC are unstable, while below this curve, protons are stable to the excitation of

EMIC instability. Similarly, proton states below the curve denoted as PFH are

unstable to the parallel proton firehose excitation, but above this curve, they are

stable. Consequently, the area bounded from above by EMIC and from below by

PFH corresponds to a stable and quasi-isotropic region. The present computation

shows that the final proton state is situated below the stability curve for EMIC

instability and above the proton firehose threshold condition. It is important to

compare Fig. 23 with Fig. 17. In Fig. 17 it is shown that, without the electron
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dynamics, the trajectory of protons in ðbkp; T?p=TkpÞ space is an almost diagonal

straight line until the protons reach the parallel firehose condition. Beyond such a

point, the proton bounce back and forth around the marginal firehose threshold. In

contrast, in Fig. 23 where the electrons are allowed to dynamically interact with the

protons, one can see that the proton trajectory exhibits a zig-zag pattern within the

stable region, with the final state situated well within the two instability threshold

curves. This finding thus amounts to a strong evidence that the dynamical interplay

between the electrons and protons leads to a counter-balancing effect that opposes

the expansion force, and so the present mechanism may possibly contribute to the

resolution of the solar wind proton isotropy problem.

Moving on to the electron phase space (bottom right), it can be seen that the

electron state at X ¼ 0, which is shown with an open circle, is outside the marginal

electron parallel firehose condition, hence unstable. The lower curve corresponds to

the empirical parallel electron firehose (EFH) instability (Lazar et al. 2014). The

marginal stability curve for electromagnetic electron-cyclotron (EMEC) mode is

also indicated as a visual guide. As the parallel firehose instability is excited, the

electrons rapidly move upward and cross the stability boundary to a stable state.

However, the expansion forces the electrons to recross the stability curve and re-

emerge into an unstable domain. Subsequently, the electron firehose instability is

reignited, which corresponds to sudden changes in betas and temperature ratios, as

shown in the upper panels. This causes the electrons to cross the marginal stability

curve once more into the stable regime. As a byproduct, the protons also turn around

in their respective phase space (bottom-left panel). The electrons eventually move in

and out of the threshold curve repeatedly, as the bottom-right panel shows. The

colormap indicates the normalized wave intensity. Note that the empirical stability

boundary for the EFH mode does accurately trace the electron trajectory.

8 Summary and discussion

In the present review, kinetic instabilities driven by bi-Maxwellian plasma

temperatures that may be operative in the solar wind are discussed. The discussion

is outlined within the context of linear and quasilinear Vlasov kinetic theories. The

anisotropic temperatures associated with charged particles are pervasively detected

in the solar wind, and it is one of the key contemporary scientific research topics to

correctly characterize how such anisotropies are generated, maintained, and

regulated in the solar wind. This problem of solar wind plasma temperature

anisotropy is a part of a larger science of studying the solar corona and wind, which

has always received intense research interest in the community, but is likely to

receive even greater amount interest in the near future, as the space science

community will shortly witness the launching of historic inner heliospheric

missions, Parker Solar Probe and Solar Orbiter. With such a pair of missions,

humanity will return, via artificial satellite, to the inner heliosphere. The purpose of

the present article has been to provide an up-to-date theoretical development on this

research topic, but largely based on the author’s own work. There is a vast body of
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works that approach similar research topics based upon computer simulations and

data analysis. Some of the existing literature has been cited in the reference, but the

main body of the present article had been based upon theoretical methodology.

After Sect. 1, Sect. 2 was devoted to a fundamental theoretical discussion of

Vlasov kinetic theory and the quasilinear moment method. Section 3 was devoted to

discussion of proton temperature anisotropy instabilities, namely, electromagnetic

ion-cyclotron (EMIC) and parallel proton firehose instabilities and their quasilinear

development. In Sect. 4, two- or with cylindrical symmetry, three-dimensional

proton instabilities, which includes mirror instability, was discussed. The actual

application of the theories developed in the previous sections were applied to an

inhomogeneous solar wind model in Sect. 5, where the expanding solar wind model

is considered, in which, the adiabatic effect continuously and spontaneously

generates the parallel temperature anisotropy, while the excitation of the proton

firehose instability was shown to oppose the increase in parallel temperature

anisotropy; hence, the proton firehose instability regulates the temperature

anisotropy upper and lower bounds.

One of the outstanding issues associated with the observed proton (and electron)

anisotropic temperatures is that, while the upper and lower bounds of observed

temperature ratios, T?a=Tka, are partially explained by marginal stability conditions

for various plasma instabilities, the fact that the majority of data points in

ðbka; T?a=TkaÞ phase space are actually broadly distributed near isotropic conditions

and sufficiently far away from the marginal stability conditions cannot be explained

easily. This implies that there must be a cause or multiple causes that counter-

balance the effects of adiabatic expansion. Among possible causes are local

perpendicular heating, significant heat flux, local small- or intermediate-scale

spatio-temporal variations of number density and magnetic field, cumulative effects

of binary collisions along the passage of solar wind parcel to the observation point,

known as the ‘‘collisional age effect’’, and large-scale density and magnetic field

strength that are intrinsic to the solar wind expansion trajectories.

In Sect. 6, we developed a first principle theory of collisional age effects, and by

combining the collisional friction with an expanding solar wind model that contains

the influence of wave–particle interaction, we demonstrated that finite collisionality

does indeed contribute to the isotropization of the solar wind protons, if the solar

wind happens to be characterized by high collisionality. Nevertheless, the

collisional age effect, in and of itself, is not sufficient to retard the inexorable

progression of the solar wind toward marginal firehose stability state. This is

especially true if we consider typical solar wind parameters, which leads to

generally extremely low collisionality.

In Sect. 7, we explored another possibility, namely the dynamic interplay

between the electrons and protons, mediated by instability excitation. It was shown

that the interaction of electrons and protons through excitation of the electron

parallel firehose and EMIC instabilities is quite efficient, and it plays a role as a

counter-balancing force to contain the expansion force, thus contributing greatly

toward the isotropization of the protons. Specifically, it was shown that the electron
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firehose mode excitation is very efficient in slowing down the progression of the

protons toward the parallel firehose marginal state.
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