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Abstract In this paper we analyse the effects of trade and specialisation on regional

business cycle co-movement in the Economic and Monetary Union. Using a novel

and unique bilateral regional trade dataset, we find that regions with stronger trade

linkages and similar economic structures have more synchronized cycles. These

results suggest that policies fostering regional specialization at the European level

may reduce business cycle synchronization across regions and countries. This, in

turn, might generate macroeconomic tensions in the common currency area. On the

other hand, market integration policies can foster regional cycle synchronization

and favour the functioning of the monetary union.
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1 Introduction

The convergence of business cycles among European regions has recently emerged

as a key issue for the sustainability of the European Economic and Monetary Union

(EMU). The reason is that divergent regional cycles may undermine the consensus

regarding monetary policy, ultimately reducing its effectiveness. This appears to be

especially true in the absence of interregional risk-sharing mechanisms capable of

absorbing idiosyncratic shocks.

The EMU represents the most ambitious example of a recently created currency

union in the world. Interestingly, the international agreement among European

countries presents at least two critical features that challenge the sustainability of

the currency area. The first is the lack of specific provisions for the establishment of

a common fiscal policy with a redistributive, and hence stabilising, capacity

comparable to that of existing federal countries. This aspect has emerged in the

European debate in recent years and has been studied in several contributions (see,

among others, Furceri and Zdzienicka 2013).

The second crucial aspect is the increasing autonomy of policymaking in

European regions, as well as metropolitan and rural territorial entities characterised

by heterogeneous institutional models and economic structures. In particular, the

relevance of regions in the institutional and economic architecture of the EMU has

been growing over the last few years. Many countries have increased their degrees

of fiscal and political decentralization, resulting in regions and other sub-national

governmental tiers being in charge of substantial spending tasks as well as revenue

sources (OECD 2009a).

Moreover, regions are major stakeholders of the Cohesion policy based on the

European Structural and Investment Funds. Recently, the European regional policy

has been explicitly redefined as a place-based policy aimed at exploiting

comparative advantages and Marshallian agglomeration economies (OECD

2009b; Barca 2009; Ahner and Landabaso 2011; Barca et al. 2012). Such a

territorial articulation of economic policy is relevant for the EMU as it may deepen

the segmentation of European economic geography, increase interregional special-

ization, and reduce the synchronization of regional business cycles.

Existing studies on regional cycles and the EMU have focused on two main

aspects: the role of the EMU in the convergence of European regions (Martin 2001;

Fingleton et al. 2015); and the impact of pan-European interregional risk-sharing

mechanisms on regional cycles (Basile and Girardi 2010). However, very few

studies have analysed the determinants of business cycle synchronization among

European regions, and even fewer have identified the potential channels through

which regional and macroeconomic policies may affect the synchronization of

regional cycles. The absence of adequate regional data or their incompleteness for

the purpose of international comparison is one of the reasons behind the lack of

studies on these topics.

Our paper fills this gap by bringing an established empirical model of the

determinants of business cycle synchronization to the European regional dimension

using a newly created dataset on imputed bilateral trade between regions of the
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EMU (Thissen et al. 2013a, b; Thissen and Gianelle 2014). The focus of our

empirical analysis is on the impact of two factors that are especially influenced by

European policies: (1) the regional specialization pattern, directly affected by

regional place-based policies, and (2) interregional economic integration, affected

by the pan-European economic integration policies.

We firstly calculate the degree of regional business cycle co-movement within

the EMU in the 2000–2010 period. Then, we provide estimates of how regional

specialization (i.e. dissimilarity of economic structures) and economic integration

(proxied by bilateral trade intensity) affect such co-movement of the business cycles

across European regions, controlling for financial and monetary factors such as FDI

stocks and the existence of the euro. We also investigate the channels behind the

direct effects of regional specialization and economic integration. This latter part of

the analysis permits us to comment on factors such as the relative importance of

intra-industry trade and inter-industry trade.

To the best of our knowledge, existing studies dealing with regional cycle

synchronization do not employ bilateral data and either simply illustrate the

behaviour of cycle co-movement (Fatás 1997; Montoya and De Haan 2008) or

concentrate on different aspects such as regional investments and employment and

productivity dynamics (Anagnastou et al. 2015; Marino 2013; Fingleton et al. 2015).

Our study hence represents a novelty in many respects. A limitation of the paper is

probably that, due to the lack of regionalised data, we can only control for financial

integration at the national level. Nevertheless, we do not see this as a major

drawback, as the degree of financial integration of regions is typically the result of

national policies and is therefore determined at the country level. We also perform a

thorough sensitivity analysis using alternative measures of regional financial

integration which confirms our main results.

We find that trade intensity has a positive impact on business cycle co-

movement, whereas sectorial specialization has a negative effect. Both results are

economically substantial and robust across a variety of empirical specifications and

confirm existing country-level evidence. It appears that the positive direct effect of

trade on cycle synchronization can be primarily attributed to intra-industry trade,

while the impact of specialization seems to depend mainly on the level of regional

development. We discuss the implications of these results for the EMU and the

European regional policy.

The remainder of the paper is organised as follows. Section 2 contains a brief

review of the literature on EMU and regional cycles and on the determinants of

business cycle synchronization for both countries and regions. Section 3 presents

the empirical model and the data used for the analysis. Section 4 illustrates the

results, and Sect. 5 provides a concluding discussion.

2 Background and Literature

The economic literature has long recognised the synchronization of business cycles

across countries forming a currency union as an important condition to guarantee

the alignment of incentives towards common monetary policy stances (Tavlas
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2009). One simple reason for this is effectively summarised by De Haan et al.

(2008): countries in the downward phase of the cycle prefer a more expansionary

monetary policy to foster economic recovery, while countries in the upward phase

of the cycle prefer a more restrictive policy in order to control price stability. Thus,

the unique monetary policy of a currency union cannot suit all members when their

business cycles are not synchronized.

In recent years, the synchronization of regional cycles has also emerged as a

relevant topic in the debate on whether the EMU represents a viable currency area.

The regional implications of the EMU have been discussed by economic

geographers in a number of contributions. Martin (2001) analysed the impact of

the EMU on the convergence of European regions, finding that while worker

productivity across European regions has shown a weak convergence, employment

growth has been sharply divergent. Fingleton et al. (2015) investigated whether

regions within the eurozone have become more or less similar in their vulnerability

and resilience to shocks since the creation of the monetary union. They concluded

that common contractionary shocks had the biggest impact on the most geograph-

ically isolated regions, principally located in those peripheral countries that suffered

the most from the recent economic crisis.

Others have focused on the effects of interregional risk-sharing mechanisms in

the presence of diverging regional cycles forming a monetary union. Basile and

Girardi (2010) analysed the impact of interregional insurance mechanisms (such as

redistributive fiscal transfers) on the industrial specialization of European regions.

Their analysis shows that industrial specialization is positively affected by risk-

sharing mechanisms which help to ‘‘protect’’ the economic environment against

idiosyncratic shocks even in the presence of diverging regional cycles.

However, despite the widespread interest in the effects of regional business cycle

synchronization, there are almost no studies investigating its determinants.

Economic theory has identified three main families of determinants of business

cycle synchronization across countries: (1) the degree of relative specialization, i.e.

the structural dissimilarity between the economies; (2) the degree of economic

integration and trade; (3) the extent of fiscal integration.

The influential contribution by Frankel and Rose (1998) gave birth to a strand of

literature investigating empirically the factors responsible for business cycle

synchronization at the national level. In a seminal analysis taking into account

potential endogeneity issues, they demonstrated that countries with closer trade

links, proxying for economic integration, have more tightly correlated business

cycles. Baxter and Kouparitsas (2005) also found a positive impact of trade intensity

on cycle co-movement and concluded that bilateral trade and some gravity variables

are the only robust determinants of such co-movement. Calderón et al. (2007)

studied the differences between developing and developed countries and found that,

while trade intensity affects business cycle correlation in both groups of countries,

the effects are substantially larger among developed countries. On the other hand,

Inklaar et al. (2008) concluded that fiscal and monetary policies matter more than

trade in terms of the magnitude of the effects. Overall, despite a lack of consensus

on the exact magnitude of the effects, the existing evidence suggests that pairs of
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industrialised countries exhibit a higher degree of business cycle co-movement if

they trade more with each other.

Cross-country specialization, i.e. similarity in the sectorial structure of the

economy, is another important factor for business cycle co-movement, as the

presence of sector-specific shocks implies that the cycles of similar economies will

tend to co-move. Aggregate shocks may also similarly affect cycle co-movement

due to the sector-specific responses to such shocks (for instance, monetary shocks

affect the various sectors of the economy differently due to their different market

structures and labour market characteristics).

The existing empirical evidence on the role played by sectorial specialization

suggests that country-pairs’ similarity in the sectorial structure may be substantially

correlated to business cycle co-movement. Imbs (2004) used data for 20 countries in

the 1980s and 1990s to find that the economic cycles of countries with similar

economic structures are more correlated than those of countries differing in that

respect. He also found trade to have a significant role in shaping the patterns of

sectorial specialization, suggesting that trade might affect cycle synchronization via

specialization and vice versa. Calderón et al. (2007) supported those findings by

investigating a larger sample over a 40-year period.

The empirical literature above has been enriched by a number of recent

contributions investigating additional potential determinants of synchronization.

Financial integration is one of those, in its various dimensions such as globalisation

(Kose et al. 2003), bank and portfolio linkages (Kalemli-Ozcan et al. 2013a, b; IMF

2013a, b, respectively), FDI (Keil and Sachs 2014; Jansen and Stokman 2011), net

foreign asset positions (Imbs 2004), and debt market linkages (Davis 2014).

Finally, a number of studies specifically focus on Europe. Clark and van

Wincoop (2001) compared the degree of synchronization of US regions with that of

European countries and found that the former is higher than the latter. They

concluded that the lower level of trade between European countries is the main

reason behind this result, while the importance of specialization, monetary policy,

and fiscal policy appears to be negligible. De Haan et al. (2008) documented that

European cycles have gone through periods of divergence and convergence over the

recent decades. They concluded that trade intensity plays a crucial role in increasing

the synchronization of the cycles of European countries, more so than sectorial

specialization, monetary and financial integration, and fiscal policy. However, there

is no consensus on the magnitude of this effect.

Siedschlag (2010) concentrated on the role of trade intensity and sectorial

specialization for the co-movement of the business cycles between the euro area

countries on one hand and eight new EMU member countries on the other. Results

point to both factors being positively associated with business cycle correlation,

with sectorial specialization having an additional indirect effect due to its positive

impact on trade intensity. Recent evidence provided by Busl and Kappler (2013)

suggested that the role of trade could be smaller than previously thought, with FDI

emerging as a crucial factor driving cycle synchronization of EMU countries.

The evidence reported so far is based on country-level analyses, as very few

contributions explore the determinants of regional business cycle correlation.

Siedschlag and Tondl (2011) used regional data and concluded that trade intensity
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positively affects the correlation between the regional growth rate of real gross

value added (GVA) and the euro area average growth rate, while sectorial

specialization and exchange rate volatility are negatively correlated to it. However,

the authors did not employ bilateral trade data; therefore, their analysis differs

substantially from the standard country-level analysis featured in the contributions

briefly reviewed above.

Clark and van Wincoop (2001) also used regional data in their analysis, but only

to a limited extent, and Belke and Heine (2006) studied the correlation of regional

employment growth rather than regional GDP. Basile et al. (2014) found that firm

heterogeneity lies behind a substantial part of the cyclical differences between the

northern and the southern regions of Italy. Our contribution is therefore the first to

offer an analysis testing the factors affecting the business cycle correlation in the

EMU regions using a comprehensive bilateral dataset.

3 Empirical Strategy

This section is organised as follows: Sect. 3.1 illustrates the empirical model and the

identification strategy. Section 3.2 contains a list of the variables and their exact

definitions. Particular attention is devoted to the main variables of the empirical

model: regional business cycle co-movement, bilateral trade intensity, and sectorial

specialization.

3.1 The Empirical Model

We follow the approach proposed by Imbs (2004) to identify the effects of bilateral

trade intensity and specialization on regional business cycle co-movement. This

allows us to deal with potential issues of both simultaneity and endogeneity.

Specifically, we define a system of three equations to explicitly model the

dependencies between bilateral trade intensity and structural specialization on one

side, and business cycle co-movement on the other side, as well as the linkages

between the first two.

Then, we estimate this system of equations using alternative econometric

techniques that allow for different hypotheses regarding the causal determination of

the three main variables of interest. In particular, we allow for the possibility that

business cycle co-movement, bilateral trade intensity, and the degree of structural

dissimilarity between economies are to some extent co-determined (simultaneity);

we also account for the potential endogeneity of the latter two variables in the

equation explaining business cycle co-movement. The system is the following:

qij ¼ a0 þ a1Tij þ a2Sij þ a3I
fin monet
1ij þ eij ð1Þ

Tij ¼ b0 þ b1Sij þ b2I
gravity
2ij þ fij ð2Þ

Sij ¼ c0 þ c1Tij þ c2I
financial
3ij þ c3I

development
3ij þ wij; ð3Þ
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where qij measures the bilateral business cycle correlation between region i and

region j; Tij stands for the bilateral trade intensity between region i and region j; and

Sij is a measure of the dissimilarities of economic structures (normally referred to as

sectorial specialization) between region i and j. These three variables are assumed to

be endogenously determined in the system. It is worth noting that the system also

acknowledges the possibility that trade intensity may affect sectorial specialization

and vice versa, as suggested by economic theory. Vectors Ifin monet
1 , Igravity2 , Ifinancial3

and Idevelopment
3 are non-overlapping sets of additional explanatory variables con-

sidered to be exogenous. All variables except dummies and time-invariant variables

are averages over the 2000–2010 period in the cross-sectional estimates.1

Equation (1) is routinely used to assess the impact of trade intensity and

specialization on business cycle synchronization. Vector Ifin monet
1 contains

measures of financial and monetary integration which are modelled as exogenous

to regional cycle correlations.2 Equation (2) is a standard gravity equation

augmented with an index of the structural dissimilarity of regional economies (S),

with Igravity2 comprising an array of factors which have been proven to be strongly

related with bilateral trade and are routinely regarded as exogenous: geographical

factors (captured by a common border dummy and the distance between regional

capital cities), cultural similarity (proxied with a common language dummy), and

the size of regional economies (measured by the product of GDPs and the product of

populations). Equation (3) is the one that is the least established in the literature.

Besides trade intensity (T), it contains a set of exogenous explanatory variables

which capture financial integration measures (I3
financial) and economic/geographical

factors (Idevelopment
3 ) which are likely to influence sectorial specialisation patterns

and hence can contribute to explain differences in the economic structures across

countries. More details on the variables included in the model and their construction

is contained in Sect. 3.2 below.

We estimate Eqs. (1)–(3) using the following estimators: (1) equation-by-

equation ordinary least squares (OLS), which assumes all regressors to be

exogenous; (2) seemingly unrelated regressions (SUR), which account for simul-

taneity; (3) three-stage least squares (3SLS), which accounts for both simultaneity

and endogeneity by instrumenting T and S with all exogenous variables.

The latter estimator allows us to address potential omitted-variable bias in Eq. (1)

due for instance to common shocks hitting trading partner economies symmetrically

and producing an increase in their business cycle correlation. All else being equal, a

positive shock will also tend to increase foreign demand for both economies

1 We concentrate on cross-sectional evidence and we use panel estimates as a robustness check (see

Sect. 4.2 and the ‘‘Appendix’’). Most of the existing empirical literature on cycle synchronization is

indeed cross-sectional, and 10 years is generally considered a sufficient time span to compute meaningful

real GDP correlations.
2 Recently there has been a growing interest in studying further the role of financial integration in

shaping business cycle co-movement, as noted in the literature review above. However, due to the lack of

bilateral financial integration data among regions, we treat the financial integration variable as exogenous

in the model. As part of the robustness checks in Sect. 5 we construct and employ a measure of financial

integration at regional level, again as an exogenous control.
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(therefore intensifying trade) and hence result in a positive correlation between

business cycle co-movement and the intensity of bilateral trade. Meanwhile, a

negative shock may decrease foreign demand for both economies, reduce trade

intensity and consequently induce a negative correlation between business cycle co-

movement and bilateral trade.

Endogeneity may also hinder the empirical identification of the effect of sectorial

specialization on business cycle correlation in Eq. (1), since these two variables

may respond to unobserved factors, like sector-specific shocks. The estimation of

the model with the three alternative estimators listed above will permit us to better

understand the relationships between our variables of interest.

The system of Eqs. (1)–(3) allows us to determine the direct effects of trade

intensity and structural dissimilarity on business cycle co-movement, which is the

focus of our analysis. These effects are captured by a1 and a2, respectively.

Moreover, the model allows us to identify the indirect effects of these two variables

by using information from Eqs. (2) and (3).

In fact, trade intensity can affect business cycle synchronization through its effect

on sectorial specialization. This effect is captured by the coefficient c1 which,

multiplied by a2, will yield the indirect effect of trade intensity on cycle

synchronization through specialization. At the same time, changes in the sectorial

structure of trading partners can affect the intensity of bilateral trade. Specifically,

b1 in Eq. (2) captures the extent to which bilateral trade accounts for sectorial

specialization in the two regions, i.e. intra-industry trade. A negative b1 would then

mean that regions with similar economic structures are associated with higher intra-

industry trade. That coefficient, multiplied by a1, will tell us about the indirect effect
of specialization on cycle synchronization.

The direct effects of trade intensity and sectorial dissimilarity are presented and

discussed in Sect. 4.1. By means of some additional computations, the indirect

effects are calculated in Sect. 4.2, where we also investigate the direct effects

further in order to assess the relative importance of intra-industry trade versus inter-

industry trade and to analyse separately the components of the direct effect of

specialization on the correlation of business cycles.

3.2 Data and Measurement

Our analysis uses annual data for 244 NUTS2 regions of 23 EU countries from 2000

to 2010. The variable measuring business cycle co-movement, which is the

dependent variable of Eq. (1), qij, is calculated as the bilateral correlation of the

cyclical components of real GDP between regions i and j. The GDP cyclical

component is obtained by applying the Hodrick-Prescott filter to the 1980–2010 real

GDP series (as done by, among others, Kose and Yi 2006) taken from the European

Regional Database published by Cambridge Econometrics.3 While it is hard to

summarise how all the pairs of EU regions behave in terms of the synchronization of

3 The other filter routinely used in the literature is the band pass filter by Baxter and King. However,

being a double filter, the BK filter is more appropriate for quarterly data. Nevertheless, in the robustness

analysis we show that our results remain unchanged when the cyclical component is obtained using the

BK filter.
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their business cycles, it is interesting to note that the 10 most synchronized regions

in our sample are all within the UK (with the highest value associated with the

Essex—Greater Manchester pair).

The variable accounting for trade intensity among EU regions, Tij, is based on a

unique and novel dataset made available by the PBL Netherlands Environmental

Assessment Agency and the European Commission (Thissen et al. 2013a, b; Thissen

and Gianelle 2014). The series were constructed following the methodology

proposed by Simini et al. (2012).4 The dataset contains annual data on imputed

bilateral trade in consumer prices for European NUTS2-level regions in the

2000–2010 period. The dataset also contains trade flows with the rest of the world

and consumption within regions, so total trade adds up to regions’ total production.

All data are consistent with national accounts and regional trade hubs are accounted

for so that all estimated trade flows refer to final destinations.

We use (separately) two alternative measures of bilateral trade intensity. The first

measure is computed as follows:

T1;ij ¼
1

T

XT

t¼1

Xijt þMijt

ðXit þMitÞ þ ðXjt þMjtÞ

 !
;

where Xijt stands for the exports of region i to region j, Mijt for the imports of region

i from region j, and Xit and Mit (Xjt and Mjt) are the total exports and total imports of

region i (j), respectively. Our second measure of trade intensity, T2,ij, first proposed

by Frankel and Rose (1998), simply differs in the denominator by replacing the total

trade flows of regions iandjwith their GDPs. In our baseline specification, we

employ T1,ij as the measure of trade intensity but, as shown in the sensitivity

analysis part of the paper, our results are comparable when using T2,ij below:

T2;ij ¼
1

T

XT

t¼1

Xijt þMijt

GDPit þ GDPjt

 !
:

As for specialization, we use what is normally referred to as the Krugman spe-

cialization index. This is in fact a measure of similarity in the economic structures

of the regional economies, which is why we sometimes refer to it as a measure of

differences in the sectorial composition of the regional economies. We construct

this measure using GVA data for six economic sectors (agriculture; industry; con-

struction; wholesale, retail, transport and distribution, communications, hotels and

catering; financial and business services; non-market services) retrieved from the

Cambridge Econometrics regional dataset.5 The measure, used by Imbs (2004) and

Calderón et al. (2007) among others, is calculated as follows:

4 For comprehensive discussions on the construction and description of the data, see Thissen et al.

(2013a, b); for the use of this trade database by the PBL Netherlands Environmental Assessment Agency

and the European Commission, see Gianelle et al. (2014) and Thissen and Gianelle (2014).
5 The use of a broad classification of sectors is employed, among others, by Clark and van Wincoop

(2001).
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S1;ij ¼
1

T

XT

t¼1

XN

n¼1

sn;i � sn;j
�� ��

 !
;

where sn,i and sn,j stand for the GVA shares of industry n in region i and in region j,

respectively. For robustness purposes, we also measure specialization in an alter-

native way. The second measure of structure similarity, S2,ij, is built by considering

only the GVA shares of the industry/manufacturing sector to acknowledge its

importance in determining the regional trade flows (most traded goods are indeed

produced by the manufacturing sectors).

Table 1 shows the summary statistics for the endogenous variables of the system,

i.e. cycle synchronization (qij) and the two alternative series used to account for

trade intensity (Tij) and sectorial specialization (Sij). Descriptive statistics for our

dependent variable (qij) reveal that the business cycles of European regions are on

the whole considerably synchronized (mean 0.593). There is, however, high

variability across pairs of regions with cycle synchronization ranging from a

maximum of 0.996 to a minimum of -0.842.

The following variables included in the system formed by Eqs. (1)–(3) are

considered to be exogenous. Vector Ifin monet
1 contains variables controlling for

monetary integration and for financial integration. We control for monetary

integration with two dummy variables related to the choice of countries to adopt the

euro as their currency or to peg their currency to the euro: europeg_europeg and

europeg_non-europeg. The former takes the value 1 when both regions belong to

countries of the euro area or whose currencies are pegged to the euro, and 0

otherwise.6 The second dummy, europeg_non-europeg, takes the value 1 when

either region i or regionj belongs to a country of the euro area or to a country whose

currency is pegged to the euro and the other does not, and 0 otherwise. Thus, the

reference category (i.e. the omitted dummy) is that of regional pairs in countries not

belonging to the euro area or whose currencies are not pegged to the euro. This

implies that, for instance, a positive value of the europeg_europeg coefficient would

suggest that the GDP of regions in countries that are both members of the euro area

or that have their currency pegged to the euro co-moves more than the GDP of

regions outside the euro area or whose currencies are not fixed to the euro, all else

being equal.

The measure of financial integration contained in Ifin monet
1 is computed using

data on FDI stocks from the OECD Foreign Direct Investment Database. Despite the

focus of our analysis being on regions, the financial integration measure is a

country-level one, due to the lack of bilateral regional data on FDI. In the sensitivity

analysis, we also employ a regional measure of financial integration using

information on the number of multinational companies in the various EMU regions

taken from the ORBIS database. Thus, the measure of (national) financial

integration used in the baseline estimates is the following:

6 Given that the sample period goes from 2000 to 2010, the regions of 12 countries are considered to be

part of the euro area (Austria, Belgium, Finland, France, Germany, Greece, Ireland, Italy, Luxembourg,

Netherlands, Portugal and Spain) and the regions of 5 countries are considered to be pegged to the euro

(Denmark, Estonia, Lithuania, Latvia and Slovenia).
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FDIij ¼
XT

t¼1

FDIi;t � FDIj;t
� �

;

where FDIi,t and FDIj,t stand for the total FDI stocks received by the countries to

which regions i and j belong. This measure captures the total degree of financial

integration through the FDI of the countries to which the pairs of regions belong.

The regional FDI measure (FDI_regij) used for the additional estimates carried out

for robustness purposes is computed by allocating national FDI to regions using the

shares of multinational firms located in those regions; due to the lack of detailed

information on the location of firms’ plants in the ORBIS database, this variable can

only provide an approximation of the actual activity of multinationals in each

region. In particular, the shares are obtained by dividing the number of multina-

tional companies in each region by the total number of multinational companies in

the country to which the region belongs. Although the number of multinationals is

certainly related to the FDI stocks received by a country, the assumption behind

such a procedure is quite demanding (namely, that each multinational is of an equal

size), therefore we feel more comfortable utilising this alternative measure of

financial integration only for robustness purposes rather than in the baseline.

The Igravity2 vector in Eq. (2) includes the following set of standard gravity

variables to explain bilateral trade intensity. The distance between regions’ capital

cities is expressed in (the logarithm of) kilometres.7 The common border and

language dummy variables refer to the countries to which regions pertain and are

taken from the Centre d’Etudes Prospectives et d’Informations Internationales

(CEPII) database. The logarithmic products of the regional populations and regional

GDPs (taken from the Cambridge Econometrics regional dataset) are also included

in the Igravity2 vector as they normally feature in standard gravity models.

Finally, Eq. (3) includes as determinants of sectorial specialization both trade

intensity and the vector of controls I3. The latter includes (in I3
financial) a measure of

financial integration which differs from the one used in Eq. (1), as it is calculated

Table 1 Descriptive statistics

of the endogenous variables
Mean Min. Max. SD Observations

Cycle synchronization

qij 0.593 -0.842 0.996 0.287 30,135

Trade intensity

T1,ij 0.001 4.07e-06 0.155 0.004 30,135

T2,ij 0.002 8.96e-06 0.149 0.004 30,135

Sectorial specialization

S1,ij 0.336 0.027 0.985 0.140 30,135

S2,ij 0.091 0.002 0.445 0.066 30,135

7 The distance measures were calculated by the authors using the STATA commands geocode3 and

traveltime3 which calculate geographical distances by using latitude and longitude coordinates obtained

from Google Maps and Yahoo! Maps, see Ozimek and Miles (2011) for more details.
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using the net foreign assets position (NFA) from the External Wealth of Nations

database of Lane and Milesi-Ferretti (2011). The index is defined as follows:

DNFAij ¼
XT

t¼1

NFAi;t � NFAj;t

�� ��;

where NFAi,t and NFAj,t are the NFAs of the countries where region i and region

j are located. Previous studies have found that financial integration is an important

determinant of sectorial socialization. In particular, financially integrated countries

tend to have dissimilar industrial sectorial patterns (Kalemli-Ozcan et al. 2003).

Hence, the reason for including this control is that we expect the degree of sectorial

similarity of two regions to be influenced by variations in their degrees of financial

integration.

Included in the Idevelopment
3 vector are the following variables accounting for the

different stages of regional development: the (log) product of the regional areas, the

(log) product of regional GDP per capita, and the (log) GDP per capita gap between

the two regions defined as follows: DGDP_pc = max [(Yi
pc/Yj

pc), (Yj
pc/Yi

pc)].

The inclusion of the product of GDP per capita is explained by the fact that pairs

of rich countries tend to have more similar economic structures (Imbs 2004).

Furthermore, in order to account for the possibility of such a relationship being non-

monotonic [e.g. countries may initially diversify and then respecialize once they

reach a relatively high level of income per capita, according to Imbs and Wacziarg

(2003)], the gap between per capita GDPs is also included as a control. Finally, the

product of the geographic areas is included in order to control for the fact that larger

regions may be more likely to have more diversified and similar economic structures

in comparison to smaller ones (Siedschlag 2010).

4 Results

Before moving to the results of the regression analysis, it is worth having a look at

the simple correlations between business cycle synchronization and the various

measures of trade intensity and sectorial specialization (Table 2). Although such

correlations are only superficially informative due to the various simultaneity and

endogeneity concerns illustrated above, they can provide useful information for the

subsequent econometric analysis.

Table 2 Unconditional

correlations between the

endogenous variables

* Denotes statistical significance

at 1%

qij T1,ij T2,ij S1,ij S2,ij

qij 1.000

T1,ij 0.136* 1.000

T2,ij 0.183* 0.882* 1.000

S1,ij -0.226* -0.117* -0.140* 1.000

S2,ij -0.103* -0.040* -0.064* 0.727* 1.000
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First, trade intensity is positively correlated to business cycle synchronization

(the second measure more so than the first one), while sectorial specialization is

negatively correlated to it (in this case the first measure exhibits a higher coefficient

in absolute terms than the second one). Although very preliminary, this finding

confirms the available country-level evidence reviewed in Sect. 2 on the positive

(negative) impact of trade intensity (sectorial specialization) on cycle co-movement.

This seems to be a first result supporting the suitability of the bilateral regional

dataset that we are putting to the test using the workhorse model normally used to

study business cycle synchronization at the country level. Second, trade intensity

and sectorial specialization are negatively correlated irrespective of the measures

used for the two variables. Finally, both measures of trade intensity and both

measures of sectorial specialization are highly correlated with each other (0.882 and

0.727 respectively).

4.1 Baseline Results: Direct Effects

The results of the estimation of the cross-sectional baseline specification of the

system of Eqs. (1)–(3) are presented in Table 3 (in all cases T1,ij and S1,ij are used to

measure trade intensity and sectorial specialization, respectively). Logarithms of all

right-hand-side variables except the dummies are used in the estimates in line with

previous empirical analyses. The first column of Table 3 contains the equation-by-

equation OLS estimates, the second shows the SUR estimates, and the last column

contains the 3SLS estimates. The comparison between the OLS and the other

estimates permits us to understand how results are affected when accounting for

both simultaneity and endogeneity (3SLS). In general, results are consistent across

the various estimators, with the main differences related to the magnitudes of the

estimated effects.

In Eq. (1), with business cycle synchronization as the dependent variable, the

effect of trade intensity is positive and highly statistically significant. The OLS point

estimates imply that doubling trade results in a correlation of real GDP that is 0.034

higher.8 This appears to be in line with existing country-level evidence. For

example, Imbs (2004) finds that as trade intensity doubles, bilateral GDP

correlations increase by 0.048, whereas Kose and Yi (2006) estimate a 0.033

increase for the same trade intensity increase. So, the more two regions trade with

each other, the more their real GDPs will co-move. In economic terms, this result is

by no means insignificant. An increase in bilateral trade among EU regions would

impact their business cycle synchronization significantly, as the 0.034 impact

described above is equal to 6% of the average degree of business cycle

synchronization in the whole sample. Clearly, such an impact would be more

important for the regions which are currently less synchronized (such as the

Darmstadt region in Germany and the Slaskie region in Poland, whose cycle

synchronization in the sample is equal to 0.00002) than for those whose cycles

already co-move significantly.

8 Given the lin-log specification of the model, this number results from the multiplication of the T1
coefficient by the logarithm of 2.
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Table 3 Estimation of the system of Eqs. (1)–(3)

OLS SUR 3SLS

Dep. var.: qij
T1 a1 0.049***

(0.001)

0.053***

(0.001)

0.060***

(0.002)

S1 a2 -0.091***

(0.003)

-0.116***

(0.004)

-0.131***

(0.011)

FDI a3 0.028***

(0.001)

0.025***

(0.001)

0.022***

(0.001)

europeg_europeg a3 0.073***

(0.006)

0.074***

(0.005)

0.076***

(0.005)

europeg _non-europeg a3 0.014***

(0.006)

0.018***

(0.005)

0.023***

(0.005)

Observations 29,646 29,646 29,646

R2 0.165 0.163 0.158

Dep. var.: T1

S1 b1 -0.057***

(0.011)

-0.320***

(0.011)

-1.363***

(0.027)

Distance b2 -0.587***

(0.009)

-0.561***

(0.008)

-0.491***

(0.008)

Border b2 0.571***

(0.013)

0.569***

(0.013)

0.494***

(0.011)

Language b2 0.610***

(0.020)

0.563***

(0.016)

0.392***

(0.016)

GDP b2 0.245***

(0.006)

0.259***

(0.005)

0.253***

(0.006)

Population b2 0.270***

(0.007)

0.234***

(0.006)

0.146***

(0.007)

Observations 30,135 29,646 29,646

R2 0.710 0.707 0.537

Dep. var.: S1

T1 c1 -0.033***

(0.002)

-0.067***

(0.002)

-0.098***

(0.003)

GDP_pc c3 -0.036***

(0.003)

-0.024***

(0.003)

-0.010***

(0.003)

DGDP_pc c3 0.137***

(0.003)

0.142***

(0.003)

0.126***

(0.002)

DNFA c2 0.026***

(0.001)

0.021***

(0.001)

0.014***

(0.001)

Area c3 -0.043***

(0.001)

-0.043***

(0.001)

-0.035***

(0.001)

Observations 30,135 29,646 29,646

R2 0.218 0.213 0.196

Robust standard errors in brackets

*** Denotes significance at 1%; ** at 5%, and * at 10%
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Also in line with existing evidence, the coefficient associated with sectorial

specialization is estimated to be negative and statistically significant (at the 1%

level). This indicates that dissimilarity of the economic structures is associated with

lower correlations of business cycles. In particular, the point estimates indicate that

when S1,ij doubles, the correlation of bilateral regional cycles decreases by 0.063.

This amounts to almost 11% of the average degree of cycle synchronization in our

sample, again highlighting the economic meaningfulness of our econometric results.

As for the controls included in Eq. (1), it appears that greater financial integration

fosters correlations of business cycles, confirming recent literature results (see,

among others, Montinari and Stracca 2015; Keil and Sachs 2014; Jansen and

Stokman 2011). The monetary integration dummies related to the euro peg are all

positive. This suggests that, all else being equal, the GDPs of regions in countries

outside the euro area or whose currency is not pegged to the euro co-move less than

those of regional pairs whose currency is the euro or fixed to the euro, as well as

those of regional pairs in which just one is in the euro area or whose currency is

pegged to the euro and the other is not (in line with Frankel and Rose 1998).

Turning to Eq. (2), with trade intensity as the dependent variable, results confirm

the roles played by the well-established gravity variables in determining bilateral

trade flows. Distance has the expected negative sign, whereas border, language, the

product of regional GPDs and the product of their populations are all associated

with positive and statistically significant coefficients. The negative (and significant

at the 1% level) coefficient of S1 captures the effect of structural dissimilarities on

intra-industry trade.

In line with Imbs (2004), the estimated c1 coefficient of Eq. (3) shows that higher
trade intensity leads regions to become more similar, possibly showing that trade is

acting as a vehicle of knowledge transfer, inducing regions to specialize in similar

industries (i.e. learning by imitating). Financial integration (measured by DNFA)
has the predicted effect on specialization (documented, among others, by Kalemli-

Ozcan et al. 2003, and Imbs 2004) as predicted by the new economic geography

approach: more financially integrated economies tend to choose different special-

ization patterns. Also consistent with previous studies, pairs of rich regions

(signalled by high values of the product of GDP per capita, GDP_pc) have lower

values of specialization, whereas pairs of regions at different stages of development

(captured by the gap between GDPs, DGDP) tend to have more different economic

structures. Finally, our results show that pairs of bigger regions (as measured by the

product of their geographical areas, Area) are associated with more dissimilar

economic structures.

It is worth commenting on how simultaneity and endogeneity affect the results of

Eq. (1) reported in Table 3, something that can be gauged by looking at the results

in the estimated coefficients across the three estimators that we have used. Overall,

with the exception of small changes in the magnitude of the point estimates, results

are comfortingly consistent. The 3SLS estimation yields a higher point estimate of

the trade coefficient a1, implying that if trade intensity doubles, business cycle

correlation increases by 0.041. This is indeed what is found by both Frankel and

Romer (1999) and Imbs (2004).

J Bus Cycle Res (2017) 13:1–27 15

123



This result reveals that instrumenting trade intensity with gravity variables

attenuates a downward endogeneity bias. Similarly, when instrumenting special-

ization with financial integration and variables accounting for the stages of

diversification, we obtain a higher point estimate of a2, suggesting that the

correlation of bilateral regional cycles decreases by 0.090 as sectorial dissimilarity

doubles. These are crucial results in terms of policy implications related to the EMU

and the European Commission’s policies targeting regional development. As we

argue in detail in our concluding discussion in Sect. 5, regional place-based policies

promoting specialization may decouple regional cycles, while market integration

policies would have the opposite effect.

4.2 Beyond the Baseline: Indirect Effects and Transmission Channels

Our empirical strategy makes it possible to disentangle the direct and indirect

effects of both trade and specialization on business cycle synchronization by

utilising some further computations. In Sect. 4.1 we presented the direct effects of

trade intensity and specialization; in this section, we report their indirect effects and

further investigate the channels behind the direct effects captured by the estimated

a1 and a2 coefficients. Following the structure proposed by Imbs (2004), Part A of

Table 4 below illustrates how to compute such effects, whereas Part B reports the

estimated values as implied by the 3SLS estimates in the last column of Table 3.

As stated previously, the indirect (via trade) effect of specialization on business

cycle co-movement can be captured by the a1b1 interaction. It can be further argued

that a1b1 is a part of the total direct effect of trade on business cycle

synchronization. As b1 captures the extent to which trade between European

regions is due to similarities in their respective economic structures, the a1b1
interaction can also be interpreted as a measure of how intra-industry trade directly

affects cycle synchronization. Then, a1b2 can be seen as the direct effect of

Ricardian (inter-industry) trade on synchronization.

The numbers contained in Part B of Table 4 show that the positive direct effect of

trade on cycle synchronization can be mainly attributed to intra-industry trade

(-0.0818), with inter-industry trade (i.e. trade intensity explained by the gravity

variables rather than by specialization) accounting for a smaller portion (0.0023).9

This is not surprising given that regions in developed countries tend to trade more

intra-industry than inter-industry. This result is in line with what was found by Imbs

(2004) using a country-level dataset. The immediate policy implication is that

regional cycle synchronization may be positively affected by economic integration

policies aimed at improving access to local markets and firm internationalisation,

more than by measures aiming for instance at cross-country and cross-region

division of labour or value-chain creation.

9 The gravity-induced component of trade is obtained with the following additional regression: first, a

gravity model is estimated with T1,ji as the dependent variable. Second, the trade fitted value just obtained

in Eq. (1) estimated as part of a 2SLS system also involving Eq. (3) is used in order to control for the

endogeneity of sectorial specialization. A similar procedure is used for the stages of development’s

effects of specialization. p values for the joint significance of each coefficient’s product (obtained with

Sobel tests) are reported in brackets.
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Similarly, it is possible to further explore the direct, and negative, effect of

specialization on business cycle synchronization. This effect can be induced either

by trade flows (a2c1, which also gauges the indirect effect—via specialization—of

trade on cycle synchronization), by financial integration (a2c2), or by the level of

development and diversification reached by the regions’ pairs (a2c3).
The numbers reported in Part B of Table 4 also show that the stages of

development play a prominent role (0.0296) in explaining the negative effect of

specialization on cycle synchronization. From a policy point of view, fostering

convergence of regional economic fundamentals appears to be a crucial factor for

increasing business cycle synchronization. Regional trade intensity also emerges as

a relevant component (0.0128), whereas financial integration seems to play only a

minor role (-0.0018), in contrast to country-level analyses where financial

integration is found to be the most relevant component after the stages of

development (Imbs 2004).

Table 4 Direct and indirect

effects on Business Cycle

Synchronization

Two stages are necessary for

calculating some of the

coefficients reported in the table

*** Denotes significance at 1%

Direct Indirect

Part A

Trade

Intra-industry trade a1b1
Gravity-induced trade a1b2
Via specialization a2c1

Specialization

Trade-induced a2c1
Finance-induced a2c2
Stage of development a2c3
Via trade a1b1

Part B

Trade

Intra-industry trade -0.0818***

(0.000)

Gravity-induced trade 0.0023***

(0.000)

Via specialization 0.0128***

(0.000)

Specialization

Trade-induced 0.0128***

(0.000)

Finance-induced -0.0018***

(0.000)

Stage of development 0.0296***

(0.000)

Via trade -0.0818***

(0.000)
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The additional estimates, the results of which are contained in the ‘‘Appendix’’,

demonstrate the robustness of our findings. In a nutshell, the results hold up: (1)

with alternative series to measure both trade intensity and sectorial specialization

(T2,ij and S2,ij); (2) when applying the Fisher transformation to the dependent

variable which is otherwise bounded between -1 and 1; (3) when using an

alternative filter to extract the cyclical component of real GDP (the Baxter-King

rather than the Hodrick-Prescott one); (4) when replacing the financial integration

variable with its regional counterpart; (5) in panel estimates that fully exploit the

time dimension of the data spanning from 2000 to 2010. Please see the ‘‘Appendix’’

for further details on those robustness checks.

5 Concluding Discussion

Understanding the complex relationship between the regional and the supranational

dimensions of economic policy in Europe is crucial for establishing a form of

economic governance capable of exploiting the advantages of both monetary

integration and agglomeration economies. Our paper contributes to this research

topic by identifying the factors that influence regional business cycle synchroniza-

tion, including in light of the influence of regional and macroeconomic policies.

We find that trade integration has a positive impact on business cycle co-

movement, whereas dissimilarity of regional economic structures has a negative

effect. According to our estimates, doubling bilateral regional trade leads real GDP

correlation to rise by between 0.034 and 0.041. Doubling the index of economic

structure dissimilarity makes the correlation of bilateral regional cycles decrease by

between 0.063 and 0.098. Moreover, it appears that the positive direct effect of trade

on cycle synchronization is mostly driven by intra-industry trade, while the impact

of specialization works mainly through differences in the regional stages of

development.

These findings bear interesting policy implications for European economic

policy. With respect to regional specialization, it is worth recalling that the latest

European Cohesion policy is inspired by the idea that each region should pursue

economic prosperity based on its distinctive assets and by developing its own

specialization profile with respect to the other European regions (Foray and Van Ark

2007; Barca 2009; Foray et al. 2009, 2011). The notion of smart specialisation

guides investment in research and innovation and aims at constructing regional

‘‘competitive advantages’’ by exploring and discovering region-specific innovation

opportunities around which to build a critical mass of activities.

Specialization and differentiation of economic structures may indeed foster

competitiveness and increase resilience to asymmetric shocks at the aggregate pan-

European level. However, according to our empirical results, a strict interpretation

of those policies promoting growth via higher regional specialization may also lead

to less synchronized regional cycles. In the absence of effective supranational

compensatory mechanisms (Furceri and Zdzienicka 2013), this could in turn weaken

consensus on the monetary policy stance within the currency union. Ultimately, this

would reduce the effectiveness of the common monetary policy [Carlino and Defina
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(1998) warned against such a possibility with a study on monetary policy and

regional specialization].

On the other hand, the fact that differences in the stages of development of the

regional economies are a key channel behind the decoupling effect of specialization

on business cycles highlights the importance of the convergence-fostering objective

of Cohesion policies, especially for less developed regions.

As regards economic integration via interregional trade linkages, our results

support the idea that pan-European policies aimed at fostering market integration

can indeed favour business cycles’ convergence. Moreover, the evidence we found

on the prevailing importance of intra-industry trade calls for the implementation of

general policies aimed at improving the functioning of the European single market

for goods and services. For instance, one such policy could enhance the common

regulatory framework by supporting factor mobility. This should be accompanied

by encouraging competition in national and regional production systems in the

European arena, for example by supporting firms’ internationalization and access to

local markets.

Whether the specialization effect or the trade integration effect will prevail is a

matter for further empirical investigation which constitutes an exciting research

agenda. Our paper has provided novel evidence of the potential tension existing

between different levels of European economic governance We argue that European

policymakers should adopt an analytical approach integrating the regional and pan-

European perspectives, and paying special attention to the trade-offs and possible

complementarities existing between the different levels and objectives of European

policies. The dynamics arising from such complex interactions should be adequately

monitored.
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Appendix

This appendix presents the various robustness checks performed to support the

empirical analysis reported in the paper. First, we employed alternative series to

measure both trade intensity and sectorial specialization. Tables 5, 6 and 7 report

the OLS, SUR, and 3SLS estimates of the system when using T1,ij and S2,ij, T2,ij and

S1,ij, and T2,ij and S2,ij, respectively. All the findings reported above are confirmed by
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Table 5 Estimation of the

system (1)–(3): T1,ij and S2,ij

Robust standard errors in

brackets

*** Denotes significance at 1%;

** at 5%, and * at 10%

OLS SUR 3SLS

Dep. var.: qij
T1 0.057***

(0.001)

0.064***

(0.001)

0.061***

(0.002)

S2 -0.008***

(0.002)

-0.017***

(0.002)

-0.127***

(0.011)

FDI 0.029***

(0.001)

0.026***

(0.001)

0.019***

(0.001)

europeg_europeg 0.067***

(0.006)

0.066***

(0.005)

0.059***

(0.005)

europeg _non-europeg 0.003

(0.006)

0.007***

(0.005)

0.009*

(0.005)

Obs 29,646 29,646 29,646

R2 0.148 0.146 0.027

Dep. var.: T1

S2 -0.051***

(0.005)

-0.133***

(0.005)

-0.795***

(0.024)

Distance -0.589***

(0.009)

-0.569***

(0.008)

-0.538***

(0.008)

Border 0.574***

(0.013)

0.575***

(0.013)

0.541***

(0.012)

Language 0.614***

(0.020)

0.622***

(0.016)

0.535***

(0.016)

GDP 0.241***

(0.006)

0251***

(0.005)

0.170***

(0.007)

Population 0.272***

(0.007)

0.253***

(0.006)

0.273***

(0.008)

Obs 30,135 29,646 29,646

R2 0.711 0.712 0.483

Dep. var.: S2

T1 -0.071***

(0.004)

-0.110***

(0.005)

-0.074***

(0.005)

GDP_pc -0.098***

(0.006)

-0.093***

(0.007)

-0.146***

(0.007)

DGDP_pc 0.090***

(0.006)

0.102***

(0.006)

0.179***

(0.005)

Area -0.061***

(0.003)

-0.060***

(0.003)

-0.062***

(0.002)

DNFA 0.007***

(0.002)

0.003*

(0.001)

0.009***

(0.001)

Obs 30,135 29,646 29,646

R2 0.060 0.057 0.050
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Table 6 Estimation of the

system (1)–(3): T2,ij and S1,ij

Robust standard errors in

brackets

*** Denotes significance at 1%;

** at 5%, and * at 10%

OLS SUR 3SLS

Dep. var.: qij
T2 0.051***

(0.001)

0.050***

(0.001)

0.061***

(0.002)

S1 -0.085***

(0.003)

-0.111***

(0.004)

-0.106***

(0.012)

FDI 0.032***

(0.001)

0.031***

(0.001)

0.028***

(0.001)

europeg_eurpeg 0.075***

(0.006)

0.077***

(0.005)

0.080***

(0.005)

europeg _non-europeg 0.015***

(0.006)

0.018***

(0.005)

0.023***

(0.005)

Obs 29,646 29,646 29,646

R2 0.169 0.167 0.165

Dep. var.: T2

S1 -0.137***

(0.012)

-0.480***

(0.011)

-1.725***

(0.031)

Distance -0.667***

(0.010)

-0.636***

(0.009)

-0.510***

(0.009)

Border 0.508***

(0.015)

0.500***

(0.014)

0.379***

(0.012)

Language 0.582***

(0.022)

0.518***

(0.018)

0.378***

(0.017)

GDP 0.068***

(0.007)

0.076***

(0.006)

0.073***

(0.007)

Population 0.338***

(0.008)

0.305***

(0.007)

0.190***

(0.008)

Obs 30,135 29,646 29,646

R2 0.629 0.620 0.361

Dep. var.: S1

T2 -0.035***

(0.002)

-0.079***

(0.002)

-0.131***

(0.003)

GDP_pc -0.042***

(0.003)

-0.033***

(0.003)

-0.016***

(0.003)

DGDP_pc 0.132***

(0.003)

0.139***

(0.003)

0.123***

(0.002)

Area -0.043***

(0.001)

-0.044***

(0.001)

-0.032***

(0.001)

DNFA 0.026***

(0.001)

0.019***

(0.001)

0.007***

(0.001)

Obs 30,135 29,646 29,646

R2 0.218 0.207 0.164
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Table 7 Estimation of the

system (1)–(3): T2,ij and S2,ij

Robust standard errors in

brackets

*** Denotes significance at 1%;

** at 5%, and * at 10%

OLS SUR 3SLS

Dep. var.: qij
T2 0.059***

(0.001)

0.061***

(0.001)

0.059***

(0.002)

S2 -0.008***

(0.002)

-0.018***

(0.002)

-0.101***

(0.011)

FDI 0.034***

(0.001)

0.033***

(0.001)

0.026***

(0.001)

europeg_europeg 0.070***

(0.006)

0.070***

(0.005)

0.066***

(0.005)

europeg _non-europeg 0.006***

(0.006)

0.008

(0.005)

0.010*

(0.005)

Obs 29,646 29,646 29,646

R2 0.154 0.153 0.080

Dep. var.: T2

S2 -0.044***

(0.005)

-0.141***

(0.005)

-0.798***

(0.027)

Distance -0.679***

(0.010)

-0.661***

(0.009)

-0.615***

(0.009)

Border 0.511***

(0.015)

0.511***

(0.015)

0.440***

(0.013)

Language 0.603***

(0.022)

0.606***

(0.018)

0.570***

(0.018)

GDP 0.064***

(0.007)

0.068***

(0.006)

-0.017**

(0.008)

Population 0.346***

(0.009)

0.334***

(0.007)

0.344***

(0.009)

Obs 30,135 29,646 29,646

R2 0.627 0.626 0.384

Dep. var.: S2

T2 -0.055***

(0.004)

-0.101***

(0.005)

-0.112***

(0.006)

GDP_pc -0.116***

(0.006)

-0.117***

(0.007)

-0.150***

(0.006)

DGDP_pc 0.089***

(0.006)

0.105***

(0.006)

0.211***

(0.005)

Area -0.064***

(0.003)

-0.064***

(0.003)

-0.068***

(0.002)

DNFA 0.010***

(0.002)

0.004**

(0.001)

-0.000

(0.001)

Obs 30,135 29,646 29,646

R2 0.057 0.052 0.026
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Table 8 Estimation of the system (1)–(3): T1,ij and S1,ij

(1) Fisher (2) Baxter-King (3) Regional FDI (4) Panel

3SLS 3SLS 3SLS 3SLS

T1 0.110***

(0.004)

0.067***

(0.002)

0.049***

(0.003)

0.0098***

(0.0004)

S1 -0.258***

(0.018)

-0.097***

(0.010)

-0.154***

(0.011)

-0.0801***

(0.0022)

FDI 0.036***

(0.002)

0.008***

(0.001)

– 0.0191***

(0.0003)

FDI_reg – – 0.010***

(0.001)

–

europeg_europeg 0.029***

(0.009)

-0.000

(0.005)

0.099***

(0.005)

-0.0101***

(0.0014)

europeg _non-europeg -0.066***

(0.009)

-0.034***

(0.005)

0.043***

(0.005)

-0.0030**

(0.0014)

Obs 29,646 29,646 29,646 296,460

R2 0.177 0.137 0.149 0.138

Dep. var.: T1

S2 -1.356***

(0.027)

-1.370***

(0.027)

-1.571***

(0.028)

-0.0001***

(0.000)

Distance -0.489***

(0.008)

-0.482***

(0.008)

-0.473***

(0.008)

-0.0013***

(0.0000)

Border 0.492***

(0.011)

0.487***

(0.011)

0.488***

(0.011)

0.0003***

(0.0000)

Language 0.402***

(0.016)

0.391***

(0.015)

0.362***

(0.016)

0.0035***

(0.0000)

GDP 0.256***

(0.006)

0.253***

(0.006)

0.253***

(0.006)

0.0001***

(0.0000)

Population 0.143***

(0.007)

0.156***

(0.007)

0.138***

(0.008)

0.0004***

(0.000)

Obs 29,646 29,646 29,646 296,460

R2 0.539 0.536 0.476 0.336

Dep. var.: S2

T1 -0.096***

(0.003)

-0.100***

(0.003)

-0.101***

(0.003)

-0.0036***

(0.0012)

GDP_pc -0.012***

(0.003)

-0.004***

(0.003)

-0.010***

(0.003)

-0.0036***

(0.0012)

DGDP_pc 0.126***

(0.002)

0.128***

(0.002)

0.116***

(0.002)

0.1306***

(0.0010)

Area -0.035***

(0.001)

-0.34***

(0.001)

-0.031***

(0.001)

-0.0457***

(0.0005)

DNFA 0.015***

(0.001)

0.013***

(0.001)

0.012***

(0.001)

0.0278***

(0.0002)

Obs 29,646 29,646 29,646 296,460
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these additional estimations, with mostly minor changes in the magnitudes of the

estimated coefficients.

Second, we checked the soundness of our estimates in relation to the nature of the

dependent variable. The correlation of the cyclical component of real GDP being

bounded between -1 and 1, while the explanatory variables are continuous

variables, we applied the Fisher transformation to normalise the distribution of the

former and eliminate a possible source of bias in the estimated parameters. Column

(1) of Table 8 shows the 3SLS results of our baseline specification (T1,ij and S1,ij)

where the dependent variable has been Fisher-transformed. The estimations show

that our main results remain unchanged (the only notable change is in the

europeg_non-europeg dummy whose coefficient becomes negative).

Third, we checked the sensitivity of our results to the choice of GDP filter

and re-estimated the baseline model, extracting the cyclical components of real

GDP using the Baxter-King filter rather than the Hodrick-Prescott one. Column

(2) of Table 8 shows that all our main results are confirmed, although the

europeg_europeg coefficient becomes statistically not significant from zero at

standard levels.

Fourth, as anticipated in Sect. 3.2, we replace the financial integration variable

included as a control in Eq. (1) with its regional counterpart. Column (3) of

Table 8 reports the estimated coefficients of the baseline specification of the

system of Eqs. (1), (2) and (3) where the country-level financial integration

variable computed using FDI (FDI) is substituted by its regional version (FDI_reg)

calculated using information on the number of multinationals per region. Once

again, all our main findings are confirmed by these additional estimates, the main

difference being the magnitude of the coefficients associated with the financial

integration variable itself (its effect on business cycle co-movement is confirmed to

be positive as in the baseline specification). We read these results as reassuring in

terms of robustness, but we refrain from drawing additional insights due to the

demanding assumptions behind the construction of the FDI_reg variable discussed

previously.

Table 8 continued

(1) Fisher (2) Baxter-King (3) Regional FDI (4) Panel

3SLS 3SLS 3SLS 3SLS

R2 0.197 0.194 0.193 0.221

Robust standard errors in brackets

Column (1) applies the Fisher transformation to the dependent variable. In column (2) the cyclical

component is isolated by applying the Baxter-King filter. Column (3) uses regional FDI instead of

national FDI. The dependent variable in columns (1), (2), and (3) is given by the correlations between

regional cyclical components. Independent variables are averages over the period 2000–2010. The

dependent variable in column (4) is the absolute difference between two regions’ real GDP growth rates.

Independent variables are time series over 2000–2010. Column (4) includes country-pair dummies and

time dummies

*** Denotes significance at 1%; ** at 5%, and * at 10%
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Furthermore, our main results still hold when including regional dummies and

when excluding from the sample the UK regions which are those with the highest

level of GDP co-movement in the sample.10

Finally, we exploited the time dimension of the data (spanning from 2000 to

2010) to carry out panel estimations of the empirical model formed by Eqs. (1), (2)

and (3). We see this step of the analysis as a robustness check because there is a

significant change with respect to the dependent variable of Eq. (1), which in a

panel context can only be considered a proxy for business cycle synchronization. In

the panel model, the dependent variable of Eq. (1) is constructed as the absolute

difference between two regions’ real GDP growth rates.11 On the other hand, the

advantage of panel estimates lies in the possibility to simultaneously include year

dummies to control for events common to all regions and changing over time,

country-pair dummies to control for unobserved country-pairwise heterogeneity,

and regional time-invariant regressors. The panel results (reported in column (4) of

Table 8) confirm once again our main findings: all variables have the sign expected

and remain significant at the 1% level (the only exception being the monetary

integration variables whose coefficient becomes negative and the europeg_non-

europeg dummy whose effect is now significant at the 10% level only). Keeping in

mind the important caveats differentiating the cross-sectional from the panel

framework, the impact of both trade and specialization on business cycle co-

movements is confirmed in terms of sign, and appears to be smaller in terms of

magnitude (the latter finding is in line with other studies using panel methods, see

for example the working paper version of Imbs (2004)).
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