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Abstract
Intricate mathematical models of malignant growths have been devised, particularly
for solid tumours, whose growth is predominantly driven by cellular proliferation.
The most severe type of brain cancer, gliomas, are distinguished by their extensive
infiltration into nearby tissue. Glioma tumour growth is more aggressive than other
types of cancer growth because of the diffusive behaviour of gliomas. The inva-
siveness of gliomas, however, necessitates a revision to incorporate cellular motility
in addition to proliferative development. We examine some recent advances in the
mathematical modelling of gliomas, and this study highlights how mathematical
modelling can be used to create better glioblastoma multiforme (GBM) treatments. A
simple two-dimensional mathematical model of glioma development and dissemi-
nation obtained from the fractional operator in terms of Caputo is the fractional
Burgess equations (FBEs), which are expanded in this model. A newly introduced
numerical algorithm based on an operational matrix extracted from the Taylor
wavelets is described to find a solution for this model. This efficient numerical
method transformed the given problem into a collection of algebraic equations. On
solving these algebraic equations, we obtained the unknown coefficients. We found
the solution to the given equation by substituting the unknown coefficients. Finally,
three types of FBEs are used to simulate and test the suggested technique to verify its
accuracy and superiority.
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1 Introduction

Due to the significance of its applications, fractional calculus is a trending research
area. Fractional calculus has a long history that dates back more than 300 years.
L’Hospital initially highlighted the issue of the fractional derivative of order 1/2.
Lagrange, Laplace, Euler, Bernoulli, and d’Alembert conducted the first studies of
the partial differential equation (PDE) in the eighteenth century as an essential tool
for understanding the physical properties of solids, fluids and, more widely, as the
primary approach for analytical examination of real-world models in many fields.
Fractional derivatives have recently received increased attention from scholars,
particularly in light of their numerous uses in science, economics, engineering, and
biology [1–3]. There has been a lot of interest in fractional calculus because it is
employed in many disciplines, including control theory, biochemistry, electroana-
lytical chemistry, electrical circuits, thermodynamics, biophysics, blood flow
phenomena, aerodynamics, and viscoelasticity [4–7]. There are many types of
fractional operators available in the literature, such as Caputo [7], Grünwald–
Laetnikov [7], Riemann–Liouville [7], Atangana–Baleanu [8], Caputo–Fabrizio [9].
Moreover, the theory of fractional differential equations and their applications has
advanced significantly. On the other hand, fractional derivatives offer a crucial tool
for defining inherited traits of various needs and therapies. Fractional differential
equations have this essential benefit over traditional integer-order problems.

A robust analytical tool for examining biological issues, mathematical modelling
enables the development and testing hypotheses that may improve comprehension of
the biological process. A brain tumour is the growth of cells in the brain or close to it.
Brain tumours can develop within or close to the brain tissue. Nerves, the pineal, the
pituitary, and the membranes covering the brain’s surface are nearby structures. A
more invasive form of glioma in the brain is called glioblastoma, often known as
GBM [10]. It is the most prevalent and dangerous brain tumour in people. Gliomas,
which comprise around 50% of all primary brain tumours, are diffuse, highly
invasive tumours of the brain [11]. From a medical standpoint, GBM is a rapidly
growing tumour composed of poorly differentiated astrocytes that exhibit vascular
proliferation, necrosis, pleomorphism, and high rates of mitosis. The prognosis for
glioma patients is influenced by several factors, including their age, the grade and
histologic type of the malignancy, and the extent of their neurological functioning
[12]. However, the grade of malignancy contains at least two components—
invasiveness and net proliferation rate —that can only be roughly defined
histologically.

In contrast to solid tumours, which exhibit straightforward exponential or
geometric growth that reflects the expansion of volume (equal to the total number of
affected cells in the tumour), gliomas are made up of motile cells that can move and
reproduce. The invasiveness makes it nearly impossible to quantify the growth rate as
a standard volume-doubling time, even in the ideal scenario where at least two scans
(CT, MRI) are analyzed at various periods without therapy intervening [13]. The line
dividing the tumour from healthy tissue is unclear, and counting the number of cells
in healthy tissue is impossible. New mathematical formulations are needed for
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gliomas because it is practically impossible to measure the growth rate of gliomas or
to determine the spatiotemporal infiltration of gliomas, which is essential to apply the
results of more than two decades of surveys of mathematical formulations of other
cancers. Although this glioma can develop at any age, it is more common in adults
over the age of 45. They typically develop in the cerebral hemispheres but can also
develop in the cerebellum. They can be viewed as having spherical geometry from a
mathematical perspective, as shown in Fig. 1.

It is evident that gliomas are, in fact, physiologically malignant, given that even
slowly developing gliomas are rarely curable by radical resection and that the
average untreated survival duration for high-grade gliomas ranges from 6 months to
1 year [11]. They are not encapsulated in most cases, and even ependymomas that
appear to be encapsulated cannot be treated with a simple resection [14]. These
findings are consistent with the observation that individual glioma cells are incredibly
mobile, capable of invading the majority of the rat neural axis in less than a week
after implantation, and known to be viable even at great distances from the bulk
lesion in people [15]. Gliomas can proliferate rapidly, with in vivo doubling times as
low as one week [11].

Burgess and many others proposed a 3-dimensional mathematical model of a
glioblastoma’s unrestricted growth without medicinal treatments [16]. This model
examines the dynamics of glioma proliferation-annihilation. However, it does not
address the possibility that some tumour cell annihilation may manifest due to the
administration of cancer-curing agents. This model contains data on the tumour’s
changing density at any spatiotemporal location. It is important to note that some
two-dimensional mathematical models, such as those proposed in [17] and [18],
before the fractional Burgess equation model. In the current work, we will develop a
mathematical model that considers the impact of several cancericidal substances and,
consequently, the potential to eradicate or significantly slow the growth of gliomas
using the fractional operator. Numerous studies have examined the equation for
tumour growth and characterized the original two-dimensional tumour model
[10, 16–22]. The tumour growth is defined as

Fig. 1 Demonstration of a
glioblastoma brain tumour in the
parietal lobe
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Rate of change of tumour cell density ¼ Growth of tumour cells
þ Diffusion of tumour cells;

and in mathematical terms,

oW r; sð Þ
os

¼ gW r; sð Þ þ Dr2W r; sð Þ:

These models take into account cell proliferation (g) and diffusion (D), the two
key factors in the formation of an invading brain tumour, and integrate them into a
reaction–diffusion equation [23]:

oW r; sð Þ
os

¼ gW r; sð Þ þ D
1

r2
o
or

r2
oW r; sð Þ

or

� �
:

The tumour cells are thought to develop exponentially at a constant rate in these
models. Owing to the significance of these models, it can occasionally be challenging
to reach a solution. As a result, there is a lot of interest in developing methods for
calculating approximations of solutions for these models.

When representing data or other functions, wavelets are mathematical functions
that meet specific criteria. Since Joseph Fourier realized that sines and cosines could
be superposed to describe other functions in the early 1800s, approximation utilizing
the superposition of functions has been used. In the 1980s and 1990s, wavelets were
created as an alternative to Fourier analysis of signals. Jean Morlet, Baroness Ingrid
Daubechies, Alex Grossman, Palle Jorgensen, Yves Meyer, Ronald Coifman, Alfred
Haar, and Stephane Mallat were a few key players in this invention. Yet, the scale at
which we examine the data has a specific significance in wavelet analysis.
Wavelet algorithms process different scales or resolutions of data. Wavelet
transforms are extremely helpful for signal analysis, compression, and de-noising.
Fourier analysis is impoverished at approximating sharp spikes when investigating its
solutions; however, we can employ approximation functions that are tidily contained
in finite domains appreciations to wavelet analysis. For estimating data with sharp
discontinuities, wavelets work well. Compared to other methods, the wavelet
approach gives better outcomes. Numerical methods based on wavelets are effective
for solving PDEs. In the literature, some wavelet-based numerical techniques have
been successfully solved, which are the Fibonacci wavelet method [24, 25], Legendre
wavelet method [26], Chebyshev wavelet method [26], Bernoulli wavelet method
[27–29], Haar wavelet technique [30], Euler wavelet collocation approach [31],
Taylor wavelet method [32], Hermite wavelet collocation method [33], Laguerre
wavelet collocation technique [33].

Taylor wavelets are compact, spatially oriented oscillatory functions that are the
foundation for numerous significant spaces. Estimating the integrals using
operational matrices can reduce the research problem to a set of algebraic equations
utilizing the wavelet basis. The Taylor wavelet collocation method (TWCM)
demonstrates many beneficial traits: compared to Chebyshev, Fibonacci, Legendre,
Laguerre, and Bernoulli wavelets, these techniques have high accuracy, the potential
to be implemented quickly and are more straightforward and less expensive to
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compute. In our review of the literature, we found the following excellent papers
regarding the Taylor wavelet approach: fractional delay differential equations [34],
systems of nonlinear fractional differential equations [35], fractional integrodiffer-
ential equations [36], generalized Burgers-Huxley equation [37], Bratu-type
equations [38], Lane-Emden equations [39], and time-fractional telegraph equations
[40]. In this study, we have generated an operational matrix of integration using
Taylor wavelets and developed a novel approach called TWCM. Some of them are
solved fractional order brain tumour models using a few methods in the literature,
including the generalized Lagurre wavelet-based method [41], orthonormal Bernoulli
polynomials-based method [42], finite difference method [43], predictor–corrector
method [44], and shifted fractional-order Legendre–Gauss–Radau collocation
method [45]. As of our literature survey, no one considered the brain tumour model
called FBE by Taylor wavelets. This compels us to study this model by TWCM.
Many semi-analytical methods depend on controlling parameters, but the proposed
approach is free from that.

The paper is organized as described in the paragraph that follows. The fractional
derivative, Taylor wavelets, function approximation, and their operational integration
matrix are covered in Sect. 2. The mathematical model of gliomas is explained in
Sect. 3. Some theorems on convergence analysis are illustrated in Sect. 4. The
proposed technique TWCM is formulated in Sect. 5. Implementation of test problems
is available in Sect. 6. The conclusion is enclosed with concluding remarks in Sect. 7.

2 Preliminaries

2.1 Caputo fractional derivative

The Caputo fractional order derivative of f ðtÞ 2 Cl is defined by [46],

oaf ðtÞ
ota

¼ 1

Cðm� aÞ
Zt
0

ðt � xÞm�a�1 o
mf ðxÞ
oxm

dx;

for m� 1\a�m, where m ¼ dae be a positive integer, t[ 0; f ðtÞ 2 Cm
l ; l� � 1.

2.2 Wavelets and Taylor wavelets

The family of functions known as wavelets are descended from a single function
called the mother wavelet through dilatation and translation. When the translation
parameter q and the dilation parameter p are continuously variable, we have the
family of continuous wavelets shown in [24].

xp;qðtÞ ¼ pj j�1
2x

t � q

p

� �
; p; q 2 R; p 6¼ 0:

It introduces the discrete wavelet family as if p ¼ p�k
0 ; q ¼

nq0p
�k
0 ; p0 [ 1; q0 [ 1; and k and n are positive integers.
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xk;nðtÞ ¼ p0
�k

�� ���1
2 x

t � nq0p0
�k

p0�k

� �
¼ p0j jk2x pk0t � nq0

� �
;

where xk;nðtÞ is a wavelet basis for L2ðRÞ.
Taylor wavelets xn;mðtÞ ¼ x k; n;m; tð Þ involve four arguments; n ¼

1; 2; . . .; 2k�1; m is the degree of Taylor polynomials, t is the normalized time, and
k is any positive integer. On the interval ½0; 1Þ, Taylor wavelets are defined as [34–
36],

xn;mðtÞ ¼ 2
k�1
2 eTm 2k�1t � nþ 1

� �
;
n� 1

2k�1 � t\
n

2k�1 ;

0; Otherwise;

(

with

eTmðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mþ 1

p
TmðtÞ;

where n ¼ 1; 2; . . .; 2k�1 and m ¼ 0; 1; 2; . . .;M � 1. The coefficient
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mþ 1

p
is for

normality, the dilation parameter is p ¼ 2�ðk�1Þ and the translation parameter

q ¼ bn2�ðk�1Þ. TmðtÞ is the Taylor polynomial of degree m and it can be expressed as

TmðtÞ ¼ tm. eTmðtÞ is the normal Taylor polynomial of degree m.

2.3 Function approximation

The Taylor wavelets can be used to expand a function f ðtÞ 2 L2½0; 1� as follows:

f ðtÞ ¼
X1
n¼1

X1
m¼0

cn;mxn;mðtÞ:

The above infinite series can be truncated to finite series for f ðtÞ as

f ðtÞ ¼
X2k�1

n¼1

XM�1

m¼0

cn;mxn;mðtÞ ¼ ATxðtÞ;

where T denotes the transposition and A, xðtÞ are 2k�1M � 1 matrices given by

AT ¼ ½c1;0; . . .; c1;M�1; c2;0; . . .; c2;M�1; . . .; c2k�1;0; . . .c2k�1;M�1�;

xðtÞ ¼ ½x1;0ðtÞ; . . .;x1;M�1ðtÞ;x2;0ðtÞ; . . .x2;M�1ðtÞ; . . .x2k�1;0ðtÞ; . . .x2k�1;M�1ðtÞ�T :

Let xn;m

� 	
be the Taylor wavelet sequence, n ¼ 1; 2; . . .; and m ¼ 0; 1; . . .. The

components of the sequence xn;m

� 	
span a Taylor wavelet space for every fixed n.

L xn;m

� 	� � ¼ L2½0; 1� is Banach space.
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2.4 Operational matrix of integration

We have simplified a few Taylor wavelet basis here at k ¼ 1 :

x1;0ðtÞ ¼ 1;

x1;1ðtÞ ¼
ffiffiffi
3

p
t;

x1;2ðtÞ ¼
ffiffiffi
5

p
t2;

x1;3ðtÞ ¼
ffiffiffi
7

p
t3;

x1;4ðtÞ ¼ 3t4;

x1;5ðtÞ ¼
ffiffiffiffiffi
11

p
t5;

x1;6ðtÞ ¼
ffiffiffiffiffi
13

p
t6;

x1;7ðtÞ ¼
ffiffiffiffiffi
15

p
t7;

x1;8ðtÞ ¼
ffiffiffiffiffi
17

p
t8;

x1;9ðtÞ ¼
ffiffiffiffiffi
19

p
t9;

x1;10ðtÞ ¼
ffiffiffiffiffi
21

p
t10;

x1;11ðtÞ ¼
ffiffiffiffiffi
23

p
t11;

and,

x10ðtÞ ¼ ½x1;0ðtÞ;x1;1ðtÞ;x1;2ðtÞ;x1;3ðtÞ;x1;4ðtÞ;x1;5ðtÞ;
x1;6ðtÞ;x1;7ðtÞ;x1;8ðtÞ;x1;9ðtÞ�T :

By integrating the basis mentioned above with respective t from 0 and t and then
expressing integrated wavelet basis as a linear combination is given by;Zt

0

x1;0 tð Þdt ¼ 0
1ffiffiffi
3

p 0 0 0 0 0 0 0 0


 �
x10ðtÞ;

Zt
0

x1;1ðtÞdt ¼ 0 0

ffiffiffi
3

p

2
ffiffiffi
5

p 0 0 0 0 0 0 0


 �
x10ðtÞ;
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Zt
0

x1;2ðtÞdt ¼ 0 0 0

ffiffiffi
5

p

3
ffiffiffi
7

p 0 0 0 0 0 0


 �
x10ðtÞ;

Zt
0

x1;3ðtÞdt ¼ 0 0 0 0

ffiffiffi
7

p

12
0 0 0 0 0


 �
x10ðtÞ;

Zt
0

x1;4ðtÞdt ¼ 0 0 0 0 0
3

5
ffiffiffiffiffi
11

p 0 0 0 0


 �
x10ðtÞ;

Zt
0

x1;5ðtÞdt ¼ 0 0 0 0 0 0

ffiffiffiffiffi
11

p

6
ffiffiffiffiffi
13

p 0 0 0


 �
x10ðtÞ;

Zt
0

x1;6ðtÞdt ¼ 0 0 0 0 0 0 0

ffiffiffiffiffi
13

p

7
ffiffiffiffiffi
15

p 0 0


 �
x10ðtÞ;

Zt
0

x1;7ðtÞdt ¼ 0 0 0 0 0 0 0 0

ffiffiffiffiffi
15

p

8
ffiffiffiffiffi
17

p 0


 �
x10ðtÞ;

Zt
0

x1;8ðtÞdt ¼ 0 0 0 0 0 0 0 0 0

ffiffiffiffiffi
17

p

9
ffiffiffiffiffi
19

p

 �

x10ðtÞ;

Zt
0

x1;9ðtÞdt ¼ 0 0 0 0 0 0 0 0 0 0½ �x10ðtÞ þ
ffiffiffiffiffi
19

p

10
ffiffiffiffiffi
21

p x1;10ðtÞ:

Hence, Zt
0

xðtÞdt ¼ H10�10x10ðtÞ þ x10ðtÞ;

where,
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H10�10 ¼

0
1ffiffiffi
3

p 0 0 0 0 0 0 0 0

0 0

ffiffiffi
3

p

2
ffiffiffi
5

p 0 0 0 0 0 0 0

0 0 0

ffiffiffi
5

p

3
ffiffiffi
7

p 0 0 0 0 0 0

0 0 0 0

ffiffiffi
7

p

12
0 0 0 0 0

0 0 0 0 0
3

5
ffiffiffiffiffi
11

p 0 0 0 0

0 0 0 0 0 0

ffiffiffiffiffi
11

p

6
ffiffiffiffiffi
13

p 0 0 0

0 0 0 0 0 0 0

ffiffiffiffiffi
13

p

7
ffiffiffiffiffi
15

p 0 0

0 0 0 0 0 0 0 0

ffiffiffiffiffi
15

p

8
ffiffiffiffiffi
17

p 0

0 0 0 0 0 0 0 0 0

ffiffiffiffiffi
17

p

9
ffiffiffiffiffi
19

p
0 0 0 0 0 0 0 0 0 0

266666666666666666666666666666666664

377777777777777777777777777777777775

and x10ðtÞ ¼

0
0
0
0
0
0
0
0
0ffiffiffiffiffi

19
p

10
ffiffiffiffiffi
21

p x1;10ðtÞ

266666666666666664

377777777777777775
.

The generalized first integration of n-wavelet basis is denoted as:Zt
0

xðtÞdt ¼ Hn�nxðtÞ þ xðtÞ;

where,
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Hn�n ¼

0
1ffiffiffi
3

p 0 0 0 � � � 0 0

0 0

ffiffiffi
3

p

2
ffiffiffi
5

p 0 0 � � � 0 0

0 0 0

ffiffiffi
5

p

3
ffiffiffi
7

p 0 � � � 0 0

0 0 0 0

ffiffiffi
7

p

12
� � � 0 0

..

. ..
. ..

. ..
. . .

. . .
.

0 0

0 0 0 0 0 0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 n� 2ð Þ þ 1

p
ðn� 1Þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2ðn� 2Þ þ 3
p 0

0 0 0 0 0 � � � 0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 n� 1ð Þ þ 1

p
n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ðn� 1Þ þ 3

p
0 0 0 0 0 � � � 0 0

266666666666666666666666664

377777777777777777777777775

and xnðtÞ ¼

0
0
0
0
0
0
..
.ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2n� 1
p

n
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2nþ 1

p x1;nðtÞ

26666666666664

37777777777775
.

Integrate the above basis once again. Then we have,Zt
0

Zt
0

x1;0ðtÞdtdt ¼ 0 0
1

2
ffiffiffi
5

p 0 0 0 0 0 0 0


 �
x10ðtÞ;

Zt
0

Zt
0

x1;1ðtÞdtdt ¼ 0 0 0
1

2
ffiffiffiffiffi
21

p 0 0 0 0 0 0


 �
x10ðtÞ;

Zt
0

Zt
0

x1;2ðtÞdtdt ¼ 0 0 0 0

ffiffiffi
5

p

36
0 0 0 0 0


 �
x10ðtÞ;

Zt
0

Zt
0

x1;3ðtÞdtdt ¼ 0 0 0 0 0

ffiffiffi
7

p

20
ffiffiffiffiffi
11

p 0 0 0 0


 �
x10ðtÞ;

Zt
0

Zt
0

x1;4ðtÞdtdt ¼ 0 0 0 0 0 0
1

10
ffiffiffiffiffi
13

p 0 0 0


 �
x10ðtÞ;
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Zt
0

Zt
0

x1;5ðtÞdtdt ¼ 0 0 0 0 0 0 0

ffiffiffiffiffi
11

p

42
ffiffiffiffiffi
15

p 0 0


 �
x10ðtÞ;

Zt
0

Zt
0

x1;6ðtÞdtdt ¼ 0 0 0 0 0 0 0 0

ffiffiffiffiffi
13

p

56
ffiffiffiffiffi
17

p 0


 �
x10ðtÞ;

Zt
0

Zt
0

x1;7ðtÞdtdt ¼ 0 0 0 0 0 0 0 0 0

ffiffiffi
5

p

24
ffiffiffiffiffi
57

p

 �

x10ðtÞ;

Zt
0

Zt
0

x1;8ðtÞdtdt ¼ 0 0 0 0 0 0 0 0 0 0½ �x10ðtÞ þ
ffiffiffiffiffi
17

p

90
ffiffiffiffiffi
21

p x1;10ðtÞ;

Zt
0

Zt
0

x1;9ðtÞdtdt ¼ 0 0 0 0 0 0 0 0 0 0½ �x10ðtÞ þ
ffiffiffiffiffi
19

p

110
ffiffiffiffiffi
23

p x1;11ðtÞ:

Hence, Zt
0

Zt
0

xðtÞdtdt ¼ H 0
10�10x10ðtÞ þ x10ðtÞ0;

where

H 0
10�10 ¼

0 0
1

2
ffiffiffi
5

p 0 0 0 0 0 0 0

0 0 0
1

2
ffiffiffiffiffi
21

p 0 0 0 0 0 0

0 0 0 0

ffiffiffi
5

p

36
0 0 0 0 0

0 0 0 0 0

ffiffiffi
7

p

20
ffiffiffiffiffi
11

p 0 0 0 0

0 0 0 0 0 0
1

10
ffiffiffiffiffi
13

p 0 0 0

0 0 0 0 0 0 0

ffiffiffiffiffi
11

p

42
ffiffiffiffiffi
15

p 0 0

0 0 0 0 0 0 0 0

ffiffiffiffiffi
13

p

56
ffiffiffiffiffi
17

p 0

0 0 0 0 0 0 0 0 0

ffiffiffi
5

p

24
ffiffiffiffiffi
57

p
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0

266666666666666666666666666666664

377777777777777777777777777777775

123

Numerical solution for a fractional operator-based mathematical…



and x10ðtÞ0 ¼

0
0
0
0
0
0
0
0ffiffiffiffiffi

17
p

90
ffiffiffiffiffi
21

p x1;10ðtÞffiffiffiffiffi
19

p

110
ffiffiffiffiffi
23

p x1;11ðtÞ

26666666666666666664

37777777777777777775

.

In this way, we can generate the matrices for our convenience.

3 The mathematical model of gliomas

Based on the examination of serial CT scans taken in the final year of a patient with
recurrent anaplastic astrocytoma, many researchers [10, 16–22] created a mathe-
matical model of glioma growth and diffusion. The model explained the gradual
development of the glioma cell population exclusively by diffusion and proliferation,
which can be read in words.

Rate of change of tumour cell density ¼ Growth of tumour cells
þ Diffusion of tumour cells;

and in mathematical terms,

oW r; sð Þ
os

¼ gW r; sð Þ þ Dr2W r; sð Þ ¼ gW r; sð Þ þ D
1

r2
o
or

r2
oW r; sð Þ

or

� �
; ð3:1Þ

where osW r; sð Þ ¼ oW r;sð Þ
os . W r; sð Þ is the cell density at radius r, and time s. g, stands

for the net rate of cell growth and is described as a decimal fraction of each day.r2 is
the Laplacian operator. The diffusion coefficient, D, is measured in cm2 per day. The
researchers [21, 22, 41] modified the model above to include a killing term in
Eq. (3.1).

Rate of change of tumour cell density ¼ Growth of tumour cells
þ Diffusion of tumour cells
� Killing rate of tumour cells:

This can be written in mathematical form

oW r; sð Þ
os

¼ gW r; sð Þ þ D
1

r2
o
or

r2
oW r; sð Þ

or

� �
� ksW r; sð Þ; ð3:2Þ

ks is the killing rate of tumour cells. The Eq. (3.2) can be written in the form as
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oW r; sð Þ
os

¼ W r; sð Þ g � ksð Þ þ D
o2W r; sð Þ

or2
þ 2

r

oW r; sð Þ
or

� �
: ð3:3Þ

Assume that t ¼ 2Ds, and differentiate then

ot ¼ 2Dos;

os
ot

¼ 1

2D
: ð3:4Þ

Assume that U r; tð Þ ¼ rW r; sð Þ and differentiate concerning with t and r, then

oU r; tð Þ
ot

¼ r
oW r; sð Þ

ot
¼ r

oW r; sð Þ
os

os
ot

¼ r

2D

oW r; sð Þ
os

; ð3:5Þ

and

oU r; tð Þ
or

¼ r
oW r; sð Þ

or
þW r; sð Þ: ð3:6Þ

Again, differentiate Eq. (3.5), and we get

o2U r; tð Þ
or2

¼ r
o2W r; sð Þ

or2
þ 2

oW r; sð Þ
or

: ð3:7Þ

Equations (3.5), (3.6), and (3.7) can be written as

oW r; sð Þ
os

¼ 2D

r

oU r; tð Þ
ot

; ð3:8Þ

oW r; sð Þ
or

¼ 1

r

oU r; tð Þ
or

�W r; sð Þ
� �

; ð3:9Þ

o2W r; sð Þ
or2

¼ 1

r

o2U r; tð Þ
or2

� 2
oW r; sð Þ

or

� �
: ð3:10Þ

By substituting the Eqs. (3.8), (3.9), and (3.10) in (3.3), then

oU r; tð Þ
ot

¼ g � ks
2D

U r; tð Þ þ 1

2

o2U r; tð Þ
or2

: ð3:11Þ

If Hðr; tÞ ¼ g�ks
2D U r; tð Þ and U r; t0ð Þ is the initial growth profile, then

oU r; tð Þ
ot

¼ H r; tð Þ þ 1

2

o2U r; tð Þ
or2

;

U r; t0ð Þ ¼ fðrÞ:

You can write the fractional Burgess equation as
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oaU r; tð Þ
ota

¼ H r; tð Þ þ 1

2

o2U r; tð Þ
or2

; ð3:12Þ

with initial condition

U r; t0ð Þ ¼ fðrÞ:

The Caputo derivative operator of order 0\a� 1 is represented by the symbol a.

4 Some theorems on the convergence analysis

Theorem 1 Let Uðr; tÞ in L2ðR� RÞ be a continuous bounded function defined on
½0; 1� � ½0; 1�, then Taylor wavelet expansion of Uðr; tÞ is uniformly converges to it.

Proof Let Uðr; tÞ in L2ðR� RÞ be a continuous function defined on 0; 1½ � � ½0; 1�
and bounded by a real number l. The approximation of Uðr; tÞ is;

U r; tð Þ ¼
X1
n¼1

X1
m¼0

an;mxn;mðrÞxn;mðtÞ;

where,an;m ¼ hU r; tð Þ;xn;mðrÞxn;mðtÞi, and h; i represents inner product. Since
xi;jðrÞxi;jðtÞ are orthogonal functions on ½0; 1�. Then,

an;m ¼
Z1
0

Z1
0

U r; tð Þxn;mðrÞxn;mðtÞdrdt;

an;m ¼
Z1
0

Z
I

U r; tð Þ2k�1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mþ 1

p
Tm 2k�1r � nþ 1

� �
xn;mðtÞdrdt;

where I ¼ n�1
2k�1 ;

n
2k�1

h i
. Put 2k�1r � nþ 1 ¼ x then,

an;m ¼ 2
k�1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mþ 1

p Z1
0

Z1
0

U
x� 1þ n

2k�1 ; t

� �
TmðxÞ dx

2k�1 xn;mðtÞdt;

an;m ¼ 2�
k�1
2ð Þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2mþ 1
p Z1

0

Z1
0

U
x� 1þ n

2k�1 ; t

� �
TmðxÞdx

24 35xn;m tð Þdt:

By generalized mean value theorem for integrals,
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an;m ¼ 2�
k�1
2ð Þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2mþ 1
p Z1

0

U
n� 1þ n

2k�1 ; t

� �
xn;mðtÞdt

Z1
0

TmðxÞdx
24 35;

where n 2 ð0; 1Þ and choose
R1
0
TmðxÞdx ¼ A;

an;m ¼ A2�
k�1
2ð Þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2mþ 1
p Zn2k�1

n�1
2k�1

U
n� 1þ n

2k�1 ; t

� �
2

k�1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mþ 1

p
Tmð2k�1t � nþ 1Þdt;

an;m ¼ A 2mþ 1ð Þ
Zn2k�1

n�1
2k�1

U
n� 1þ n

2k�1 ; t

� �
Tm 2k�1t � nþ 1

� �
dt:

Put 2k�1t � nþ 1 ¼ x then,

an;m ¼ Að2mþ 1Þ
Z1
0

U
n� 1þ n

2k�1 ;
x� 1þ n

2k�1

� �
TmðxÞ dx

2k�1 ;

an;m ¼ Að2mþ 1Þ2�kþ1
Z1
0

U
n� 1þ n

2k�1 ;
x� 1þ n

2k�1

� �
TmðxÞdx:

By generalized mean value theorem for integrals,

an;m ¼ A2�kþ1U
n� 1þ n

2k�1 ;
n1 � 1þ n

2k�1

� �Z1
0

PmðxÞdx;

where, n1 2 ð0; 1Þ and R1
0
Pmðs Þds ¼ B then

an;m ¼ AB 2mþ 1ð Þ2�kþ1U
n� 1þ n

2k�1 ;
n1 � 1þ n

2k�1

� �
; 8 n; n1 2 0; 1ð Þ:

Therefore,

an;m
�� �� ¼ ABð2mþ 1Þ2�kþ1

�� �� U n� 1þ n

2k�1 ;
n1 � 1þ n

2k�1

� ����� ����:
Since U is bounded by l;
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an;m
�� ��� Aj j Bj j 2mþ 1j j 2�kþ1

�� ��l:
Therefore

P1
n¼1

P1
m¼0 an;m is absolutely convergent. Hence, the Taylor wavelet

expansion of Uðr; tÞ converges uniformly.

Theorem 2 [24] Let the Taylor wavelet sequence fxk
n;mðtÞg1k¼1

which are

continuous functions defined in L2ðRÞ in t on ½a; b� converges to the function
xðtÞ in L2ðRÞ uniformly in t on ½a; b�. Then xðtÞ is continuous in L2ðRÞ in t on
½a; b�.
Theorem 3 [24] Let the Taylor wavelet sequence fxk

n;mðtÞg1k¼1
converges itself in

L2ðRÞ uniformly in t on ½a; b�. Then, there is a function xðtÞ is continuous in L2ðRÞ
in t on ½a; b� and lim

k!1
xk

n;mðr; tÞ ¼ xðtÞ8t 2 ½a; b�:

Theorem 4 [25] Let fri ¼ ti=i ¼ 1; 2; . . .; 2k�1M 2g be any set of 2i�1
2kM2 distinct points

in ½a; b� and U r; tð Þ 2 c½a; b�; where c½a; b� is a set of all continuous functions
defined in ½a; b�. U r; tð Þ be the solution of the given partial differential equation; then
there is exactly one linear combination uðr; tÞ of polynomial-based wavelet
functions that satisfy the.

U ri; tið Þ ¼ u ri; tið Þ8 i ¼ 1; 2; . . .; 2k�1M 2:

5 Solution of a model

The primary goal of this part is to introduce a novel method based on Taylor wavelets
for solving the Burgess equation. Consider the fractional linear/nonlinear PDE of the
following type:

oaU r; tð Þ
ota

¼ H r; tð Þ þ 1

2

o2U r; tð Þ
or2

; ð5:1Þ

where r; t are the independent variables, and U is a dependent variable with the given
physical conditions.

U r; 0ð Þ ¼ G1ðrÞ;U 0; tð Þ ¼ G2ðtÞ;U c; tð Þ ¼ G3ðtÞ; ð5:2Þ
where c be any constant, G1ðrÞ;G2ðtÞ; and G3ðtÞ are the real-valued and continuous
functions. Let’s assume,

o3U r; tð Þ
or2ot

� xT ðrÞQxðtÞ; ð5:3Þ

where, xT ðrÞ ¼ x1;0ðrÞ; . . .;x1;M�1ðrÞ; . . .;x2k�1;0ðrÞ; . . .;x2k�1;M�1ðrÞ
h i

;

Q ¼ bi;j
� 

be 2k�1M � 2k�1M unknown matrix such that i; j ¼ 1; . . .; 2k�1M , and
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xðtÞ ¼ x1;0ðtÞ; . . .;x1;M�1ðtÞ; . . .;x2k�1;0ðtÞ; . . .;x2k�1;M�1ðtÞ
h iT

:

By integrating Eq. (5.3) concerning t from limit 0 to t:

o2U r; tð Þ
or2

¼ o2U r; 0ð Þ
or2

þ xT ðrÞQ½HxðtÞ þ xðtÞ�: ð5:4Þ

Now integrate Eq. (5.4) twice concerning to r from 0 to r:

oU r; tð Þ
or

¼ oU 0; tð Þ
or

þ oU r; 0ð Þ
or

� oU 0; 0ð Þ
or

þ ½HxðrÞ þ xðrÞ�TQ½HxðtÞ þ xðtÞ�;
ð5:5Þ

U r; tð Þ ¼ U 0; tð Þ þ U r; 0ð Þ � U 0; 0ð Þ þ r½oU 0; tð Þ
or

� oUð0; 0Þ
or

�

þ ½H 0xðrÞ þ xðrÞ
0
�
T
Q½HxðtÞ þ xðtÞ�:

ð5:6Þ

Put r ¼ c in Eq. (5.6) along with the given physical conditions in Eq. (5.2). We
attain,

G3ðtÞ ¼ G2ðtÞ þ G1 cð Þ � G1 0ð Þ þ c
oU 0; tð Þ

or
� oU 0; 0ð Þ

or


 �
þ lim

r!c
H 0xðrÞ þ xðrÞ

0h iT
Q HxðtÞ þ xðtÞ
h i

;

oU 0; tð Þ
or

� oU 0; 0ð Þ
or


 �
¼ 1

c
G3ðtÞ � G2ðtÞ � G1 cð Þ þ G1 0ð Þ � lim

r!c
H 0xðrÞ þ xðrÞ

0h iT
Q HxðtÞ þ xðtÞ
h i
 �

:

ð5:7Þ

Substitute Eq. (5.7) in Eqs. (5.5) and (5.6)

oU r; tð Þ
or

¼ oG1ðrÞ
or

þ 1

c
G3ðtÞ � G2ðtÞ � G1 cð Þ þ G1 0ð Þ � lim

r!c
H 0xðrÞ þ xðrÞ

0h iT
Q HxðtÞ þ xðtÞ
h i
 �

þ HxðrÞ þ xðrÞ
h iT

Q HxðtÞ þ xðtÞ
h i

;

ð5:8Þ

U r; tð Þ ¼ G2ðtÞ þ G1ðrÞ � G1 0ð Þ þ H 0xðrÞ þ xðrÞ
0h iT

Q HxðtÞ þ xðtÞ
h i

þ r

c
G3ðtÞ � G2ðtÞ � G1 cð Þ þ G1 0ð Þ � lim

r!c
H 0xðrÞ þ xðrÞ

0h iT
Q HxðtÞ þ xðtÞ
h i
 �

:
ð5:9Þ
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Case I: If a ¼ 1 in Eq. (5.1), then differentiate Eq. (5.9) with concerning t. We
obtain,

oU r; tð Þ
ot

¼ d

dt
G2ðtÞ þ d

dt
H 0xðrÞ þ xðrÞ

0h iT
Q HxðtÞ þ xðtÞ
h i
 �

þ r

c

d

dt
G3ðtÞ � G2ðtÞ � G1 cð Þ þ G1 0ð Þ � lim

r!c
H 0xðrÞ þ xðrÞ

0h iT
Q HxðtÞ þ xðtÞ
h i
 �

:

ð5:10Þ

Now fit the U;Ut;Ur; and Urr into Eq. (5.1), and discretise with their respective
collocation points in Eq. (5.11).

Fig. 2 The development of tumour cells in exponential form, for example, 1

Table 1 Projected method solution for the different a values at r ¼ 1, for example, 1

t TWCM

a ¼ 0:6 a ¼ 0:7 a ¼ 0:8 a ¼ 0:9 a ¼ 1

0.1 2:85512798 2:91016960 2:94982230 2:98012183 3:00416602

0.2 3:12723524 3:19387211 3:24426445 3:28521433 3:32011692

0.3 3:53776574 3:57255152 3:60477042 3:63672148 3:66929666

0.4 4:09021420 4:04970251 4:03483491 4:03813797 4:05519996

0.5 4:78844287 4:62918735 4:53832017 4:49332607 4:48168907

0.6 5:63672018 5:31527448 5:11949465 5:00655421 4:95303242

0.7 6:63976350 6:11268126 5:78307572 5:58253976 5:47394739

0.8 7:80278633 7:02662119 6:53427685 6:22649621 6:04964746

0.9 9:13155046 8:06285606 7:37885987 6:94418536 6:68589444
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ri ¼ ti ¼ 2i� 1

2k ½M �2 ; i ¼ 1; 2; . . .; 2k�1 M½ �2: ð5:11Þ

We solve the nonlinear system of algebraic equations using the Newton–Raphson
method to ascertain the values of the unknown coefficients. In Eq. (5.9), substitute
the obtained values of the unknown coefficients to get the deserved approximate
solution for the given PDE.

Case II: Utilizing the notion of Caputo derivative, which is defined in Sect. 2.1,
differentiate Eq. (5.9) fractionally of order a 2 ð0; 1Þ for the given equation. Then we
obtain,

oaU r; tð Þ
ota

¼ da

dta
G2ðtÞ þ da

dta
H 0xðrÞ þ xðrÞ

0h iT
Q HxðtÞ þ xðtÞ
h i
 �

þ r

c

da

dta
G3ðtÞ � G2ðtÞ � G1 cð Þ þ G1 0ð Þ � lim

r!c
H 0xðrÞ þ xðrÞ

0h iT
Q HxðtÞ þ xðtÞ
h i
 �

:

ð5:12Þ

To collocate with the collocation points ri ¼ ti ¼ 2i�1
2k ½M �2 ; i ¼ 1; 2; . . .; 2k�1½M �2, by

replacing U; o
aU r;tð Þ
ota ;Ur; and Urr in (5.1). For finding the unknown coefficients by

applying the Newton–Raphson method to the obtained system of nonlinear algebraic

Fig. 3 Graphical representation of present method solution at different values of k and M and a ¼ 1, for
example, 1
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Fig. 4 Graphical interpretation of present technique solution at different values of a, for example, 1

Table 2 Present method solution for the different values of M at r ¼ 1 and a ¼ 1, for example, 1

t TWCM

M ¼ 2 M ¼ 4 M ¼ 6 M ¼ 8 M ¼ 10

0.1 2:6390� 10�5 7:9038� 10�6 3:5958� 10�7 2:9215� 10�7 2:9215� 10�7

0.2 1:3100� 10�4 3:5087� 10�5 1:4816� 10�6 1:2017� 10�6 1:2017� 10�6

0.3 3:1986� 10�4 8:3030� 10�5 3:4246� 10�6 2:7761� 10�6 2:7761� 10�6

0.4 5:9961� 10�4 1:5336� 10�4 6:2530� 10�6 5:0674� 10�6 5:0674� 10�6

0.5 9:7760� 10�4 2:4790� 10�4 1:0038� 10�5 8:1334� 10�6 8:1334� 10�6

0.6 1:4619� 10�3 3:6863� 10�4 1:4858� 10�5 1:2037� 10�5 1:2037� 10�5

0.7 2:0616� 10�3 5:1776� 10�4 2:0801� 10�5 1:6851� 10�5 1:6851� 10�5

0.8 2:7865� 10�3 6:9773� 10�4 2:7963� 10�5 2:2651� 10�5 2:2651� 10�5

0.9 3:6476� 10�3 9:1123� 10�4 3:6449� 10�5 2:9524� 10�5 2:9524� 10�5
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equations. Substitute the calculated values for the unknown coefficients in Eq. (5.9),
which produces the desired solution of the proposed method.

6 Potential implementations of the proposed methodology

To demonstrate the usefulness of the suggested technique, three different types of
FBEs are tested, simulated, and compared.

Example 1 If H r; tð Þ ¼ 1
2U r; tð Þ, then the FBE (3.12) can be written as [21]

Table 3 Absolute error comparison of the present method with BPCM at r ¼ 1, for example, 1

t TWCM

a ¼ 0:7 at
M ¼ 5

a ¼ 0:8 at
M ¼ 5

a ¼ 0:9 at
M ¼ 5

a ¼ 1 at
M ¼ 8

0.1 9:3996� 10�2 5:4343� 10�2 2:4044� 10�2 2:9215� 10�7

0.3 9:6745� 10�2 6:4526� 10�2 3:2575� 10�2 2:7761� 10�6

0.5 1:4749� 10�1 5:6631� 10�2 1:1637� 10�2 8:1334� 10�6

0.7 6:3873� 10�1 3:0912� 10�1 1:0859� 10�1 1:6851� 10�5

0.9 0:1376� 10�1 6:9296� 10�1 2:5829� 10�1 2:9524� 10�5

BPCM [21]

0.1 2:7376� 10�1 1:4059� 10�1 4:5292� 10�2 1:7012� 10�8

0.3 6:2916� 10�1 3:6310� 10�1 1:4828� 10�1 1:5301� 10�6

0.5 8:8395� 10�1 5:2755� 10�1 2:2681� 10�1 1:5822� 10�5

0.7 0:1109� 10�1 6:7550� 10�1 2:9821� 10�1 1:5822� 10�5

0.9 0:1324� 10�1 8:1897� 10�1 3:6794� 10�1 2:7307� 10�4

Fig. 5 The development of tumour cells in exponential form, for example, 2
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Table 4 Projected method solution for the different a values at r ¼ 1, for example, 2

t TWCM

a ¼ 0:6 a ¼ 0:7 a ¼ 0:8 a ¼ 0:9 a ¼ 1

0.1 0:95613287 1:01117449 1:05082720 1:08112672 1:10517091

0.2 1:02852108 1:09515795 1:14555029 1:18650017 1:22140275

0.3 1:21832788 1:25311366 1:28533256 1:31728362 1:34985880

0.4 1:52683893 1:48632724 1:47145964 1:47476271 1:49182469

0.5 1:95547507 1:79621955 1:70535237 1:66035827 1:64872127

0.6 2:50580655 2:18436086 1:98858103 1:87564059 1:82211880

0.7 3:17956882 2:65248658 2:32288103 2:12234508 2:01375270

0.8 3:97867980 3:20251465 2:71017032 2:40238968 2:22554092

0.9 4:90525913 3:83656473 3:15256853 2:71789403 2:45960311

Fig. 6 Graphical interpretation of projected method solution at different values of k and M and a ¼ 1, for
example, 2
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Table 5 Absolute error for different values of k and M with setting t ¼ 1, for example, 2

r Exact solution TWCM

k ¼ 1 and M ¼ 2 k ¼ 2 and M ¼ 2 k ¼ 1 and M ¼ 4 k ¼ 2 and M ¼ 4

0.1 0:27182818 1:5176� 10�13 1:0119� 10�13 4:4089� 10�14 5:9396� 10�15

0.2 0:54365636 9:1149� 10�13 4:4597� 10�13 1:0438� 10�13 2:1149� 10�14

0.3 0:81548454 2:6728� 10�12 1:0721� 10�12 3:6581� 10�14 1:6614� 10�13

0.4 1:08731273 5:7467� 10�12 1:9853� 10�12 3:5244� 10�13 5:3707� 10�13

0.5 1:35914091 1:0359� 10�11 3:1591� 10�12 1:3041� 10�12 1:2656� 10�12

0.6 1:63096909 1:6655� 10�11 4:5353� 10�12 3:1088� 10�12 2:5066� 10�12

0.7 1:90279727 2:4693� 10�11 6:0234� 10�12 6:1052� 10�12 4:4381� 10�12

0.8 2:17462546 3:4451� 10�11 7:5008� 10�12 1:0680� 10�11 7:2617� 10�12

0.9 2:44645364 4:5822� 10�11 8:8131� 10�12 1:7270� 10�11 1:1202� 10�11

Fig. 7 Graphical judgement of present technique solution at different values of a, for example, 2
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oaU r; tð Þ
ota

¼ 1

2
U r; tð Þ þ 1

2

o2U r; tð Þ
or2

;

with initial condition

U r; 0ð Þ ¼ er:

The analytical solution of the given FBE is U r; tð Þ ¼ erþt for a ¼ 1. This problem
is solved by the projected technique TWCM. As time passes, the radius and density

Table 6 Present method solution for the different values of M at r ¼ 1 and a ¼ 1, for example, 2

t TWCM

M ¼ 2 M ¼ 4 M ¼ 6 M ¼ 8 M ¼ 10

0.1 2:6361� 10�12 3:0508� 10�13 5:2624� 10�14 4:4408� 10�14 4:4408� 10�14

0.2 2:7324� 10�12 1:1057� 10�13 1:9095� 10�14 4:6629� 10�15 4:6629� 10�15

0.3 5:3357� 10�13 5:6599� 10�13 9:9253� 10�14 1:1701� 10�13 1:1701� 10�13

0.4 3:7165� 10�12 1:7117� 10�12 3:0442� 10�13 3:1907� 10�13 3:1907� 10�13

0.5 9:7739� 10�12 3:3184� 10�12 5:9974� 10�13 6:0240� 10�13 6:0240� 10�13

0.6 1:7393� 10�11 5:3839� 10�12 9:9142� 10�13 9:7011� 10�13 9:7011� 10�13

0.7 2:6332� 10�11 7:9096� 10�12 1:4863� 10�12 1:4288� 10�12 1:4288� 10�12

0.8 3:6344� 10�11 1:0903� 10�11 2:0912� 10�12 1:9868� 10�12 1:9868� 10�12

0.9 4:7187� 10�11 1:4378� 10�11 2:8093� 10�12 2:6578� 10�12 2:6578� 10�12

Table 7 Absolute error comparison of the present method with BPCM at r ¼ 1, for example, 2

t TWCM

a ¼ 0:7 a ¼ 0:8 a ¼ 0:9 a ¼ 1

0.1 9:3996� 10�2 5:4343� 10�2 2:4044� 10�2 2:6361� 10�12

0.3 9:6745� 10�2 6:4526� 10�2 3:2575� 10�2 5:3357� 10�13

0.5 1:4749� 10�1 5:6631� 10�2 1:1637� 10�2 9:7739� 10�12

0.7 6:3873� 10�1 6:3873� 10�1 1:0859� 10�1 2:6332� 10�11

0.9 0:1376� 10�1 6:9296� 10�1 2:5829� 10�1 4:7187� 10�11

BPCM [21]

0.1 9:4391� 10�2 4:9615� 10�2 1:6373� 10�2 1:9153� 10�10

0.3 1:9583� 10�1 1:1740� 10�1 4:9677� 10�2 1:4277� 10�8

0.5 2:5214� 10�1 1:5740� 10�1 7:0724� 10�2 1:0309� 10�7

0.7 2:9199� 10�1 1:8654� 10�1 8:6557� 10�2 4:0083� 10�7

0.9 3:2294� 10�1 2:0978� 10�1 9:9400� 10�2 1:1403� 10�6
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of the affected person’s tumour cells increase, as plotted in Fig. 2. Figure 2 exhibits
the tumour cells developing exponentially at a constant rate. Table 1 gives the
projected method solution for different values of a at M ¼ 5. Figure 3 explains the
graphical presentation of the present method solution by varying values of k and M
for integer order. Figure 4 displays the graph of the fractional order solution of our
method at different values of a. Table 2 shows the present method solution at
different values of M . From Table 2, we observed the stability of example 1 at
M ¼ 8, and after increasing M , the solution by the present approach becomes stable.
The present method solution is compared with the Bernoulli polynomial collocation
method (BPCM) [21] at different values of a in Table 3. We used Mathematica
software to simulate these problems.

Example 2 If H r; tð Þ ¼ U r; tð Þ, then the FBE (3.12) can be written as [21]

Fig. 8 The development of tumour cells, for example, 3

Table 8 Projected method solution for the different a values at r ¼ 0:1, for example, 3

t TWCM

a ¼ 0:6 a ¼ 0:7 a ¼ 0:8 a ¼ 0:9 a ¼ 1

0.1 0:78631890 0:78682656 0:78742420 0:78811895 0:78845736

0.2 0:82797299 0:82888541 0:82996148 0:83122136 0:83290912

0.3 0:86828310 0:86949738 0:87093267 0:87262805 0:87546873

0.4 0:90740180 0:90881504 0:91049034 0:91249161 0:91629073

0.5 0:94546387 0:94697316 0:94876927 0:95094680 0:95551144

0.6 0:98258892 0:98409137 0:98588907 0:98811324 0:99325177

0.7 1:01888360 1:02027630 1:02195639 1:02409757 1:02961941

0.8 1:05444341 1:05562346 1:05706673 1:05899530 1:06471073

0.9 1:08935417 1:09021867 1:09130591 1:09289225 1:09861228
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oaU r; tð Þ
ota

¼ U r; tð Þ þ 1

2

o2U r; tð Þ
or2

;

with initial condition

U r; 0ð Þ ¼ r:

The analytical solution of the given FBE is U r; tð Þ ¼ ret for a ¼ 1. Applying the
suggested method and choosing different values of M allows for the solution to this
problem. Figure 5 demonstrates as time goes on, the radius and density of tumour
cells of the affected person increase, and the tumour cells mature in the exponential
form. For the fractional order a, we solved this problem by using Taylor wavelets,
and numerical values are given in Table 4 at M ¼ 2. Figure 6 shows the graphical
interpretation of the suggested method solution at different values of k and M for
a ¼ 1. Table 5 compares absolute errors for different values of k and M . Figure 7
shows the graphical exhibition of the projected technique solution at different a
values. Table 6 gives the stability of example 2 by varying the value of M . At some
instant of M and increasing value of M , the solution becomes stable and unchanged.
Table 7 compares the present technique with the literature method BPCM [21] at
M ¼ 2.

Fig. 9 Graphical presentation of projected method solution at different values of k and M and a ¼ 1, for
example, 3
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Fig. 10 Graphical judgement of present technique solution at different values of a, for example, 3

Table 9 Present method solution for the different values of M at r ¼ 0:1 and a ¼ 1, for example, 3

t TWCM

M ¼ 2 M ¼ 3 M ¼ 6 M ¼ 8 M ¼ 10

0.0 9.6039 �10�5 9.7313 �10�6 5.0000 �10�12 5.0000 �10�12 5.0000 �10�12

0.1 1.9227 �10�4 3.7708 �10�6 5.1746 �10�9 5.1748 �10�9 5.1738 �10�9

0.2 4.6602 �10�4 6.6882 �10�5 4.1364 �10�8 4.1364 �10�8 4.1357 �10�8

0.3 7.2766 �10�4 1.9662 �10�4 1.3959 �10�7 1.3959 �10�7 1.3957 �10�7

0.4 9.7913 �10�4 3.9104 �10�4 3.3088 �10�7 3.3088 �10�7 3.3082 �10�7

0.5 1.2220 �10�3 6.4856 �10�4 6.4624 �10�7 6.4625 �10�7 6.4613 �10�7

0.6 1.4576 �10�3 9.6791 �10�4 1.1167 �10�6 1.1167 �10�6 1.1165 �10�6

0.7 1.6869 �10�3 1.3480 �10�3 1.7733 �10�6 1.7733 �10�6 1.7730 �10�6

0.8 1.9108 �10�3 1.7881 �10�3 2.6470 �10�6 2.6470 �10�6 2.6465 �10�6

0.9 2.1301 �10�3 2.2873 �10�3 3.7688 �10�6 3.7689 �10�6 3.7682 �10�6

1.0 2.3453 �10�3 2.8451 �10�3 5.1699 �10�6 5.1700 �10�6 5.1690 �10�6
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Example 3 If H r; tð Þ ¼ e�U r;tð Þ þ 1
2 e

�2U r;tð Þ, then the FBE (3.12) can be written as
[21]

oaU r; tð Þ
ota

¼ e�U r;tð Þ þ 1

2
e�2U r;tð Þ þ 1

2

o2U r; tð Þ
or2

;

with initial condition

U r; 0ð Þ ¼ lnðr þ 2Þ:

The analytical solution of the given FBE is U r; tð Þ ¼ lnðr þ tþ 2Þ for a ¼ 1. This
problem can be solved using the suggested approach. The graphical analysis of the
growth profile of tumour cells at different times is plotted in Fig. 8. This
figure reveals that, with increasing time tumour exponential growth. Table 8 gives the
current approach solution for different values of a at M ¼ 3. Figure 9 shows the
graphical judgement of the present method solution at different values of k and M for
a ¼ 1. Figure 10 shows the graphical exhibition of the projected technique solution
at different values of a. The stability of example 3 can be observed in Table 9 by
varying the values of M . Table 10 provides a comparison between the current
approach and BPCM [21]. Therefore, even if PDE is nonlinear, the suggested method
works well.

Table 10 Absolute error comparison of the present method with BPCM at r ¼ 1, for example, 3

t TWCM

a ¼ 0:7 at
M ¼ 3

a ¼ 0:8 at
M ¼ 3

a ¼ 0:9 at
M ¼ 3

a ¼ 1 at
M ¼ 6

0.1 2.1474 �10�5 1.5903 �10�5 6.6355 �10�5 3.7708 �10�9

0.3 1.2326 �10�4 1.1824 �10�4 1.5273 �10�4 1.3959 �10�7

0.5 2.1636 �10�4 2.1244 �10�4 2.9336 �10�4 6.4624 �10�7

0.7 3.0088 �10�4 2.9861 �10�4 4.8812 �10�4 1.7733 �10�6

0.9 3.7691 �10�4 3.7684 �10�4 7.3694 �10�4 3.7688 �10�6

BPCM [21]

0.1 2:8170� 10�2 1:4556� 10�2 4:5496� 10�3 7:6955� 10�10

0.3 4:9831� 10�2 2:8885� 10�2 1:1664� 10�2 2:2897� 10�5

0.5 6:0230� 10�2 3:2774� 10�2 1:3337� 10�2 5:6819� 10�6

0.7 8:3800� 10�2 3:8679� 10�2 1:4396� 10�2 6:5341� 10�4

0.9 1:3976� 10�1 5:8018� 10�2 2:0070� 10�2 3:7621� 10�3
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7 Conclusion

A developing area of science is mathematical diffusive modelling for glioma growth
and invasion simulation. The research on glioblastoma brain tumour cells has been
very beneficial in addressing issues related to the formation of gliomas, their formal
genesis, growth, and diffusion, and treatments provided that they exist as a cell type,
and clear evidence will be supplied. The most typical primary brain tumour in adults,
glioblastoma, often have a short survival time. Chemotherapy, radiation therapy, and
surgery are the usual methods of treating brain tumours. In recent years,
mathematical models have been used to research untreated and treated brain
tumours. This study considered the fractional Burgess equation in terms of Caputo. A
method is suggested to solve the model being studied due to the model itself. By
using the properties of Taylor wavelets, we create this method. Finally, the study’s
model is simulated, evaluated, and compared using the suggested technique. With
minor modifications to this method, the current approach can be extended to
mathematical models with higher-order PDEs, higher-order fractional PDEs, time-
delay PDEs, and systems of PDEs.
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