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Abstract
Plant diseases are a vital risk to crop yield and early detection of plant diseases remains a complex task for the farmers due to 
the similar appearance in color, shape, and texture. In this work, authors have proposed an automatic plant disease detection 
technique using deep ensemble neural networks (DENN). Transfer learning is employed to fine-tune the pre-trained models. 
Data augmentation techniques include image enhancement, rotation, scaling, and translation are applied to overcome overfit-
ting. This paper presents a detailed taxonomy on the performance of different pre-trained neural networks and presents the 
performance of a weighted ensemble of those models relevant to plant leaf disease detection. Further, the performance of 
the proposed work is evaluated on publicly available plant village dataset, which comprises of 38 classes collected from 14 
crops. The performance of DENN outperform state-of-the-art pre-trained models such as ResNet 50 & 101, InceptionV3, 
DenseNet 121 & 201, MobileNetV3, and NasNet. Performance evaluation of the proposed model demonstrates that effective 
in categorizing various types of plant diseases that comparatively outperform pre-trained models.

Keywords Deep neural network · Ensemble · Plant disease detection · Pre-trained models · Transfer learning

Introduction

In recent days, automated plant disease detection is evolved 
as one of the vital tasks in precision agriculture. Diseases 
by fungus, bacteria, and insects affect the yield of the crop 
and reduce productivity. Classification of plant leaf diseases 
is a challenging task due to high inter-class similarities and 
complex pattern variations. The growth of plant infections 
can be considerably increased due to changes in the climate. 
Early detection of diseases on leaves of plants is one of the 
major challenges to ensure good productivity in the agri-
culture sector. More than 50% of the plant’s productivity 
has been reduced with diseases, so early identification leads 
to quicker intervention that reduces crop loss. The plant 
pathologists are feeling difficult to diagnose a plant disease 
manually, and even this process is time-consuming and not 
robust. Instead of using traditional shallow machine learn-
ing approaches, in this work we have employed pre-trained 

deep learning models, for the accurate diagnosis of differ-
ent plant leaf diseases in real scenarios. Researchers have 
proposed a wide variety of computer vision-based machine 
learning and deep learning algorithms for accurate clas-
sification of plant diseases. In this scenario, CNN models 
(KC et al. 2019; Klauser 2018) have emerged as powerful 
in performing image segmentation and classification when 
the number of data samples is high. The applications of deep 
learning models are extended to plant disease classification, 
pest classification, classification of damaged and good fruits, 
and weed classification. In this paper, authors are intended 
to improve the performance of plant disease classification 
using deep ensemble neural network using transfer learning 
by fine-tuning the hyper-parameters. These deep learning 
models are optimistic in extracting discriminating features 
with the use of transfer learning. The proposed model can 
extract discriminating features from the leaf images and 
classify the plant leaf diseases with high accuracy.

The main contribution of this work is outlined as follows:

• Presented a thorough study on research contributions 
involved in the segmentation and classification of plant 
leaf diseases.
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• DENN is proposed with the use of transfer learning for 
pre-trained models to decrease the training convergence 
time and to tune the vast number of parameters.

• Performance of the proposed method is evaluated on 
plant village dataset which comprises a total of 54,305 
images belonging to 38 classes. 80% of these images, i.e., 
43,456 are used for model building and the remaining 
10,849 images are used to evaluate the performance of 
the proposed method.

• Performance of the proposed work is evaluated with 
various hyper-parameters such as activation functions, 
number of epochs, batch size, learning rate, and L2 regu-
larizer in improving the classification accuracy.

The rest of this paper is organized as follows: “Related 
work” section presents the thorough survey on literary works 
published in the domain of plant leaf disease detection. 
“Plant leaf disease detection using deep ensemble neural 
network” section illustrates the various deep neural networks 
and proposed deep ensemble neural networks. “Results and 
discussions” section presents the performance evaluation of 
proposed methods with hyperparameters tuning. “Conclu-
sion” section presents the conclusions and future scope of 
the work.

Related work

Deep learning models are used to optimize the plant disease 
detection and describe a hyperspectral image benefits on dif-
ferent scales for plant protection and plant disease detection 
(Thomas et al. 2018). Lee et al. (2020) proposed a technique 
to examine the most relevant plant disease identification by 
using a fine-tuned pre-trained model with IPM and Bing test 
datasets. VGG16 network is used for pest detection and com-
parisons are made with Fast-RCNN and PestNet methods. 
Similarly, GoogLeNet BN and InceptionV3 networks are 
also used to assess the performance in the detection of plant 
diseases with 34 layers of GoogLeNetBN and 48 layers of 
InceptionV3 networks. Liu et al. (2019) presented a PestNet 
to examine the detection of the pest in plant leaves by using 
the region-based approach, and it mainly focused on feature 
enhancement and extraction.

The performance evaluation of plant disease classification 
(Too et al. 2019) is done by using different deep learning 
architectures such as VGG16, Inception V4 101, ResNet 
152, and DenseNet 121. The DenseNet 121 shows the high-
est accuracy than the other deep neural network methods. 
Fuentes et al. (2017) proposed a robust method to detect 
and classify the pest diseases that occurred in tomato plants. 
Zhang et al. (2018) proposed a model to classify the leaf 
diseases by using deep convolutional neural networks as 
pre-trained models. The CNN pre-trained models such as 

AlexNet, GoogLeNet, and ResNet models are used to detect 
the tomato leaf diseases. The ResNet method is used for 
identifying the leaf diseases of tomato plants and obtain the 
best accuracy result with stochastic gradient descent (SGD). 
Sladojevic et al. (2016) suggested a novel method to identify 
13 diseases that occurred in plants and distinguish healthy 
plant leaves from their surroundings. Ferentinos (2018), Sha-
rif et al. (2018), Arnal Barbedo (2019) projected a machine 
learning method to explore the lesions and spots of the 
plants without considering the entire leaf. They introduced 
a hybridization approach to detect citrus plant diseases by 
using CNN methods. The lesion spot detection is done using 
segmentation from the citrus fruits and classified with mul-
tiple support vector machine (M-SVM). The color, geomet-
ric, and textures features are extracted from the citrus plant 
and then those are fused into a codebook. Barbedo (2018) 
made an investigation of deep learning factors influence in 
recognition of diseases in different plants. Thenmozhi and 
Srinivasulu Reddy (2019) proposed a model to evaluate the 
crop pest classification by using standard pre-trained models 
such as AlexNet, ResNet, VGGNet, and GoogLeNet. Pre-
trained models achieved higher accuracy in the agriculture 
sector for crop protection. Knoll et al. (2018) demonstrated 
a method that efficiently improves organic farming with the 
help of deep learning models.

The CNN classifiers are used to identify the diseases in 
carrots and weeds. Iqbal et al. (2018) conducted a review on 
citrus plants with different techniques of CNN models. In the 
pre-processing phase, images are acquisited using sensors 
and transferred to the next phase. In the next phase, an image 
has been divided into different segments called segmentation 
used to detect the region of interest (RoI) from an image. In 
the third phase, features such as texture, color, shape, SIFT, 
SURF, and HOG are extracted from RoI. Finally, classifi-
cation methods are used to access the performance. Karle-
kar and Seal (2020) proposed a SoyNet to extract the plant 
leaf disease detection from the complex soybean images. 
Deep learning models have been used for the recognition 
of segmented soybean plant diseases. Amara et al. (2017) 
developed a deep learning model to classify banana leaves. 
The effectiveness of this model demonstrates that the pre-
liminary results with LeNet CNN architecture to classify the 
dataset. Türkoğlu and Hanbay (2019) made a performance 
analysis with deep learning models with traditional meth-
ods, the comparison made with nine different and powerful 
architectures of deep neural networks. The recommended 
architectures are depending on the extraction of deep fea-
tures and the features have less computational complexity 
compared with other methods of transfer learning. Saleem 
et al. (2019) makes a comprehensive explanation about the 
different deep learning methods to visualize the various dis-
eases and classification of diseases in plants and evaluat-
ing the methods with several performance metrics are used. 
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Rangarajan et al. (2018) proposed a method to classify the 
tomato crop diseases with the help of standard deep learn-
ing algorithms such as VGG16 and AlexNet. Mohanty et al. 
(2016) described CNN models to identify and analyze the 
plant disease by utilizing image-based crop disease detec-
tion. Cruz et al. (2017) proposed a vision-based system that 
demonstrates transfer learning and trained on thousands of 
leaf images. They presented a novel algorithm to show the 
qualitative, quantitative, and automatic detection of dis-
eases in plants. Saleem and Potgieter (2020) presented a 
comparative study of various optimizers and Saleem et al. 
(2020) proposed a deep learning meta-architecture including 
the SSD (single short multibox detector), F-RCNN (faster 
RCNN), and RFCN (region-based fully convolutional net-
works) models to detect the plant diseases. Guo et al. (2020) 
proposed a model by integrating RPN (region proposal net-
work) algorithm, CV (Chan-Vese) algorithm, and TL (trans-
fer learning) algorithms to effectively recognize the plant 
diseases in complex environment. Jasim (2020) proposed a 
robust methodology to detect and classify the plant and leaf 
diseases with accurate and fast based on computer facilities 
and deep learning techniques. Harte (2020) demonstrates 
how CNN models are used to empower small-holder farmers 
against plant leaf diseases out of healthy leaf tissue. Reddy 
(2019) proposed a framework to distinguish healthy leaves 
and diseased leaves by utilizing the preprocessing techniques 
of image processing. Boulent et al. (2019) developed a web 
application by using CNN models to automatically be iden-
tifying the crop diseases. Author provides procedure and 
guidelines to maximize the potential of CNNs deployed in 
real-world applications.

Plant leaf disease detection using deep 
ensemble neural network

In this work, the authors propose a robust and effective 
model to detect Bapat et al. (2020) plant leaf diseases. To 
minimize false positive and false negative with limited 
computation resources, a deep ensemble neural network is 

proposed with transfer learning. The architecture of the pro-
posed methodology is given in Fig. 1.

Firstly, preprocessing is applied to improve the quality of 
the image and quantitatively concern on contrast and bright-
ness of the image. The preprocessing methods include image 
enhancement, color space transformation, resizing, and 
noise removal. In this work, firstly performance evaluation 
of uni-modal pre-trained neural networks such as ResNet, 
Dense Net, InceptionV3, and NasNet Mobile version is done 
by resizing the leaf image to 224*224*3.

DenseNet

In CNN Networks, DenseNets are used to simplify the con-
nectivity pattern among the layers. In this net, every layer 
directly connected with other layers to solve the limitation of 
maximum information flow. DenseNets have a smaller num-
ber of feature maps when compared with traditional CNN. 
DenseNet exploits the potentials of the layers through fea-
ture reuse. DenseNet resolves the issues that occurred by the 
gradients. Each layer of the DenseNet model has straight-
forward access with the grades from the input images along 
with a loss function of gradients. A traditional feed-forward 
network is used in the DenseNet, and the output of each layer 
is associated with the preceding layer by performing a com-
posite operation. These operations include pooling layers, 
batch normalization, and an activation function.

The equation for this would be

In the ResNet, this equation is extended by including the 
skip connection, reformulating as:

DenseNets are concatenating the input layers and output 
layers but do not sum the outgoing feature maps with the 
incoming feature maps. Consequently, the equation reshapes 
again into:

(1)Xn = Hn

(
Xn−1

)

(2)Xn = Hn

(
Xn−1

)
+
(
Xn−1

)

Plant Village 
Dataset

Train 
Dataset

Test 
Dataset

Data 
Pre-processing DENN

Performance 
evaluation metrics
Loss, Accuracy, 
Precision, Recall,   
F Score

Fig. 1  Architecture of the proposed work
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DenseNets model can be segmented into small blocks 
called Dense Block. The layers of the Dense Blocks are 
known as transition layers and take care of down-sampling 
while applying batch normalization. In this model, there is 
a change in the number of filters, but the dimensions of the 
feature maps remain constant. The dimensions of each chan-
nel will be increased due to the concatenation of the feature 
map of every layer. In every time, Hn is used to produce k 
feature maps then the generalized nth layer is:

k is the growth rate of this hyperparameter. At each layer, 
the growth rate of hyperparameter k is regulated about the 
level of information is added to the network. DenseNets are, 
the input volumes and output of two operations are con-
catenated, the action of adding information to the shared 
information of the network and concatenating the k feature 
maps of information.

NasNet mobile

In convolution neural network, the AutoML and neural 
architecture search (NAS) are the new kings. NasNet con-
volutional neural network is trained with millions of images 
that are collected from the dataset called ImageNet. The 
network learned with a powerful feature to recognize the 
images, size of the image we are taken to the input is 224 
* 224. The algorithm of the NasNet model searches for the 
finest CNN architecture and architecture of NasNet is shown 
in Fig. 2.

NasNet is divided into two variants NasNetMobile and 
NasNetLarge. NasNetMobile network is a lighter version 
when compared to NasNetLarge. It utilizes the search strat-
egy to scan for the best convolutional layers or cells on rela-
tively small image datasets. The convolution cells are used 
to get better performance classification and smaller compu-
tational budgets. With these convolutional cells, normal and 

(3)Xn = Hn

([
x0, x1, x2,… , xn−1

])

(4)kn = k0 + k ∗ (n − 1)

reduction cells are built to extend the utilization of NasNet 
for images of any size. The normal cells and reduction cells 
are combined in various manners, and there was a group 
of NasNet structures that accomplished the most accessible 
CNN design with low computation. In NasNet, though the 
overall architecture is predefined as below, the cells or build-
ing blocks that are searched by the strengthening learning 
search method, i.e., the number of initial convolutional fil-
ters is as free parameters, and N is the number of repetitions 
used for scaling. In the computation with the normal cell, 
the size of the feature-map will not be changed when com-
pared to the convolutional cells. But reduction cell reduces 
the height and width of the feature map with the factor of 
two. The controller recurrent neural network (RNN) searches 
only the structures of the cells.

Residual networks (ResNet)

ResNet is one of the popular deep learning architectures with 
variants in number of layers as 50, 101 and 152 (Too et al. 
2019). The learning of ResNet is done through residual rep-
resentation of a framework. The prior layer output is taken as 
an input to the very next layer without performing any kind 
of modifications. ResNet has characteristics such as localiza-
tion and recognition; divide the large image into small seg-
ments to recognize the diseased part in the plant leaf. ResNet 
comprises of two kinds of blocks called Convolutional and 
Identity. A collection of residual models can form a build-
ing block to construct the Resnet. These residual entities are 
organized as pooling, convolution, and batch normalization 
layers (Fig. 3).

Each unit can be expressed as

where xn is the input, xn+1 is the output of nth unit, and f is 
the residual function of the nth unit.

(5)yn = h
(
xn
)
+ f

(
xn,Wn

)

(6)xn+1 = f
(
yn
)

ConvInput
Reduction 

Cell
Normal 

Cell
Normal 

Cell
Fully 

Connected 
Output SoftmaxReduction

Cell

Fig. 2  Generic architecture of the NasNet Mobile
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h(xn) is the identity mapping of ReLu function. In ResNet, 
the vanishing gradient problem does not encounter due to 
backpropagation. The residual representation has the short-
cut networks which are equivalent to the simple convolu-
tional layers. After some weight layers, the skip connections 
are used to add the input values to the output after some 
weight layers (Figs. 4 and 5).

Fifty parameterized layers are used to deploy the 
ResNet-50 model with recurrent connections as residual 

(7)h
(
xn
)
= xn

blocks with transfer learning. Similarly, ResNet-101 con-
sists of 101 parameterized layers. These residual blocks are 
meant to expand the depth of the layer and reduce the size 
of the output. Ultimately, a personalized Softmax layer can 
be defined for the identification of plant diseases with L2 
regularizer. The ResNet-50 includes a fully connected lay-
ers, which is created prior to the Softmax output layer, a 
7 × 7 average pooling layers through stride7, residual build-
ing blocks are 16, a 7 × 7 convolution layer and a 3 × 3 max 
pooling layer with stride 2.

Activation SoftmaxConv BN Max 
Pool

Identity BlockConvolution Block

Fig. 3  Generic architecture of ResNet
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Fig. 4  Architecture of convolutional block in ResNet
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Proposed deep ensemble neural network

In recent literature, the ensemble approach is evolved as one 
of the efficient and robust approaches and known as a meta-
algorithm. It could be used for various objectives that are 
reducing the variance of a model, improve predictions, and 
optimizes bias. The ensemble method is used to create a 
new model from the information gathered from the various 
individual predictive models. The ensemble model overtakes 
the uni-models with its soothing nature and architecture of 
the proposed work is given in Fig. 6.

In this work, the ensemble model is designed using 
various pre-trained CNN models such as Resnet, Inception 
V3, NasNet Mobile and Densenet. Given algorithm pre-
sents a detailed explanation of the proposed method. Let 
D = {ResNet 50, Resnet 101V2, Inception V3, Dense201, 
Densenet121, Mobile Net V3, and NasNet Mobile} is the set 
of pre-trained models. Each model in the ensemble method 
is fine-tuned with the diseased and healthy images of 13 
different types of plants in the dataset (Mi, Ni), where M con-
sisting the number of images, each of size, 224 × 224, and N 
is the corresponding labels of images, N = {n/n ∊ {Black_rot, 
Leaf_blight, Bacterial_spot, Early_blight, Healthy, etc.}}. 
Mini batches are formed by dividing the training set with 
the size of n, which enhances the accuracy of deep learning 
models by decreasing the empirical loss:

Overfitting and feature selection are carried through L2 
regularizer also known as ridge regression. Ridge regression 
adds a squared magnitude of coefficient as penalty term to the 
above loss function. If � is high, then it adds too much weight 
and leads to underfitting. In this work, it was set to 0.01.

Here, the CNN models are defined as h(m,w) that predicts 
the class n with input m, and d(·) is the defined entropy loss 
function. The Nesterov-accelerated adaptive moment estima-
tion is used to update the learning parameters;

The ensemble method is used to combine the predic-
tions of various methods and produce a cohesive result. The 
ensemble method combines the predictive scores of separate 
models and ensures better accuracy. The proposed ensemble 
result is given as:

(8)D
(
w,Mi

)
=

1

n

∑
m∈Mi,n∈Ni

l(h(m,w), n)

(9)L2 = �

p∑
i=1

�2
i

(10)wt+1 = wt −
𝛼√
v̂ + c

⎛
⎜⎜⎝
𝛽1 �mt +

�
1 − 𝛽1

� 𝜕

𝜕wt

E
�
wt,Mi

�

1 − 𝛽 t
1

⎞⎟⎟⎠

(11)m∗ = argmax
a

∑
∀h ∫ H h

�
w,mtest

�

�D�

Fig. 6  Architecture of the 
proposed deep ensemble neural 
network
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Results and discussions

In this section, performing the evaluation of various pre-
trained models of CNN and proposed deep ensemble neural 
network (DENN) is carried on plant village dataset on a 
high-end GPU machine.

About dataset

Kaggle is the largest data science community with tools and 
resources such as datasets. In this work, the performance of 
the recommended model is estimated on a dataset collected 
from plant village. This dataset comprises RGB images of 
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both infected and healthy leaves collected uniformly from 
14 different types of crops including Tomato, Blueberry, 
Cherry, Corn, Apple, Strawberry, Orange, Peach, etc. The 
plant village dataset comprises of 38 various crop diseases 
put together with a total of 43,456 plant leaf samples for 
model building and other 10,849 images for estimating the 
performance of the proposed model. The 38 different classes 
of crops and the number of train and test samples are given 
in Table 1.

Performance evaluation metrics

The experimentation is conducted using Keras framework 
using TensorFlow-GPU NVIDIA-based workstation. To cal-
culate the performance of the proposed method, authors used 
metrics such as accuracy, precision, F-score, recall, and loss. 
The calculated accuracy can be defined in terms of positive 
and negative classes:

Table 1  About plant village 
dataset samples

Crop Class #Train samples #Test samples

Blueberry Healthy 1202 300
Apple Cedar_apple_rust 220 55

Apple_scab 504 126
Healthy 1316 329
Black_rot 497 124

Cherry Powdery_mildew 842 210
Healthy 684 170

Orange Haunglongbing_(Citrus_greening) 4406 1101
Corn Cercospora_leaf_spotGray_leaf_spot 411 102

Common_rust 954 238
Northern_Leaf_Blight 788 197
Healthy 930 232

Peach Bacterial_spot 1838 459
Healthy 288 72

Grape Leaf_blight_(Isariopsis_Leaf_Spot) 861 215
Black_rot 944 236
Esca_(Black_Measles) 1107 276
Healthy 339 84

Pepper Bacterial_spot 798 199
Healthy 1183 295

Potato Early_blight 800 200
Late_blight 800 200
Healthy 122 30

Raspberry Healthy 297 74
Soybean Healthy 4072 1018
Squash Powdery_mildew 1468 367
Strawberry Leaf_scorch 888 221

Healthy 365 91
Tomato Septoria_leaf_spot 1417 354

Bacterial_spot 1702 425
Early_blight 800 200
Target_Spot 1124 280
Late_blight 1528 381
Tomato_mosaic_virus 299 74
Leaf_Mold 762 190
Tomato_Yellow_Leaf_Curl_Virus 4286 1071
Spider_mites Two-spotted_spider_mite 1341 335
Healthy 1273 318
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where TP (True Positives) can be defined as the number of 
instances classified correctly, FP (False Positives) can be 
defined as the number of misclassified instances. TN (True 
Negatives) can be defined as the number of instances that 
are classified correctly from the rest of the classes, and FN 
(False Negatives) is the number of instances misclassified 
from the rest of the classes under observation.

Recall/sensitivity is defined as the ratio of TP and total 
actual positive

Precision is defined as the ratio of TP and Total predicted 
as positive

F1-score is the weighted harmonic mean of precision and 
recall. It is used to measure the balance between precision 
and recall values.

All these metrics yields score amongst 0 and 1, here 1 
defined as the best score and 0 for the worst.

Hyperparameter tuning

The set of parameters that can affect the learning of the 
model is referred to as hyperparameters. These parameters 
include the number of layers, number of epochs, activation 
functions, learning rate, etc. The following tables illus-
trate the configuration of hyper-parameters used in these 
pre-trained models. During experimentation, after several 
attempts, authors fixed the learning rate, momentum, and 
regularizer factor. The performance of the proposed plant 
leaf disease detection is done using different pre-trained 
models such as NasNet, DenseNet, InceptionV3, and 

(12)Accuracy =
TP + TN

TP + TN + FP + FN

(13)Recall =
TP

TP + FN

(14)Precision =
TP

TP + FP

(15)F1 = 2
Precision × Recall

Precision + Recall

ResNet50. Every model has been evaluated with various 
optimizers for 30 epochs (Table 2).

Performance evaluation of various pre‑trained 
networks

The pre-trained model ResNet101 has101 layers, with train-
able parameters as 42,606,758 and 97,664 as non-trainable 
parameters. ResNet 101 has achieved high accuracy of 99% 
with Adamax and lower accuracy of 76% with rmsprop. 
Inception V3 has a depth of 48 layers, having 13,701,926 as 
trainable and 8,178,720 as non-trainable parameters. Incep-
tion V3 has achieved 97% of accuracy with Adam and higher 
accuracy of 98% with all other optimizers.

DenseNet 201 has a depth of 201 with 6,992,806 as train-
able parameters and 83,648 as non-trainable parameters. 
With ADAMAX, ADAGRAD and NADAM as an optimizer, 
DenseNet 201 got an accuracy of 99% and given 96.9% 
with Adam. DenseNet121 has a depth of 121 layers, with a 
number of trainable parameters as 6,992,806 and a number 
of non-trainable parameters as 83,648. DenseNet 121 has 
achieved an accuracy of 98% with SGD and AdaGrad, and 
poor performance was given with NADAM. MobileNet V3 
has 3,245,926 trainable parameters and 21,888 non-train-
able parameters. This MobileNet version 3 with SGD has 
achieved an accuracy of 96%. With ADAM and AdaMax, 
MobileNet V3 has given a maximum of 99% accuracy. It has 
consistent performance with all the optimizers and bit low 
accuracy was given with SGD.

NasNetMobile version has 4,273,144 trainable param-
eters and 36,738 non-trainable parameters. During experi-
mentation, the performance of NasNet outperformed other 
pre-trained models with majority of optimizers. NasNet has 
yielded 99% of accuracy with Adam, Adamax, Nadam, and 
RmsProp. 96% is the lowest performance presented with 
Adagrad.

ResNet 50 has a depth of 50 layers and it has a total 
of 23,665,574 parameters. This ResNet 50model has 
23,612,454 trainable and 53,120 non-trainable parameters. 
As like NasNet Mobile, ResNet 50 also shown better per-
formance with all activation functions. But the trainable 

Table 2  Configuration details of 
various pre-trained models Pre-trained models ResNet 50& 101V2, Inception V3, Dense 121 & 

201, Mobile Net V3, NasNet Mobile
Image size 224 * 224
No. of epochs 30
Batch size 8
Momentum 0.9
Optimizers Adam, Adamax, Adagrad, Sgd, Nadam, and 

Rmsprop
Learning rate 0.001
Regularizer L2 with factor as 0.01
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parameters are quite high when compared with NasNet 
Mobile. ResNet 50 have yielded an accuracy of 99% with 
SGD, ADAM, ADAGRAD, and ADAMAX. It has presented 
the poor performance with RMSPROP. Figures 7 and 8 pre-
sent the loss and accuracy curves of pre-trained models with 
various optimizers.

Accuracy comparison of pre-trained models with various 
optimizers is given in Fig. 9.

Further, the performance of the deep ensemble neural 
network is evaluated on plant village (Fig.  10) dataset by 
combining various pre-trained models. In this section, to 
check the performance of DENN, two individual low-per-
forming models are combined with one good model. Firstly, 
DenseNet201 and ResNet101 are combined with Mobile 
NasNet, and then performance is evaluated on plant village 
dataset, and the proposed DENN has achieved an accuracy 

Fig. 7  Loss curves of pre-trained models with various optimizers a SGD, b RMSPROP c NADAM d ADAMAX e ADAM f ADAGRAD
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of 99.99%. Later, InceptionV3 and ResNet101 are combined 
with Mobile Net V3 and achieved an accuracy of 99.99%. 
In all the other aspects, the proposed ensemble model has 
achieved an accuracy of 100%. From the results, the pro-
posed DENN has outperformed all the pre-trained models 
(Table 3).

Finally, the performance of the proposed model is com-
pared with other literature models on plant village dataset. 

In Szegedy et al. (2016), authors applied Inception V3 to 
detect pest diseases and achieved an accuracy of 98.33%. 
In Simonyan and Zisserman (2015), authors demonstrated 
the performance of VGG 16 on plant village dataset and 
achieved 99% accuracy. Further, Mohanty et  al. (2016) 
applied GoogLeNet and Too et al. (2019) applied DenseNet 
121 achieved an accuracy of 99.35% and 99.75%, respec-
tively. From the experimentation, our proposed DENN 

Fig. 8  Accuracy curves of pre-trained models with various optimizers a SGD, b RMSPROP c NADAM d ADAMAX e ADAM f ADAGRAD
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model with transfer learning outperforms the pre-trained 
models such as DenseNet, ResNet, Inception and NasNet 
on plant village dataset (Fig. 11).

Conclusion

Plant diseases affect the growth of their respective crops; 
therefore, their early detection is very important. Crop yield 
and quality are drastically affected by various kinds of dis-
eases, fungus, and insects. In this work, pre-trained models are 
employed for vision-based plant disease classification includ-
ing Inception V3, ResNet 50 & 101, DenseNet 121 & 201, 
NasNet Mobile. In this work, the authors proposed a robust 
and efficient deep ensemble neural network with various pre-
trained models for plant leaf disease classification. Data aug-
mentation techniques and transfer learning are employed to 
fine-tune the parameters in the network. Further, the perfor-
mance of the proposed work is evaluated on publicly available 
plant village dataset, which comprises of 38 classes collected 
from 14 crops. From the experimental results, it is evident that 
the proposed ensemble technique with a minimum number of 
computations has achieved high classification accuracy when 
compared with pre-trained models.

Fig. 9  Accuracy comparison of 
pre-trained models with various 
activation functions
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Fig. 10  Performance compari-
son of pre-trained models with 
various activation functions

Table 3  Performance evaluation of proposed DENN

Method Accuracy(%)

NasNetM0.9962 +  DenseNet2010.0025 +  ResNet1010.0012 99.99
MobileNet0.8146 +  InceptionV30.1851 +  ResNet1010.0003

MobileNet0.3451 +  Densenet1210.6541 +  DenseNet20
10.0009

100

MobileNet0.2728 +  Densenet1210.5721 +  InceptionV
30.1552

MobileNet0.0014 +  Densenet1210.0263 +  NasNetM0.9724

MobileNet0.3475 +  Densenet1210.6523 +  ResNet1010.0003

Densenet1210.0798 +  DenseNet2010.5000 +  ResNet5
00.9202

DenseNet2010.0039 +  ResNet500.9862 +  ResNet1010.0099

MobileNet0.3580 +  Densenet1210.6401 +  ResNet1010.0019
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