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Abstract
With the development of robotics, the application of robots has gradually evolved from industrial scenes to more intelligent 
service scenarios. For multitasking operations of robots in complex and uncertain environments, the traditional manual 
coding method is not only cumbersome but also unable to adapt to sudden changes in the environment. Imitation learning 
that avoids learning skills from scratch by using the expert demonstration has become the most effective way for robotic 
manipulation. The paper is intended to provide the survey of imitation learning of robotic manipulation and explore the future 
research trend. The review of the art of imitation learning for robotic manipulation involves three aspects that are demonstra-
tion, representation and learning algorithms. Towards the end of the paper, we highlight areas of future research potential.
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1  Introduction

Traditionally, the manipulation capabilities of robots are 
acquired by hard coding. Different programs are required 
to adjust to different tasks and environments. It is difficult 
for the robot to handle dynamically changing events. This 
directly affects the flexibility and efficiency of the robot, and 
thus more intelligent methods are required to improve the 
manipulation capabilities of robots.

With the rapid development of artificial intelligence, 
machine learning methods are used to make robot learn 
and acquire manipulation skills in dynamic environment, 
which makes up for the defects of traditional programming 
methods. Nowadays, imitation learning, which is also known 
as learning by demonstration, apprenticeship learning, has 

become the most effective way for robots to acquire skills 
(Yang et al. 2016). Compared with traditional methods, the 
imitation learning algorithm avoids tedious codes designed 
for specific scenes and specific tasks (Hussein et al. 2017). 
The advantages of imitation learning mechanisms are sum-
marized as follows.

•	 Enhancing adaptability If an individual robot has the 
ability to imitate by observing the movements of oth-
ers, it is possible to quickly learn useful actions and then 
adapt to the new environment.

•	 Improving communication efficiency Imitation provides 
individuals with an effective means of non-verbal com-
munication so that individuals can learn from other indi-
viduals of different types or different hardware. Since 
a large amount of important information is sent during 
each action, communication through imitation is also 
efficient.

•	 Improving learning efficiency The high efficiency of 
the learning process is the most important advantage 
of imitation learning. When an individual acquires a 
new behavior, it will spread quickly in the population. 
Imitation combines the learning abilities of all individu-
als, allowing useful behavior to spread quickly, thereby 
increasing the adaptability and viability of the entire 
group.

•	 Compatible with other learning mechanisms Imitation 
learning can be combined with other machine learning 
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mechanisms, such as reinforcement learning that can 
improve the speed and accuracy of imitation learning.

Benefiting from these advantages, imitation learning 
has developed rapidly in recent years and has become a hot 
research topic in the area of robotic learning. The process of 
the imitation learning of robotic system generally consists 
of three parts: demonstration, representation and imitation 
learning algorithm, as shown in Fig. 1. We will analyze the 
current research status of these three parts in the following 
section.

2 � Imitation learning for robotic 
manipulation

2.1 � Demonstration

In the robotic manipulation learning process, operation 
information acquisition is the process of the impersona-
tor obtaining the teacher’s operation information through 
“observation”, which is the basis of the imitation learning 
process (Attia and Dayan 2018). Currently, the demonstra-
tion methods of imitation learning are roughly divided into 
two categories: indirect demonstration and direct demonstra-
tion (Kumar et al. 2016).

Indirect demonstration does not involve contact with the 
robot, instead, the demonstration is built in a separate envi-
ronment and manipulation information is collected during 
the teaching process (Wan et al. 2017). Indirect teaching 

often uses visual systems (Sermanet et al. 2018) and wear-
able devices (Edmonds et  al. 2017) to directly capture 
human motion information for robots to generate anthro-
pomorphic operations, as shown in Fig. 2. Visual indirect 
teaching involves observing the teacher’s image through 
machine learning, the high learning speed of this method has 
made it a hot research topic. However, such teaching sam-
ples lack some information, especially tactile information 
that is crucial for robotic manipulation. Wearable indirect 
teaching collects samples through wearable sensors, often 
obtaining more accurate and rich information (Fang et al. 
2017a). However, since indirect teaching is separated from 
the robot and the operating characteristics of the robot itself 
are not considered, the quality of demonstration cannot be 
guaranteed.

Direct demonstration obtains teaching samples directly 
from the robot, making the process fast and simple. And 
the robot’s action is more precise. Direct teaching can be 
divided into kinesthetic teaching (Amir and Matteo 2018) 
and teleoperation teaching (Zhang et al. 2018), as shown in 
Fig. 3. Kinesthetic teaching means that the operator directly 
contacts and guides the robot to complete a certain action, 
and the robot collects information by itself (Gaspar et al. 
2018). This teaching method does not need to consider the 
different kinematic parameters between the robot and the 
human body, and the collected training data has less noise, 
reflecting a control process that is intuitive. Imitation learn-
ing based on kinesthetic teaching methods has become very 
popular. However, robots suitable for this type of interaction 
must be passively controllable and require direct contact. 
Therefore, it is not suitable for robots with multiple degrees 
of freedom, such as multiple degrees of freedom robotic arm 
or dual-arm robots.

Teleoperation teaching can be done by joystick (Yang 
et al. 2017), tactile sensor (Argall and Billard 2010), control 
panel (Schreiber et al. 2010), infrared sensor (Jin et al. 2016), 
wearable device (Fang et al. 2017b) and other remote control 
devices to teach. The demonstrator is not bounded by the 
robot itself during the teaching process, and safety is guar-
anteed since there is no direct contact between the teacher 
and the robot (Liu and Wang 2018). Thus, teleoperation Fig. 1   Framework of imitation learning for robotic manipulation

Fig. 2   Example of indirect 
teaching
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demonstration shows obvious advantages such as high safety 
and wide application range (Gong et al. 2018), and it can 
obtain high-quality teaching samples through teleopera-
tion. For this purpose, Li Feifei’s team built the RoboTurk 
network platform for demonstrations collection (Ajay et al. 
2018). The demonstrator can use a mobile phone or mouse 
to freely remotely operate the robot arm, thus conveniently 
obtaining a large dataset, as shown in Fig. 4. Despite these 
advantages, most of the current teleoperations are merely 
teaching based on posture or trajectory, and lack of informa-
tion on the actual operational force, making it difficult for 
the robot to perform the task of fine operation.

2.2 � Representation

After the demonstrator completes the manipulation, the 
sample may contain many features, such as its environment, 
operational objects, etc. However, in most demonstrations, 
the operating environment is often so complex that it con-
tains a large amount of irrelevant and redundant features that 
don’t exactly match the robot. This forbids the robot from 
completing subsequent imitation operations. Therefore, it 
is important to characterize the demonstration sufficiently 
and efficiently into a form that can be both recognized and 
applied by the robot (Alibeigi et al. 2017). In imitation learn-
ing, manipulation demonstration can be divided into three 
types: symbolic characterization, trajectory characterization, 
and motion-state spatial characterization (Osa et al. 2017).

In symbolic characterization, the strategy that a robot 
generates through learning is a series of options, each of 
which contains a subsequence of actions sorted by time. Dif-
ferent tasks are accomplished by selecting different options 
in the list. For the complex task it is difficult to be accom-
plished by the single action, the symbolic representation 
strategy characterizes the complex task by sorting the simple 
action sequence in the options. Symbolic representation is 
a high-level behavioral representation of robots in imitation 
learning. The advantages are: (1) The same basic action can 
be reused to accomplish different tasks. (2) Convenient to 
replace the actions in the option’s action sequence to adjust 
the relevant motion plan. Imitation learning with symbolic 
representation is a convenient and feasible way to improve 
the intelligence of multi-modal integrative robots, and it also 
provides a practical solution for solving complex, multi-step 
task learning problems. However, when facing complex and 
fine-grained transformations, it is difficult to achieve accu-
rate segmentation and ordering of motions by means of sym-
bolic characterization, which makes it difficult to achieve 
effective operational characterization.

Trajectory characterization can be understood as the map-
ping of task-related conditions and trajectories, which is a 
lower-level representation comparing to symbolic represen-
tation. The task-related conditions here may be the initial 
state and the target state of the system, such as the initial 
position of the gripper in a grabbing task and the target posi-
tion of the object being grasped. And the trajectories can 

Fig. 3   Direct teaching example

Fig. 4   Roboturk remote learn-
ing data collection platform
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be abstracted into time series of system states or inputs. In 
symbolic representation, individual actions in the sequence 
of actions can be characterized by means of trajectory char-
acterization. Trajectory characterization is like the dynamic 
motion primitive method in behavioral cloning (Pastor et al. 
2009), which introduces an additional forcing term in the 
critically damped spring system to normalize its characteri-
zation of complex individual actions. Another example is 
the probabilistic motion primitive method used in Dermy’s 
paper (Dermy et al. 2017), which describes the trajectory as 
a motion primitive distributed by probability. In practical 
applications, Yang’s paper (Yang et al. 2017) extracted the 
impedance of the human body and applied it to the robot, 
which extended the dynamic motion primitive method. How-
ever, the method of trajectory characterization requires that 
the teaching sample contains as many dynamic features as 
possible, which makes it difficult to be performed on sam-
ples containing only non-dynamic features such as images 
and touch.

The action-state space is characterized differently from 
symbolic characterization and trajectory characterization. 
Instead of generating a series of complete executable strat-
egy options and action sequences in advance, it generates 
a series of action-state decisions that are determined when 
a certain state occurs. The corresponding control actions 
establish the mapping relationship between the task-related 
conditions and the system state to the control actions. The 
method of motion-state space representation is used in 
dynamic system stability observation method of behavio-
ral cloning. This method obtains a nonlinear autonomous 
dynamic system capable of generating action-state decision 
(Khansari-Zadeh and Billard 2011). Action-state space char-
acterization also includes the inverse reinforcement learning 
method used in Faha et al.’s (2018) and Piot et al.’s (2016) 
paper, which assumes the optimality of expert teaching and 
learns the reward function and uses the reward function to 
generate an action-state decision. However, because the 
action-state space is characterized by a series of decisions 
describing short-term or instantaneous behavior, it is easy 
to accumulate the characterization error in the process of 
long-term representation.

Demonstrations may contain a wide variety of features 
such as dynamics, vision, and touch. Yang indicates the 
dynamic characteristics of the joint angle, joint velocity 
and end pose of the robot arm are generated by teaching, 
and the operation is characterized by the trajectory charac-
terization (Yang et al. 2018). The humanoid robot made by 
Hwang et al. (2016) simulates human motion through visual 
observation, creating a three-dimensional image sequence 
using a stereoscopic vision capture system, and the extracted 
visual features are then used to estimate the trajectory of the 
teacher. In addition to dynamics and visual features, tactile 
information is also of great importance. The introduction 

of tactile sequences in operational teaching and imitation 
has also become a recent hot research topic. In the past few 
years, many machine learning methods, such as nearest 
neighbor, support vector machine, Gaussian process, and 
nonparametric Bayesian learning, have been successfully 
used for tactile material identification. The tactile features 
are firstly introduced in Liu et al. (2019), which improves 
the success rate of robotic cap opening operations. At pre-
sent, most of the research still focused on the operational 
characterization of dynamics and visual features. However, 
multimodal information combined with tactile features can 
extend the operational characterization to obtain better char-
acterization results. Therefore, the study of multimodal oper-
ational information characterization has great significance 
in imitation learning.

2.3 � Imitation learning algorithm

In the complete process of robotic imitation learning, dem-
onstration teaching provides a teaching sample contain-
ing rich features, operation characterization characterizes 
the features in the teaching sample as valid forms that the 
robot can recognize. The ultimate goal of imitative learn-
ing is to make the robot “master” behavior, which means 
that the robot has to reproduce the behavior and generalize 
the behavior into other unknown scenes. The process that 
robots use the teaching information to “master” behavior 
can be called operation imitation. The current mainstream 
methods of operational imitation are roughly divided into 
three categories: behavioral cloning, inverse reinforcement 
learning, and adversarial imitation learning.

Behavioral cloning method uses the teaching informa-
tion to establish a direct mapping of state and task-related 
conditions with trajectories and actions, similar to the fea-
ture-tag in supervised learning (Torabi et al. 2018). Accord-
ing to whether it depends on the model, it can be divided 
into model-based behavioral cloning and non-model-based 
behavioral cloning. Based on operational characterization, 
it can be divided into behavioral cloning of trajectory char-
acterization, behavioral cloning of state-action space char-
acterization and symbolic representation behavior clone. 
There are many types of behavioral cloning methods that are 
freely combined according to the above two classification 
methods. Examples are the dynamic motion primitives in 
Ijspeert et al. (2013) and the mixed motion primitive meth-
ods used in Gams et al. (2014) and Amor et al. (2014), such 
methods can generate continuous, smooth and generalizable 
representations in terms of trajectories. In Andrew (2015), 
picture information is taken as the state, and steering wheel 
angle is taken as the action, thus the state-action space deci-
sion is learned. The above operation imitation method does 
not need to consider the model. This is because based on 
the characteristics of the model, the actions or trajectories 
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generated by learning the teaching information are prone to 
be unreachable and not executable during the execution of 
the robot (Wu et al. 2019). Therefore, in Finn et al. (2016), 
a dynamic model of robot with high-degree of freedom is 
established using a deep network. However, in the case of a 
limited number of samples, the strategy obtained by behav-
ioral cloning is not very adaptable.

The inverse reinforcement learning method restores 
the reward function representing the expert’s intention by 
assuming the optimality of the expert teaching informa-
tion and uses the reinforcement learning method to obtain 
the final control strategy based on the reward function 
(Montaser et al. 2019; Rajeswaran et al. 2018). The advan-
tage of inverse reinforcement learning is that in the case of 
insufficient teaching samples, the reward function can be 
obtained in reverse, resulting in a generalized strategy (Jus-
tin et al. 2018). Similar to the classification of behavioral 
cloning, inverse reinforcement learning can also be classified 
according to whether it depends on the model and the three 
characterizations. Ratliff et al. (2006) find a reward function 
that can make the optimal strategy the most different from 
other strategies (Zucker et al. 2011). Based on this, it can be 
generalized to a reward function that can be used for nonlin-
earity. Ziebart et al. (2008) used the probabilistic model to 
propose the inverse reinforcement learning of the maximum 
entropy model, which overcame the random deviation of the 
reward function caused by the expert teaching preference. 
In terms of application, Finn et al. (2017) obtained a non-
linear reward function through inverse reinforcement learn-
ing, which can guide the robotic arm to complete complex 
housework tasks. Inverse reinforcement learning restores the 
reward function based on the optimality of the expert teach-
ing information, making the strategy generated less effective 
in an environment that is very different from the teaching 
environment.

Behavioral cloning and inverse reinforcement learning 
methods only learn strategies from expert teaching infor-
mation and do not interact with expert teaching informa-
tion to further optimize learning strategies (Cai et al. 2019). 
The generation of adversarial imitation learning is a method 
of completing imitation learning in combination with the 
generative adversarial nets (Goodfellow et al. 2014), which 
confronts the generated trajectory with the expert teaching 
trajectory, distinguishes the expert trajectory or the imitator 
trajectory by the classifier, and then performs iterative con-
frontation training to make the distribution between the two 
as close as possible to complete the operational imitation 
(Kuefler and Morton 2017; Ho 2016). Baram et al. proposed 
a method based on forward model to make the stochastic 
strategy completely differentiable to generate imitation 
learning (Baram et al. 2017). Henderson et al. (2018) pro-
posed an imitation learning method for the optional frame-
work of hierarchical strategy. It all implements an extension 

to the generation of adversarial learning methods. Confront-
ing the imitation generated trajectory to the expert teaching 
trajectory and simulating whether the generated trajectory 
is reachable and executable are essential to the process. 
Therefore, the system with insufficient model information 
will seriously affect the generation of adversarial imitation 
learning.

3 � Discussion and conclusions

In summary, imitation learning has become an important key 
technology in the field of robot operation. However, the cur-
rent research work in this area still faces many challenges, 
which are summarized as follows:

1.	 Demonstration Although great progress has been made 
in teaching via wearable devices, most of teleopera-
tion teachings only consider the position and posture, 
and most of them are the mechanical arms of the end 
jaws, lacking information about the overall operation 
of the hand-arm system. For a multi-degree-of-freedom 
humanoid manipulator, it is necessary to consider the 
operational configuration, position, attitude, and the dex-
terous hand’s operating force, that is, the tactile teach-
ing. But how to integrate multimodal teaching methods 
to achieve high-quality teaching samples remains a chal-
lenging issue.

2.	 Representation Using the teaching operation sample to 
characterize the learning state and operational intent of 
the teacher is an important step in imitation learning. 
Most of the current research focuses on the trajectory 
or visual representation. Although visual and tactile 
representations in our teaching samples can provide 
more information to imitation learning, how to exploit 
the correlation between visual and tactile information 
with robotic operations and how to learn the charac-
terization of multimodal information are very important 
issues in practical applications. Research in this area has 
just begun. And it is not only the cornerstone of opera-
tional characterization but also an important direction 
for future multimodal teaching information characteriza-
tion.

3.	 Learning The existing imitative operation learning has 
a low utilization rate of teaching samples, and cannot 
achieve efficient strategy learning. At the same time, the 
operation of the imitation learning algorithm is more 
sensible for multi-modal characteristics, operational 
space locality, and small samples which pose a great 
challenge to the generalization of imitation operations. 
How to design an efficient robotic imitation learning 
framework is still at the forefront of robot learning.
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In general, the multi-modal imitation learning of 
robotic operation technology provides a more efficient and 
high-quality way for the robot to better grasp the opera-
tional skills, which is of great significance for improving 
the operational intelligence of robots. There are still many 
challenging academic problems in this field, and it is nec-
essary to carry out in-depth exploration and analysis from 
the perspectives of signal processing, machine learning, 
and robot operation theory.
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