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Abstract
The European Union Emissions Trading System (EU ETS) is the largest cap-and-trade system in the world. Price instabil-
ity and allowance oversupply are two characteristics that affect the objectives and the efficiency of this policy. In this work, 
we investigate the impact of storing allowances (“banking”) on the allowance price and the power of the financial sector 
in the trading network of the ETS. To that end, we use data from the EU Transaction Log (EUTL) along with data on the 
most important allowance price determinants. We apply a multiple regression analysis that considers many important price 
determinants that are both endogenous and exogenous to the ETS, and quantify how the allowance price depends on the total 
volume of stored allowances. Our analysis indicates that banking is a notable—though not the dominant—price determinant, 
and quantifies its significance. Moreover, we study the role of financial nodes in the ETS trading network. Analyzing the 
betweenness centrality of financial, regulated, and governmental entities in the trading network of ETS over a period of more 
than 10 years, we provide strong evidence of the significant power of financial entities in the ETS trading network, which 
arises due to their role as intermediaries in allowance trading. Our work could provide the basis for a compact and relatively 
simple tool to evaluate and estimate the performance of one of the most prominent environmental policies, the EU ETS.

Keywords  Emission trading system · EUA banking · Allowance price · Multiple linear regression · ETS trading network

Introduction

The European Union Emissions Trading System (EU ETS) 
(European Parliament 2003) was introduced in 2005 as the 
main tool for European countries to meet the obligations of 
the Kyoto Protocol (United Nations 1998). It is a complex 
multinational cap-and-trade system, the largest of its kind in 
the world. The ETS covers thousands of industrial installa-
tions and several aviation companies in Europe (European 
Commission 2015). It aims not only to reduce air pollution 
from greenhouse gas (GhG) emissions in a cost-effective and 
environmentally friendly way, but also to promote invest-
ment in low-emission technologies throughout Europe 
(European Commission 2015). The EU ETS was instigated 
in 2005 and is currently in its third phase of operation.

Under the cap-and-trade principle, the total volume of 
GhG emissions in Europe is limited by a cap on the total 
volume of allowances, which decreases annually. Every year, 
regulated entities (i.e., corporations responsible for GhG 
emissions) must surrender allowances that compensate for 
their annual GhG emissions. A European Union allowance 
(EUA) gives its owner the right to emit one metric ton of 
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carbon dioxide ( CO2 ) [or the equivalent volume of other 
greenhouse gases, such as nitrous oxide ( N2O ) and per-
fluorocarbons (PFCs)]. Within the GhG emissions cap, every 
regulated entity receives for free or buys (in an auction or 
from other ETS participants) allowances to compensate for 
its volume of emissions. Regulated entities with excess (i.e., 
unused) allowances can either store them for future use or 
trade them with other ETS participants. The former practice 
is known as banking. Excess allowances can be sold either 
to other regulated entities or to financial entities (i.e., cor-
porations that do not emit GhGs and participate in the ETS 
only through allowance trading), thus creating a secondary 
allowance market within the ETS. Financial derivatives of 
allowances and a limited number of credits from “green” 
projects around the world may also be traded on the second-
ary market (see European Commission 2015).

Since its very beginning, the EU ETS has been of con-
siderable interest to both scholars and policy makers—espe-
cially its market side and some observed instabilities in the 
allowance price (see Ellerman et al. 2015a; Hintermann 
et al. 2015; Martin et al. 2015). Some previous works have 
commented on how the allowance price is susceptible to 
exogenous economic shocks, to various structural changes 
between phases, and to strategic planning by ETS par-
ticipants (see Hintermann 2010; Rickels et al. 2015; Creti 
et al. 2012; Chung et al. 2018). Banking makes it possi-
ble to store allowances, which results in an increase in the 
supply of allowances in the future. The fact that banking 
was not allowed between phase I (2005–2007) and phase 
II (2008–2012) of the ETS caused, in combination with the 
allowance oversupply, a notable decrease in the allowance 
price towards the end of phase I (see Ellerman et al. 2015a). 
Therefore, it is interesting to investigate how participants 
interact in the ETS trading network, and to what extent their 
strategic decisions about banking affect the allowance price.

Contribution

In the work reported in this paper, we investigated the 
impact of banking on the allowance price and the power 
of the financial sector in the trading network of the ETS. 
Our study was based on data collected from the EU Trans-
action Log (EUTL 2019), along with various data that we 
collected from different data sources, including information 
on the most important price determinants (e.g., coal, oil, and 
natural gas prices, economic and production indices). The 
EUTL provides detailed information about the date and the 
volume of every allowance transaction from the beginning of 
the ETS until 3 years ago (see also the “Transaction log and 
account holder classification” section). Using this informa-
tion, we were able to determine the volume of allowances 
owned by any entity participating in the ETS at any point in 
time, as well as the annual volume of free allowances and 

surrendered allowances for each regulated entity. Moreo-
ver, we were able to reproduce the ETS trading network and 
understand which entities played a crucial role in allowance 
trading in each phase of the system.

A key step in our study was to identify all of the entities 
(firms or bureaus: account holders in the terminology of 
EUTL; see also the “Accounts and account types” section) 
and classify them into three types: regulated, financial, and 
governmental, according to their main role in the system. 
Our classification, described in the “Account holder clas-
sification” section, is principled and easy to reproduce. We 
believe that our classification approach is more accurate than 
previous approaches; see, for example, Betz and Schmidt 
(2016) and Borghesi and Flori (2016), or the classification 
based on a regular expression analysis of the account holder 
legal names (Karpf et al. 2018).

Another key step in our analysis was to calculate (as 
accurately as possible) the volume of banked allowances 
over time (see the section “Calculation of banking volume”). 
Banking is the volume of allowances owned by a regulated 
entity in excess of the volume that the entity is obliged to 
surrender at the end of the current system’s cycle (the com-
pliance cycle or compliance year). So, the banking of a regu-
lated entity is defined only on an annual basis at the end of 
the compliance year. Therefore, we introduced the notion of 
a wallet (see the section “Calculation of banking volume”), 
which allowed us to estimate the volume of stored allow-
ances for any entity on a monthly basis.

We applied a multiple linear regression to determine the 
relationships of the explanatory variables (the calculated 
banking/wallet along with other data derived from the EUTL 
and the most important price determinants) with the EUA 
price (see the section “Banking volume as a price determi-
nant”). Our analysis indicates that banking is a notable—
though not the dominant—price determinant, and quanti-
fies its significance (see also the section “Discussion of the 
results”). To the best of our knowledge, ours is the first work 
to provide detailed statistical evidence supporting the theory 
that banking affects the allowance price (and smoothens its 
fluctuations over time).

Last but not least, we employed a network science 
approach to understand and quantify the role of financial 
entities in the ETS trading network. In network science, the 
interactions of people or organizations are studied using 
notions and techniques from graph theory. Network science 
is an interdisciplinary area of research with many diverse 
applications in fields such as sociology (Watts and Strogatz 
1998), recommendation systems (Stan et al. 2014), finance 
(Roy and Sarkar 2011), and marketing (Webster and Morri-
son 2004). In this work, we reproduced the ETS trading net-
work, with each entity represented by a node and each trans-
action by an edge. Analyzing the betweenness centrality (see 
Section 2.2.4 in Jackson 2008) of the regulated, financial, 
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and governmental entities during all quarters from the begin-
ning of the ETS in 2005 until March 2016, we obtained 
strong evidence for the significant power of financial entities 
in the ETS trading network, which arises due to their role as 
intermediaries in allowance trading (see the section “Analy-
sis of the allowance trade network” for more details). More 
specifically, we discovered that financial entities dominate 
the set of entities with the highest betweenness centrality 
scores, and that this phenomenon is amplified as we move 
towards higher percentiles (with respect to the betweenness 
centrality distribution; see the section “Betweenness central-
ity distribution in the ETS trading network”).

Structure of the paper

We start (in the section “The European Union Emissions 
Trading System: operation and facts”) with a primer on the 
operation and structure of the ETS, where we include some 
details about the volume of free allowances, verified emis-
sions, and allowance price. In the section “Related work,” 
we discuss some previous investigations that are relevant 
to our study. Then, in the section “Transaction log and 
account holder classification,” we discuss data available in 
the EUTL, different account types, and our classification of 
account holders into regulated, financial, and governmental 
entities. Next, the section “Calculation of banking volume” 
presents all the details of the banking and monthly wallet 
calculations for regulated and financial entities. The mul-
tiple regression analysis that is used to quantify the impact 
of banking on the allowance price is outlined in the sec-
tion “Banking volume as a price determinant.” After that, the 
betweenness centrality analysis of the ETS trading network, 
which quantifies the significance of the financial entities, is 
presented in the section “Analysis of the allowance trade 
network." We conclude the paper with a brief summary of 
our findings and some directions for further research in the 
section “Conclusions and future work.”

The European Union Emissions Trading 
System: operation and facts

The EU ETS is the largest cap-and-trade system in the world, 
regulating 31 European countries (the 28 EU members and 
Iceland, Norway, and Liechtenstein). Cap and trade is an 
environmental policy where the regulator (the EU) imposes 
an upper limit on the overall emissions (the cap) for a given 
period (a year). The cap is divided into allowances, and any 
regulated emitter (a regulated entity) must possess and sub-
mit an amount of allowances equal to its actual emissions by 
the end of the regulating period. The idea is that the cost of 
the allowances internalizes the negative externality caused 
by the polluter. The cap imposes a bound on overall air 

pollution and incentivizes the regulated entities to invest in 
emission abatement technologies. However, different com-
panies from different industry sectors cannot abate with the 
same ease and at the same cost. Furthermore, the regulator 
does not expect entities to provide information on the emis-
sion abatement options that they utilize. In theory, allow-
ance trading allows regulated entities to determine the least 
expensive option (a mix of abatement investment and allow-
ance acquisition) to meet their production requirements.

In this section, we outline the structure, basic principles, 
and main functionality of the EU ETS. We deliberately avoid 
presenting detailed information on the history of the ETS. 
For more detailed information about the structure, design 
principles, functionality, and history of the ETS, readers 
should refer to European Commission (2015).

Allowances, the cap, and compliance cycles

There are two types of allowances within the EU ETS: EU 
Allowances (EUAs) for stationary installations and EU 
Aviation Allowances (EUAAs) for aviation corporations.1 
For simplicity and brevity, we mostly refer to both of these 
types of allowances as EUAs (or simply “allowances”) in 
this paper. In 2013, which marks the beginning of phase 
III of the ETS, the cap was set slightly above 2 billion 
EUAs for stationary installations and 38 million EUAAs 
for aviation (European Commission 2015). During phase 
III (2013–2020), the cap has reduced annually by 1.75%. 
The annual reduction target has been set to 2.2% for phase 
IV (2021–2030).

The ETS operates on an annual basis. According to the 
European Commission (2015), regulated firms receive free 
allowances (if they are eligible) each February,2 and submit 
the necessary amount of allowances for compliance by the 
end of April the following year.3 The term compliance cycle 
is used for the periodic process of allocating free EUAs, 
monitoring emissions, and surrendering EUAs.

Free allocation and auctioning

During phase I of the ETS (2005–2007), most of the EUAs 
(95%) were allocated for free based on historical emis-
sions data; the rest were auctioned to firms. The percent-
age of free EUAs then dropped annually. During phase III 

1  Aviation has been regulated since mid-2012.
2  Inspecting the EUTL dataset, we found that the actual date on 
which regulated firms received their free allowances varied to some 
extent.
3  It is possible for a regulated firm to surrender an appropriate 
amount of allowances after the end of April. Late surrenders are, 
however, subject to a fine of €100 per allowance.
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(2013–2020), almost half of the EUAs have been bought 
through an auction.

As for the allocation of free EUAs, each firm in the same 
industry sector receives the same volume of free EUAs per 
unit activity (the exact definition of “unit activity” depends 
on the sector). After phase III, the volume of free EUAs 
per unit activity in each sector will be calculated based on 
the average emissions of the 10% most efficient installations 
within the particular sector—a quantity usually referred to 
as the benchmark (European Commission 2015). The cal-
culation of the free allowance volume therefore rewards the 
regulated firms that do their best to reduce their emissions. 
There are two notable exceptions from the free allowance 
calculation method described above. Industry sectors or 
installations that are at risk of carbon leakage4 may receive 
more free EUAs, which may cover up to 100% of their emis-
sions. On the other hand, power generators have not received 
any free allowances since 2013 (with the exception of power 
generators in certain member states where the modernization 
of the power generation sector is subsidized).

Auctioning is designed to be the main allowance alloca-
tion mechanism within the ETS. The auction format is single 
round, sealed bid, and uniform price (European Commision 
2010, 2015). Auctions are organized frequently (several 
times per week) through auction platforms such as Euro-
pean Energy Exchange AG (EEX 2019) and ICE Futures 
Europe (ICE 2019). Table 1 summarizes the volume of 
verified emissions and free allowances since 2015 and the 

volume and the average price of EUAs bought in auctions 
since 2012. The table shows that there has been a gradual 
decrease in the volume of free allowances, a gradual increase 
in the volume of auctioned ones, and a significant change 
in the average price of auctioned allowances in the last few 
years.

Allowance trading, offsets, and banking

Regulated firms and other financial entities participating 
in the EU ETS can trade allowances either privately (mov-
ing allowances from one firm/entity to another) or through 
allowance brokers (which match buyers and sellers). Trad-
ing can also be performed in the spot market on allowance 
exchanges (e.g., EEX, ICE) or through EUA futures or for-
ward contracts. A spot transaction is an immediate settle-
ment, which means that the allowances are delivered and 
paid directly, while a futures/forward transaction5 takes 
place at a predetermined price and time in the future. In 
principle, the possibility of allowance trading (in its various 
forms) introduces flexibility into the ETS, helping to stabi-
lize the EUA at a level comparable to the average marginal 
abatement cost across different industry sectors.

Moreover, the EU ETS allows the use of certain cred-
its (known as offsets) from flexible mechanisms under the 
Kyoto Protocol (United Nations 1998; European Parlia-
ment 2003; European Commission 2015). Instead of buying 
EUAs, a regulated firm could invest in projects that reduce 

Table 1   Volumes of verified 
emissions and free and 
auctioned allowances in the last 
few years, as well as the average 
price of auctioned allowances 
since 2012

NA indicates that we were not able to collect reliable data for those years

Year Verified emis-
sions ( 106)

Free allow-
ances ( 106)

Auctioned allowances 
via EEX ( 106)

Annual average 
price EEX (€)

Revenue via 
EEX (€106)

2005 2014 2089 NA NA NA
2006 2036 2064 NA NA NA
2007 2165 2145 NA NA NA
2008 2120 1958 NA NA NA
2009 1880 1972 NA NA NA
2010 1939 1998 NA NA NA
2011 1904 2017 NA NA NA
2012 1951 2228 105 7.24 649
2013 1962 1045 731 4.38 3204
2014 1869 971 469 5.91 2767
2015 1860 905 572 7.61 4347
2016 1812 865 640 5.25 3370
2017 1818 815 849 5.8 4915
2018 1749 752 819 15.56 12,573

4  Carbon leakage refers to the situation where a corporation trans-
fers its production or activity to other countries with weaker emission 
constraints.

5  The main difference between futures and forward contracts is that a 
futures contract is standardized whereas a forward contract is tailor-
made.
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GhG emissions elsewhere in the world. Since 2013, offsets 
have been exchanged with EUAs before surrendering.6

EUAs are also bankable across years (and, since phase 
II, across different phases). Participating entities may store 
allowances for future use; this is an important characteristic 
of the EU ETS called banking. More information about it 
can be found in the “Calculation of banking volume” section.

Early failures and remedies

In order to set the initial cap in 2005, the EU used historical 
data on emission volumes. When the verified emissions were 
calculated and published for the first time, it was evident that 
the actual needs had been overestimated and the cap was too 
loose. The financial crisis of 2008 resulted in less industrial 
activity, and thus in a lower demand for allowances. As the 
overall annual supply of allowances was greater than the 
annual demand, a substantial volume of allowance surplus 
accumulated. This trend only changed in 2015, when the 
demand for EUAs exceeded supply for the first time (Euro-
pean Environmental Agency 2017). Yet, in 2017, the total 
surplus was about 1.7 billion allowances, a volume large 
enough to cover the total demand for a whole year (European 
Environmental Agency 2017)!

As a short-term measure to decrease the excessive volume 
of allowance surplus, the EU postponed the auction of 0.9 
billion allowances that had been scheduled to take place in 
2014–2016 (European Commission 2015). This practice is 
usually referred to as back-loading. Back-loading does not 
reduce the overall supply but it does smoothen its distribu-
tion over time. A long-term solution would be the creation 
of a market stability reserve, which could mitigate the effect 
of any significant deviation between allowance supply and 
demand. Roughly speaking, a market stability reserve could 
remove allowances from the system during periods of exces-
sive surplus and inject allowances into the system during 
periods of excessive deficit, thus constantly balancing supply 
and demand in a smooth and prompt way.

Related work

This paper contains results from two related areas: (1) EUA 
price formation and determinants and (2) EUA market struc-
ture and network characteristics.

EUA price formation and determinants

Since the launch of the ETS in 2005, allowance price deter-
minants have been studied extensively due to the importance 

of understanding allowance price dynamics. In theory, the 
EUA price is determined by business-as-usual emissions 
and marginal abatement costs. More specifically, given a 
predetermined emissions cap, the allowance price should 
be equal to the marginal abatement costs of the regulated 
entities (Montgomery 1972; Phaneuf and Requate 2017). 
GhG emission abatement can be achieved either by invest-
ing in cleaner technologies or by reducing production levels 
(Delarue et al. 2010).

Early studies on the drivers of the EUA price showed that 
energy prices, weather variations, offset usage, industrial 
activity, and economic variations were significant EUA price 
determinants. Since fuel switching is considered a short-
run investment for abatement, and as natural gas and coal 
prices are strongly correlated with power production levels 
and price, they affect the demand for allowances and the 
EUA price (Christiansen et al. 2005; Convery and Redmond 
2007). Brent prices (oil) are considered the main driver of 
natural gas prices, and ultimately of the EUA price (Kanen 
2006; Alberola et al. 2008). Weather variations also affect 
the EUA price. Considering the fact that energy demand is 
a U-shaped function of the average temperature, extremely 
high or low temperatures tend to increase power consump-
tion, which should result in an increase in the EUA price 
(Mansanet-Bataller et  al. 2007; Alberola et  al. 2008). 
Another factor that affects the EUA price, by increasing the 
allowance supply, is the usage of Kyoto offsets (see the sec-
tion “Allowance trading, offsets, and banking”) for compli-
ance. Klepper and Peterson (2006) showed that offset usage 
reduces the allowance price by one-third.

Following the literature discussed above, more recent 
studies on this topic have also focused on identifying the 
EUA price determinants as the system changes between 
phases I and III. Experimental evidence suggests that dur-
ing the recent economic crisis, reduced production levels led 
to lower GhG emissions and to a significant decrease in the 
EUA price (Declercq et al. 2011; Grubb et al. 2012; Eller-
man et al. 2015a). Many recent studies have also included 
production and economic indices in order to capture the 
effects of macroeconomics on the EUA price. Hintermann 
(2010) examines the peculiar price fall that occurred at the 
end of phase I, and to what extent the EUA price was deter-
mined by market fundamentals related to aggregate mar-
ginal abatement costs. By constructing a model that is a 
function of important price determinants, he finds that the 
model provides a good fit well after the price crash, whereas 
the variables that explained the EUA price in the precrash 
period are lagged allowance price changes. He concludes 
that more searching is needed to identify the true allow-
ance price drivers, and he proposes four future fields of 
interest for this issue, including market power and hedging 
by firms. Rickels et al. (2015) also examine the impacts of 
various fundamental factors such as fuel prices, economic 6  Prior to 2013, offsets enlarged the existing surplus of allowances.
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activity, and weather variations on the EUA price. Based 
on data up to 2010, their results show significant influences 
of gas, coal, and oil prices, of economic activity, and of 
some weather variations. The overall results suggest that the 
price dynamics are better explained by a fundamentals-based 
model than a purely autoregressive model, but time series 
characteristics are intrinsic to the problem and are needed to 
enhance forecasting. Creti et al. (2012) investigate whether 
the EUA price determinants for phase I still hold for phase 
II of the EU ETS. They highlight that, while the oil price, 
equity price index, and the switching price between gas and 
coal were significant determinants of the EUA price in the 
second phase of the EU ETS, the switching price did not 
play a key role in the first phase. Koch et al. (2014) use a 
Newey–West estimator for OLS regression on the EUA price 
during phase II of the EU ETS. In this analysis, the authors 
take into consideration fuel prices and economic indicators. 
They also introduce variables relating to wind and solar 
electricity production and find that these variables are the 
second most important price determinant. Upon calculating 
the equilibrium prices, the EUA price was found to be close 
to its equilibrium value, whereas it was overvalued at the 
beginning of phase II and undervalued at the end of 2009. 
Chung et al. (2018) use Granger causality to show that the 
EUA price has a one-sided causal effect on the electricity 
price and the natural gas price, while the causal relationship 
between CERs and EUAs disappears. Secondly, they show 
that during phase III, all variables except for the minimum 
temperature have been positively correlated to the EUA 
price. Finally, using forecast error variance decomposition, 
they compare the correlations between the variables and the 
EUA price. The greatest influence on the current EUA price 
is the past EUA price, followed by the electricity price, and 
lastly the natural gas price.

While all the above factors have been well studied in rela-
tion to predicting the EUA price, some are missing from 
the literature on EUA price determinants. For example, 
institutional decisions concerning the overall cap (which 
determines the initial allocation) may have an impact on 
the EUA price (Alberola et al. 2008). The overallocation of 
free allowances in phase I led to a dramatic price decrease 
at the end of that phase (Ellerman et al. 2015a). Therefore, 
the volume of free allowances was reduced in phase II, and 
the power sector stopped receiving free allowances in phase 
III (European Commission 2015).

Another highly important “missing” factor is the role 
of banking. The possibility of banking (and borrowing) 
allowances is considered a price stabilizing tool, as it limits 
the supply of allowances during a period and prices stay 
at higher levels, while borrowing has the opposite effect 
(Maeda 2004). Hintermann (2010) shows that without bank-
ing across phases, any economic variation has an impact 
on allowance prices. Ellerman et al. (2015a) highlight the 

importance of banking for establishing a floor on prices, 
comment upon the differences between the price drops of 
2007 and 2012, and emphasize that the EUA price in 2012 
did not reach zero. From an investment point of view, Bredin 
and Parsons (2016) suggest that there is no other cost of 
banking a EUA except for the opportunity cost of money 
when contrasted with other commodities, and they suggest 
that the negative convenience yield for future prices after 
2008 may imply that cash and carry arbitrage has been very 
popular in the market. By interviewing market participants, 
Neuhoff et al. (2012) attempt to identify the market actors 
(power, industry, financial sector) that are banking the allow-
ances for future use. They find that power generators bank 
allowances to hedge carbon for future use, while industry 
actors’ banking strategies vary across firms. They also find 
that financial instruments play a more speculative role in the 
market. Banks primarily buy and simultaneously sell for-
ward or futures contracts, while other financial actors invest 
in carbon together with other assets.

To the best of our knowledge, neither the actual total 
volume of transactions nor the actual volume of banking 
have been tested as price determinants. The work in this 
paper therefore constitutes a significant contribution in that 
it quantifies the volume of allowances traded and the volume 
of banking using data on the actual transactions from the 
EUTL registry. By calculating these factors until April 2016, 
along with the aforementioned fundamental price determi-
nants, we observed their significance in price formation.

EUA market structure and network characteristics

Another interesting related topic is to observe and under-
stand the market structure through the actual level of trading. 
Due to its complex nature, details on transactions (which 
are available through the EUTL) may facilitate the discov-
ery of more information on trading patterns by constructing 
the transaction network (Ellerman et al. 2015a; Hintermann 
et al. 2015; Martin et al. 2015). To that end, Karpf et al. 
(2018) analyzed the EU ETS system as a network and found 
structural elements that induce market inefficiencies. That 
is, they identified a lack of easily accessible trading institu-
tions, which led the industrial nodes of the network to use 
local connections and financial intermediaries. The result-
ing network structure induced increased bid-ask spread, 
among other issues. Similarly, when Borghesi and Flori 
(2016) analyzed the system from a country-level perspective 
instead of a firm-level perspective, they found that person 
holding accounts—which approximated the intermediar-
ies in the network—played a prominent role in the network 
when a variety of centrality measures such as PageRank, 
degree, average neighborhood in/out degree, and degree of 
centrality were used. Due to the size and the complexity of 
the market, a social network approach is quite helpful to 
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understand participant behavior as well as the market struc-
ture in general.

Transaction log and account holder 
classification

For administrative and transparency purposes, the EU oper-
ates an electronic accounting system known as the European 
Union Transaction Log (EUTL), which ensures the accu-
rate accounting of the allowances within the ETS (European 
Commission 2013). The EUTL records and authorizes all 
allowance transactions. It can be accessed through its web-
site (EUTL 2019), which provides access to public informa-
tion and to reports on the operation and the performance 
of the EU ETS. Moreover, it enables public access to all 
transactions that took place up to 3 years ago. The EUTL is 
one of the main sources of data used in our study.

In this section, we provide more details about accounts 
and account holders in the EU ETS, and we explain how we 
classified each account holder as either a regulated entity, a 
governmental entity, or a (purely) financial entity based on 
its main role in the ETS. This classification played a central 
role in our data analysis, as discussed in later sections.

Accounts and account types

Every entity (legal or natural) participating in the EU ETS 
has at least one but potentially many different accounts 
within the EUTL (European Commission 2013), each of 
which serves a different purpose. For example, a corpora-
tion with many stationary installations may have a different 
account for each installation and possibly a few additional 
accounts for trading and participating in auctions. The entity 
that opens and manages an account is the account holder. In 
the dataset that we obtained from the EUTL in May 2019, we 
identified more than 40,000 accounts in total. About 18,000 
of them were open in May 2019 (an account is open if it cur-
rently allows its owner to participate in transactions within 
the ETS). We also identified about 16,500 different account 
holders in our dataset. About 9500 of them were associated 
with at least one open account in May 2019, about 13,000 of 
them had participated in at least one transaction in the past, 
and about 8500 account holders were associated with open 
accounts and had participated in at least one transaction. For 
administrative purposes, any account in the EUTL must be 
associated with one of the 31 participating countries (which 
is usually, but not always, the country where the correspond-
ing account holder is located).

The EUTL does not classify account holders accord-
ing to their role in the system, but it considers 51 different 
account types. Most of these are degenerate in the sense 
that they each include just a single account for which the 

corresponding account holder is the European Commission. 
Table 2 shows the account types for which there are a sig-
nificant number of accounts.

Typical examples of account types include the Opera-
tor Holding Account and Aircraft Operator Account, which 
are associated with stationary installations and commercial 
aircraft, respectively. Trading Accounts allow their own-
ers to trade allowances, while Person Holding Accounts 
are generally used for trading or financial purposes (Karpf 
et al. 2018; Borghesi and Flori 2016). The EUTL logs sig-
nification information for each stationary installation and 
commercial aircraft associated with an Operator Holding 
Account or Aircraft Operator Account, including the vol-
ume of free allowances, verified emissions, and surrendered 
allowances for each compliance year, and the correspond-
ing sector. The number of account types corresponding to 
stationary installations and commercial aircraft logged in 
the EUTL is about 17,000. About 12,500 of them were open 
accounts in May 2019.

Account holder classification

Our data analysis involved aggregating allowance activ-
ity per account holder per unit time (e.g., yearly, monthly, 
weekly) and classifying account holders into three groups: 
regulated, governmental, and purely financial, based on their 
main allowance activities in the ETS. In the following, we 
discuss the rules we used for account holder classification.

Table 2   Number of accounts of each account type

The first two account types are associated with regulated activity. The 
next three account types are associated with allowance trading. The 
last five account types serve administrative purposes
The last column includes all accounts that were open in May 2019

Account type Code Total 
no. of 
accounts

No. of 
open 
accounts

Operator Holding Account 100-7 15825 11308
Aircraft Operator Account 100-9 1547 1411
Person Holding Account 100-8 2297 791
Trading Account 100-12 1129 783
Person Account in National Registry 121-0 5445 518
Verifier Account 0-10 438 250
Party Holding Account 100-0 315 171
ESD Compliance Account 100-25 224 112
National Allowance Holding 

Account
100-2 143 104

Voluntary Cancellation Account 230-0 97 92
Retirement Account 300-0 72 67



	 Euro-Mediterranean Journal for Environmental Integration (2020) 5:34

1 3

34  Page 8 of 25

Regulated entities

Regulated entities have the obligation to surrender allow-
ances for their GhG emissions yearly. An account holder is 
regarded as a regulated entity (or simply “regulated”) if it 
holds an Operator Holding Account or an Aircraft Operator 
Account (i.e., if it operates a stationary installation or an 
aircraft).

Governmental entities

Governmental entities are the European Commission and 
the ministries and administration bureaus of the countries 
participating in the ETS. The main role of governmental 
entities is to supply the system with allowances (free or sold 
at auction) and to receive the surrendered allowances. An 
account holder is classified as a governmental entity (or sim-
ply “governmental”) if it cannot be classified as regulated 
and it holds an administrative account (see also Table 2). 
Moreover, the owners of the EEX and ICE auction plat-
forms are also classified as governmental entities, as their 
main role is to supply the system with allowances through 
auctions.

Financial entities

Purely financial entities participate in the ETS to serve their 
own interests, and mostly store allowances or trade them 
with regulated or other financial participants. An account 
holder is classified as a purely financial entity (or simply 
“financial”) if it cannot be classified as regulated or govern-
mental and holds an account type associated with allowance 
trading (see also Table 2). Note that regulated entities may 
also hold accounts associated with allowance trading.

Calculation of banking volume

We use the term banking (or banking volume) to refer to the 
allowance volume owned by a regulated or financial entity in 
excess of the volume that the entity is obliged to surrender at 
the end of a compliance year. Since banking is central to our 
study, we now explain in detail how we calculate the banking 
(and the so-called wallet) using data from the EUTL.

A compliance year T is the time interval corresponding to 
a compliance cycle. Since compliance years are not aligned 
with calendar years, we adopt the convention that compli-
ance year T starts on May 1 of calendar year T and ends on 
April 30 of calendar year T + 1 . The following transactions 
are associated with compliance year T:

•	 Any allocation of free allowances received for compli-
ance year T, no matter when the free allowances are actu-
ally transferred to the associated entity,

•	 Any allowance submission for compliance associated 
with compliance year T, no matter when the surrendered 
allowances are actually transferred from the associated 
entity, and

•	 Any allowance transaction that takes place in compliance 
year T and is neither an allocation of free allowances nor 
a compliance submission.

For an entity i and a time interval t, �i,t denotes the total 
allowance volume acquired by entity i during time interval t, 
and �i,t denotes the total allowance volume transferred from 
entity i to some other entity during time interval t. The wal-
let of an entity i at time � is the net allowance volume that 
entity i has exchanged with other entities in the system from 
some fixed point in time up to time � (we usually compute 
the wallet from the beginning of the phase studied or since 
the system first started). More precisely, the wallet (or the 
wallet volume) �i,� of entity i at some point in time � is

where 𝜏′ < 𝜏 is any fixed day before �, and t = [�� + 1, �] 
is the time interval starting at the day after �′ and end-
ing at � . Moreover, for any entity i and any time interval 
t = [�� + 1, �] , we let

denote the change in the wallet of entity i during time 
interval t. Note that, due to noise in the EUTL data (also 
encountered by Betz and Schmidt 2016), we can only calcu-
late (quite accurate) estimations of the wallets of the entities 
participating in the ETS.

The banking of an entity i for compliance year T is the 
total allowance volume owned by entity i at the end of com-
pliance year T after fulfilling its compliance obligations and 
without taking into account any acquired free for the compli-
ance year T + 1 . Banking is roughly the allowance an entity 
possesses in excess. It is only meaningful on an annual basis, 
and computing it can be a complicated task. Free allocation 
and the surrender of EUAs for compliance year T may take 
place at a time outside T. As a result, for any free allocation 
or surrender of EUAs, it is not always straightforward to 
ascertain the compliance year with which it is associated.

The wallet is well defined at any point in time and a natu-
ral approximation of banking. More precisely, the banking 
(or the banking volume) Bi,T of entity i for compliance year 
T is

�i,� = �i,�� + �i,t − �i,t ,

��i,t = �i,t − �i,t = �i,� −�i,��

Bi,T ≈ �i,T ,
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where �i,T denotes the wallet of entity i at the end of com-
pliance year T (i.e., on April 30 of the calendar year T + 1).

Since most of the data analyzed here is obtained monthly, 
we calculate the wallets of regulated and financial entities at 
the end of each month.

In Fig. 1, we plot the allowance prices and the total wallet 
volumes of regulated and financial entities. The total wal-
let volume is calculated from the beginning of the system 
in 2005 until May 2016, which was the most recent point 
with data available in the EUTL when our analysis was 
performed. The EUA price data set starts from April 2008. 
EUAs from phase I (2005–2007) were not eligible from 
2008 on, so they can be considered to be different products 
(with a different price) that became obsolete and vanished.

The spikes in the total wallet volume of the regulated 
entities are caused by the allocation of free allowances and 
the allowance submission at the end of the compliance year. 

Note that it was not permissible to transfer allowances issued 
in phase I of the ETS to phase II, which caused the total wal-
let volume to become negligible at the end of the compliance 
year 2007. The total wallet volume of the regulated entities 
exhibited an upward trend during phase II and decreased 
after phase III started. The reason for this is that power gen-
erators stopped receiving any free allowances when phase 
III started (European Commission 2015). As for the financial 
entities, while their total wallet volume is significant, it is 
much less (by almost 2 billion allowances) than the total 
wallet volume of regulated entities. Their wallet volume 
increased significantly until the end of phase II and has been 
stable since the beginning of phase III.

Banking volume as a price determinant

A key objective of this study is to understand and quantify 
the effect of banking, approximated by the wallet (see the 
section “Calculation of banking volume”), as a determinant 
of allowance price. To that end, we calculated the wallet 
volumes using data from EUTL (2019) and analyzed them 
together with several price determinants used in previous 
studies (Creti et al. 2012; Rickels et al. 2015; Chung et al. 
2018; Hintermann 2010). In this section, we present the 
methodology and the details of our analysis along with a 
discussion of our main results.

Data sources and general approach

To perform the present analysis, we noted the findings from 
previous literature concerning the EUA determinants for 
phase II and phase III of the EU ETS (Christiansen et al. 
2005; Kanen 2006; Alberola et al. 2008; Mansanet-Bataller 
et al. 2011; Rickels et al. 2015; Aatola et al. 2013). In our 
work, we included those variables and introduced oth-
ers such as the traded and stored volumes of allowances, 
which could have new effects on the EUA price. In our 
analysis, we focused on the influence of the act of storing 
and trading allowances on the EUA price in both phase II 
and phase III. Briefly, we collected various data from many 
different sources, including (i) climate and production data 
from Eurostat; (ii) data on the EUA price and energy prices 
aggregated from financial websites; (iii) EUA auction price 
data and auction volumes and various statistics from EEX 
(2019); (iv) aggregated data from the EUTL provided by the 
European Environmental Agency (2018); and (v) available 
data on free, surrendered, and traded allowances from the 
EUTL (2019). Table 3 summarizes the variables used in our 
analysis and the corresponding data sources.

EUA price We collected the EUA futures closing price 
daily time series from EEX. We focused on the futures price 
of the EUAs due to the particularly high trading volumes 

Fig. 1   Plots of allowance price and total wallet volume for the regu-
lated and financial entities
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(Mansanet-Bataller et al. 2011; Creti et al. 2012; Alberola 
et al. 2008; Aatola et al. 2013; Rickels et al. 2015; Koch 
et al. 2014; Chung et al. 2018; Carnero et al. 2018).

Fuel prices The link between EUA prices and fuel prices 
(coal, gas, and oil) exists because some industries covered 
by the EU ETS can switch the fuels used in their produc-
tion processes (Mansanet-Bataller et al. 2011; Alberola 
et al. 2008; Chevallier 2009; Hintermann et al. 2015; Creti 
et al. 2012; Koch et al. 2014). Fuel switching is the pre-
ferred short-term investment. Different fuels emit different 
amounts of carbon dioxide ( CO2 ) in relation to the energy 
they produce when burned. For example, natural gas has a 
relatively low CO2-to-energy content, so any change in fuel 
mix between natural gas and coal will have an impact on 
the allowance demand and thus the CO2 allowance price. 
We collected our coal, natural gas, and oil price data from 
the World Bank.

Cooling degree days (CDD) and heating degree days 
(HDD) We used these variables to capture weather changes, 
which have been used as a price determinant in many studies 
(Kanen 2006; Christiansen et al. 2005; Mansanet-Bataller 
et al. 2011; Rickels et al. 2015; Chung et al. 2018; Carnero 
et al. 2018). Rickels et al. (2015) and Christiansen et al. 
(2005) argue that extreme temperatures (i.e., heating or cool-
ing degree days) can influence energy demand and thus EUA 
demand. The HDD and CDD are weather-based technical 
indices that are designed to reflect the energy requirements 
of particular buildings for cooling (air-conditioning) and 
heating, respectively.

If Tm ≤ 15◦C, , then [HDD = 
∑

i(18
◦C − Tim)] , else 

[HDD = 0] , where Tim is the mean air temperature on day i.
If Tm ≥ 24◦C then [CDD = 

∑

i(Tim − 21◦C) ] else 
[CDD = 0], where Tim is the mean air temperature on day i.

HDD and CDD data are presented as temperature sums in 
◦C d . Whenever either of these two indices is high, it means 
that there is an increased need for heating or cooling (i.e., a 
higher energy demand) and thus more CO2 emissions. We 
collected the index data from Eurostat.

Economic sentiment index (ESI) and industrial produc-
tion index (IPI) We used the indices ESI and IPI as proxies 
for economic activity. Many studies have considered eco-
nomic variables in order to capture economic variations that 
affect the EUA price (Aatola et al. 2013; Chevallier 2009; 
Creti et al. 2012; Rickels et al. 2015; Mansanet-Bataller 
et al. 2011; Chung et al. 2018; Carnero et al. 2018). Specifi-
cally, Mansanet-Bataller et al. (2011), Koch et al. (2014), 
and Chung et al. (2018) have also used IPI and ESI in their 
studies. The role of economic activity is straightforward: in 
times with lower economic activity, productions level are 
lower and thus emissions decrease, while emissions increase 
in times with high economic activity. Correspondingly, the 
demand for EUAs changes. IPI is a monthly volume index 
that measures the development of industrial production, and 
ESI is a monthly indicator made up of five sectoral confi-
dence indicators with different weights: the industrial con-
fidence indicator, services confidence indicator, consumer 
confidence indicator, construction confidence indicator, and 
retail trade confidence indicator. We collected the index data 
from Eurostat.

Allowance trading volumes Alberola et al. (2008) and 
Hintermann et al. (2015) suggest that EUA trading volumes 
and institutional decisions concerning the overall cap should 
be included in the literature for EUA price fundamentals. In 
our analysis, we computed the allowance trading volumes for 
every entity in the EU ETS. We focused on the in and out 
volumes, i.e., the allowances that entities acquire or transfer. 

Table 3   List of the most 
important variables used in 
our analysis, along with the 
corresponding data sources

Variable name Description Data source

EUA Futures price of EUA EEX
Coal Spot price of coal World Bank
Nat Spot price of natural gas
Oil Spot price of oil
CDD Cooling degree days Eurostat
HDD Heating degree days
IPI Industrial production index
ESI Economic sentiment index
RegWallet Monthly wallet of regulated entities EUTL
FinWallet Monthly wallet of financial entities
TVolReg Total allowance volume exchanged by regulated entities
TVolFin Total allowance volume exchanged by financial entities
InVolReg Incoming allowance volume of regulated entities
OutVolReg Outgoing allowance volume of regulated entities
InVolFin Incoming allowance volume of financial entities
OutVolFin Outgoing allowance volume of financial entities
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More specifically, we computed the incoming volumes of 
financial and regulated entities (InVolReg, InVolFin), i.e., the 
total volume of allowances acquired by financial or regulated 
entities, respectively. Correspondingly, we considered the 
outgoing volumes of allowances (OutVolReg, OutVolFin), 
i.e., the total allowance volume transferred by financial or 
regulated entities, respectively. To be more specific, and in 
accordance with the notation introduced in the “Calculation 
of banking volume” section, we note that for a given time 
interval t,

We also accounted for the total trading volumes of each 
category considered in the  “Account holder classifica-
tion” section. More specifically, given a time interval t, we 
defined the total trading volume of financial (regulated) enti-
ties, i.e., TVolFin (TVolReg), as the sum of the allowances 
exchanged during t where any financial (regulated) entity 
either acquires or transfers allowances. Due to the fact that 
the cap and thus the initial allocation of allowances is done 
on an annual basis, we could not use a proxy to include it in 
our analysis. However, the free allocated allowances as well 
as the auction volume are captured by the incoming volume 
of regulated entities.

Theoretically, it could be expected that the EUA price 
would be negatively and positively correlated with the sup-
ply and the demand, respectively. The incoming and out-
going volumes are not immediately correlated with supply 
and demand. However, it would be reasonable to expect that 
strong buying and selling pressures would cause the price to 
increase or decrease significantly, respectively.

Banking volumes Ellerman et al. (2015a, b) argue that 
although banking was considered a significant factor in 
firms’ behavior in the US SO2 Emissions Trading Program, 
this subject has been neglected in the empirical literature on 
the EU ETS. In theory, when banking is allowed and firms 
face the prospect of a declining cap, they will initially reduce 
emissions more than required in order to gain from inter-
temporal cost minimization (Ellerman et al. 2015b). The 
provision of banking stabilizes the EUA price, as it limits 
the supply of allowances in a period and thus prices stay at 
higher levels (European Commission 2015; Maeda 2004; 
Hintermann et al. 2015). Hintermann (2010) shows that in 
the absence of banking across phases, economic fluctuations 
impact EUA prices. Ellerman et al. (2015a) also compared 
the price drop of 2007 with the price drop of 2012 and high-
lighted the importance of banking in establishing a floor 
on prices. The fact that the EUTL tracks every transaction 
made in the EU ETS gave us the ability to calculate banking 

(InVolC)t =
∑

i∈C

�i,t, C ∈ {financial, regulated}

(OutVolC)t =
∑

i∈C

�i,t, C ∈ {financial, regulated}.

by keeping track of a continuous proxy, i.e., wallet (see the 
section “Transaction log and account holder classification”). 
We computed monthly wallets for regulated and financial 
entities, and we call these variables RegWallet and FinWal-
let, respectively.

In a nutshell, our approach was to apply linear regres-
sion analysis to phase II and phase III of the EU ETS, with 
the EUA future price as the dependent variable, in order 
to understand and quantify the effect of each variable in 
Table 4 on the EUA future price. More specifically, we con-
sidered the monthly averages of the data and performed a 
series of steps. First, it was necessary to ensure that the data 
from phase II and phase III were stationary. We then esti-
mated models that we optimized by omitting the less signifi-
cant variables. Next, we carried out a stepwise regression to 
optimize the selection of variables and check whether any 
important variables had been missed. After that, we checked 
for structural breaks in phase II and then divided our dataset 
into two more time intervals. Finally, we obtained four linear 
regression models, one for each time interval; the results 
gained from those models are summarized in Tables 5, 6, 7, 
and 8. These steps were implemented in MATLAB/Octave, 
R, and Gretl, and more details about them are given in the 
next section. Finally, in the “Discussion of the results” sec-
tion, we comment on the details of our final models.

Regression analysis

We initially employed classical least square regression mod-
els in our econometric analysis (Aatola et al. 2013; Rickels 
et al. 2015; Koch et al. 2014). Our first step was to select a 
relatively small set of explanatory (or independent) vari-
ables that (along with the wallet volume) were considered 
likely to be significant determinants of the EUA price (i.e., 
fuel prices, economic indices, trading volumes, and wal-
let). Starting from the full model, which included the cho-
sen explanatory variables and their lags, we continued by 
omitting the less significant coefficients one by one and 
then repeating the procedure. This allowed us to avoid 

Table 4   Theoretical/expected 
responses of the EUA future 
price

Variable Impact 
on EUA 
price

Natural gas +
Oil +
Coal −
ESI & IPI +
HDD & CDD +
In volumes +
Out volumes –
Wallet –
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overparametrization and inefficient estimators. We selected 
the models based on statistical tests of the coefficients, their 
significance, the R2 values, and the AIC and BIC criteria. 
We followed the technique outlined in Koch et al. (2014) 
and Aatola et al. (2013), and we performed estimations with 
Newey–West HAC standard errors to account for possible 
heteroscedasticity.

To aid the selection of a meaningful subset of explana-
tory variables, we also performed a stepwise regression to 
check that we had not overlooked any important regressor. 
Stepwise regression selects a model by automatically add-
ing or removing individual predictors a step at a time, based 
on their statistical significance. The outcome of stepwise 
regression is a set of possible significant price determinants. 
We applied this “selection” process to all explanatory vari-
ables in Table 3, with the EUA future price as a dependent 
variable, for every period marked in Fig. 2. To check the 
validity of the results obtained by performing these steps, 
we also performed a lasso regression. The lasso is a shrink-
age and selection method for linear regression that involves 
minimizing the residual sum of squares while ensuring that 
the sum of the absolute value of the coefficients is less than a 
constant (Tibshirani 1996). This constraint tends to push the 
values of some coefficients to zero, leading to a smaller sub-
set of regressors. We verified that, in most cases, the step-
wise algorithm gave the same results as the lasso algorithm 
(i.e., the same set of explanatory variables). Both stepwise 
regression and lasso regression were performed in MAT-
LAB via the stepwisefit and lasso algorithms, respectively.

To eliminate excessive noise and variance from the data, 
we wanted to analyze monthly averages of each variable. 
Therefore, the number of data points was relatively small 
(about 100 data points during the period from January 2008 

to May 2016), so a large set of explanatory variables could 
have resulted in overfitting.

Testing for stationarity Data stationarity is a neces-
sary condition for a meaningful linear regression analysis 
(Priestley and Rao 1969). As a first step, we had to ensure 
that our data were stationary by removing trends and sea-
sonality from every variable. For example, the wallet data 
for regulated entities (see Fig. 1) exhibit obvious season-
ality, an upward trend since 2013, and a downward trend 
after that. The transaction volume increases just before the 
end of each compliance year (when the free allowances are 
allocated and allowances are surrendered for compliance) 
and just before the end of each calendar year (when most 
of the futures contracts expire). Similar seasonality effects 
are apparent for other variables as well. We used the aug-
mented Dickey–Fuller (ADF) test with breakpoints (with a 
null hypothesis that the time series is nonstationary; Dickey 
and Fuller 1979) in the presence of structural breaks (Perron 
1997; see the discussion of structural breaks below), where 
a rejection of the null hypothesis indicates that the series 
does not need to be transformed to achieve stationarity. We 
log-transformed and differentiated the data as needed and 
then reapplied the ADF test to the transformed time series. 
Log transformation was useful in our analysis because the 
values of some of the independent variables (see the EUTL 
data in Table 3) were much larger in scale than values of the 
EUA price. Hence, we were interested in the relative (or per-
centage) changes in those variables at their original scales. 
Our data were converted into stationary values by taking the 
first differences, i.e., all time series were integrated of order 
I(1), in accordance with other studies (Alberola et al. 2008; 
Chevallier 2009; Aatola et al. 2013; Koch et al. 2014; Chung 
et al. 2018; Carnero et al. 2018).

Lag-length selection Selecting the appropriate lag length 
is an important step in the procedure, as selecting too few 
lags can result in autocorrelated residuals, and selecting too 
many lags can lead to overfitting. Lag length selection can 
be performed on either an ad-hoc basis or using a variety 
of statistical criteria (Hafer and Sheehan 1989). Due to the 
fact that the number of observations in each time period 
is relatively small, we checked for the appropriate number 
of lags using the Akaike information criterion (AIC), the 
Schwarz Bayesian information criterion (BIC), and the 
Hannan–Quinn information criterion (HQ) with a limited 
horizon. As a first step, we set the maximum lag length to 4 
lags. Then we chose 2 lags as the appropriate lag length for 
our study, taking into consideration both the results of the 
statistical criteria and the number of observations. In most 
cases, the statistical criteria showed that a lag length of 1 lag 
was the appropriate choice.

Checking for structural breaks The financial crisis in 
2007–2010 clearly affected the global and European econo-
mies, with production conditions and business as usual in 

Fig. 2   Fluctuations in the EUA price over time, and the regression 
time intervals considered in our work
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Europe changing dramatically. Reduced emissions were 
inevitable, even without the existence of the EU ETS 
(Declercq et al. 2011; Grubb et al. 2012; Ellerman et al. 
2015a) due to lower production levels. As shown in Fig. 2, 
the EUA price oscillates around different values during 
the periods 2009–2012 and 2012–2016, with a sudden fall 
observed in 2012, just before the onset of the third phase.

The recession, the structural changes in the EU ETS (e.g., 
phase changes), and the plots of the data indicate that the 
system changes behavior over time.

After estimating the linear model for phase II, we per-
formed a Chow test for a structural break in December 2011. 
The test rejected the null hypothesis of no structural break 
at the given date with a P value of 0.00365504. Moreover, 
to verify that this was the only structural break during the 
entire time period under examination, we employed the algo-
rithm described by Bai and Perron (2003) to simultaneously 
estimate multiple breakpoints. This algorithm computes the 
optimal breakpoints endogenously based on the data at hand. 
Using the R language, we applied the algorithm and found 
that the optimal number of breakpoints was 1. This break-
point occurred in December 2011. These results support our 
expectations based on visual inspection of the data, so it 
was necessary to consider two more periods in our analysis:

•	 Period 1: 2008–2011 (recession period)
•	 Period 2: 2012–2016 (postrecession period).

After dividing the dataset into these periods, we applied 
the ADF unit root test with breakpoints to test the period 1 
and period 2 datasets for stationarity. The results of the test 
are shown in Table 14 in the Appendix.

Performing residual diagnostics After estimating the 
linear models for phases II and III and then periods 1 and 
2, the next step was to check if the model provides an ade-
quate description of the data. We checked the residuals of 
every model for autocorrelation, heteroscedasticity, and 
normality. Namely, we used (a) the Ljung–Box Q test and 
the Breusch–Godfrey LM test (null hypothesis: no autocor-
relation) to check for residual autocorrelation, (b) Engle’s 
ARCH test (null hypothesis: no ARCH effect is present) to 
check for residual heteroscedasticity, and (c) the normality 
test (null hypothesis: residuals are normally distributed) to 
test for normally distributed residuals. Testing for multicol-
linearity: All the models are also tested for multicollinear-
ity. As Tables 15, 16, 17, 18, 19, 20, 21 and 22 indicate, no 
multicollinearity was detected. For the descriptive statistics 
see tables 9 and 10.    

Discussion of the results

The details of our final regression models are summarized 
in Tables 5, 6, 7, and 8. The residual diagnostics for our 

final models are shown in the Appendix (see Tables 11, 12, 
and  13). From the Q–Q plots shown in Fig.  3a–d, we 
can conclude that the errors in our four models tend to 
be normally distributed. In the model fit plots shown in 
Figs. 4, 5, 6, and 7, the red line represents the fitted val-
ues for the model, while the blue line represents the actual 
EUA price. From the residual plots presented in Figs. 4, 5, 6, 
and 7, we can see that the transformed data are significantly 
linearly related, as the residuals appear to be randomly 
scattered around zero. We also calculated the correlations 
between all pairs of the explanatory variables used in each 
model and found that these correlations were relatively weak 
during every period.

The results of our regression analysis indicate that the 
wallet volume of financial entities was a statistically signifi-
cant EUA price determinant during phase II, period 1, and 
period 2. All three models indicate that changes in the value 
of the financial wallet have a negative effect on the EU ETS. 
This finding is in accordance with the theoretical expecta-
tions presented by Hintermann et al. (2015). The results for 
phase III (Table 8) imply that the wallet of financial enti-
ties was not a significant EUA price determinant during this 
phase, even though phase III and period 2 are overlapping 
time intervals. However, the total trading volume of financial 
entities was a significant EUA price determinant in phase III, 
suggesting that the overall activity of these entities plays an 
important role.

The total trading volume of financial entities was a sig-
nificant price determinant in phases II and III, which indi-
cates that the overall activity of financial entities affects the 
EUA price. In phase II, the overall activity of financial enti-
ties impacted the EUA price negatively, while the opposite 
was true in phase III. This result needs further investigation. 
Another interesting fact is that the total trading activity of 
regulated entities significantly and negatively affected the 
EUA price during period 2. However, as mentioned above, 
period 2 overlaps phase III, so our results are inconclusive 
in terms of the impacts of the activities of these types of 
entities, and in terms of which entities exerted the greatest 
influence on the EUA price.

The results for period 1 are more straightforward, as it 
is clearly apparent that the allowance volumes acquired by 
regulated and financial entities were significant influences 
on the EUA price. The acquisition of allowances by financial 
entities had a negative influence on the EUA price, while 
the opposite was the case when allowances were acquired 
by regulated entities.

Natural gas is considered the main option for fuel switch-
ing, and such switching represents an abatement opportu-
nity (Christiansen et al. 2005; Alberola et al. 2008; Rickels 
et al. 2015). The results for phase II and period 1 indicate 
that the natural gas price had a negative effect on the EUA 
price, which contradicts theoretical expectations. However, 
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it should be noted that we considered the spot price of natu-
ral gas in our study, and Rickels et al. (2015) also found that 
the spot price of gas negatively impacted the EUA price.

According to Rickels et al. (2015), the oil price does not 
influence the EUA price directly, as only a few power gen-
erators still use oil as a fuel. However, the oil price is often 
analyzed because it is an indicator of economic activity 
(Rickels et al. 2015; Koch et al. 2014) and it affects the gas 
price (Alberola et al. 2008; Kanen 2006). Tables 5 and 6 (for 
phase II and period 1) indicate a positive relation between 
the oil price and the EUA price. For phase II, the EUA price 
was also positively related to the industrial production index 
(IPI). Both results are in accordance with the conclusions of 
data analyses performed by Rickels et al. (2015), Mansanet-
Bataller et al. (2011), and Alberola et al. (2008), and with 
the theoretical expectations of Aatola et al. (2013). A proxy 
for economic activity was also found to be significant for the 
most recent time periods (period 2 and phase III); however, 

that proxy was the ESI. The coefficient of the ESI during 
phase III was positive and in accordance with the theory 
and the results of Koch et al. (2014) for phase II. However, 
there was a negative sign related to its lag which, along with 
its negative sign in period 2, suggests the need for further 
investigation.

Analysis of the allowance trading network

Another key objective of our study was to understand and 
quantify the power of financial entities in the EUA market. 
To that end, we adopted a network science approach. A net-
work or graph is a structure G(V, E) that consists of a set of 
entities (the nodes V) and a set of pairs of nodes (the edges 
{u, v} ∈ E, where u, v ∈ V  ). An edge corresponds to a rela-
tion between nodes. When we use the term “ETS trading 
network,” we are referring to the network of transactions 
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Fig. 3   Normal Q–Q plots of the linear model in phase 2, period 1, period 2, and phase 3
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recorded in the EUTL, where the nodes are the account 
holders and the edges correspond to transactions between 
account holders. Due to the fact that the network changes 

over time, we decided to aggregate the transactions that 
occurred during a specific time period (per quarter) into a 
single network and perform betweenness centrality calcula-
tions (see the “Betweenness centrality” section below) on 
the network for each period. This allowed us to examine 
how the nodes’ centralities evolved over time. We used the 
account holder classification described in the “Account 
holder classification” section. We wanted to test the hypoth-
esis that the financial entities had significant power in the 
ETS trading network due to their role as intermediary nodes 
in allowance trading.

A fundamental concept in network science is that of 
the centrality of a node. A node’s centrality quantifies the 
importance of the node in the network due to its role as an 
intermediary in the overall network structure (see Sect. 2.2.4 
in Jackson 2008 for more details about node centrality meas-
ures and their use). In this section, we show how we quan-
tified the “power” of financial entities in the ETS trading 
network by calculating and comparing the betweenness 
centrality scores (see Sect. 2.2.4 in Jackson 2008) of the 
regulated, financial, and governmental entities.

Betweenness centrality

The betweenness centrality of a node is the fraction of short-
est paths that include the node. A path between nodes u and v 
is a sequence of n − 1 distinct edges (e1,… , en−1) for which 
there is a sequence of n nodes (u1 ≡ �, u2,… , un−1, un ≡ �) , 
where ej ≡ {uj−1, uj} . Formally, the betweenness centrality 
of a node k is a normalization of the number of shortest 
paths between all other pairs of nodes that include node k. 
For a network with n nodes, the betweenness centrality of 
node k is defined as

where P(i, j) denotes the number of shortest paths between 
nodes i and j, and Pk(i, j) denotes the number of shortest 
paths between i and j that include node k.

btnc(k) =
∑

i,j≠k

2Pk(i, j)

P(i, j)(n − 1)(n − 2)
,
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Fig. 4   Plot of residuals versus the linear model fit for phase 2

Table 5   Linear regression model of EUA price, D(EUA), for phase II 
(2008–2012)

Root mean squared error: 0.819428
R
2 : 0.499316, adjusted R2 : 0.444894,

F statistic vs. constant model: 11.7, p value = 2.44 × 10
−07

Explanatory 
variable

Estimate Standard error t statistic p value

D(Ngas)
t−1 – 0.654686 0.169867 – 3.854 0.0004

D(Oil)
t−2 0.0546717 0.0208381 2.624 0.0118

D(log(IPI))
t−1 0.382459 0.141478 2.703 0.0096

D(log(

TVolFin))
t−1

– 0.289072 0.0926169 – 3.121 0.0031

D(log(FinWal-
let))

– 4.66900 0.728788 – 6.407 7.10 × 10−5

Intercept – 0.131927 0.113051 – 1.167 0.2492

Table 6   Linear regression 
model of EUA price, D(EUA), 
for period 1 (2008–2011)

Root mean squared error: 0.761
R
2 : 0.68067, adjusted R2 : 0.627

F statistic vs. constant model: 12.7, p value = 1.06 × 10
−06

Explanatory variable Estimate Standard error t statistic p value

D(Ngas)
t−1 – 0.36834 0.16032 – 2.2976 0.028736

D(Oil)
t−2 0.10918 0.020681 5.2794 1.0583*10−5

D(log(InVolFin))
t−1 – 0.5277 0.20017 – 2.6363 0.013145

D(log(InVolReg))
t−1 0.32074 0.098113 3.2691 0.0027087

D(log(FinWallet)) – 5.0215 1.101 – 4.5607 8.0304 × 10−5

Intercept – 0.12687 0.13864 – 0.91507 0.36745
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In social network theory, a node that occurs in many of 
the shortest paths between two other nodes is considered 
a node that can control communication and information 
exchange between those two other nodes. Therefore, nodes 
with high betweenness centrality scores are considered to 
have a greater capacity to connect other nodes (Jackson 
2008, p 20, 62).

In the case of the ETS, the account holders (the nodes) 
are exchanging EUAs. Thus, a flow of allowances is always 
circulating within the network. If a node v occurs within a 
high proportion of the shortest paths between many node 
pairs, then v “controls” a considerable proportion of the 
allowance flow.

Betweenness centrality distribution in the ETS 
trading network

For our study, we generated the ETS trading network for 
each quarter during the period from January 2005 to March 
2016 using data from the EUTL. The nodes of each network 
were the account holders that participated in at least one 
allowance transaction (including receiving free allowances 
or surrendering allowances for compliance) in the corre-
sponding quarter. An edge between two nodes denoted that 
a transaction took place between them in the corresponding 
quarter. It should be noted that each edge was undirected 
and unweighted (i.e., it did not include any information on 
the direction and volume of the corresponding transaction). 
Figure 11 in the Appendix depicts the EUA trading network 
for the third quarter of 2015.
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Fig. 5   Plot of residuals versus the linear model fit for period 1

Table 7   Linear regression model of EUA price, D(EUA), for period 
2 (2012–2016)

Root mean squared error: 0.525
R
2 : 0.377, adjusted R2 : 0.323

F statistic vs. constant model: 6.97, p value = 0.00018

Explanatory 
variable

Estimate Standard error t statistic p value

D(EUA)
t−1 0.33469 0.12054 2.7765 0.0079215

D(ESI)
t−2 – 0.15119 0.065473 – 2.3092 0.025475

D(log(TVol-
Reg))

t−1

– 0.21595 0.052638 – 4.1026 0.00016506

D(log(FinWal-
let))

t−1

– 1.6703 0.65256 – 2.5596 0.013832

Intercept 0.011262 0.076003 0.14818 0.88285
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Fig. 6   Plot of residuals versus the linear model fit for period 2

Table 8   Linear regression model of EUA price, D(EUA), for phase 
III (2013–2016)

Root mean squared error: 0.494
R
2 : 0.372, adjusted R2 : 0.294

F statistic vs. constant model: 4.74, p value = 0.004018

Explanatory vari-
able

Estimate Standard error t statistic p value

D(EUA)
t−1 0.301103 0.154482 1.949 0.0601

D(ESI)
t

0.261598 0.0857101 3.052 0.0045
D(ESI)

t−2 – 0.244208 0.0881741 – 2.770 0.0093
D(log(TVolFin))

t−2 0.165564 0.0765183 2.164 0.0381
Intercept 0.0439050 0.0922377 0.4760 0.6373
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For each network obtained for each quarter across the 
period from January 2005 to March 2016, we calculated the 
betweenness centrality of each node. Because the networks 
were quite large and the precision of the betweeness central-
ity calculation was limited, we focused on the nodes that had 
the top 20% (or the top 3%, or the top 1%) betweenness cen-
trality scores in the quarter of interest, as, on average, only 
23.86% of the nodes had nonnegligible betweenness central-
ity scores in each quarter. We were interested in estimat-
ing the fractions of financial, regulated, and governmental 
entities among the account holders with high betweenness 
centrality scores in each quarter.

Observing a constantly high fraction of financial enti-
ties among the account holders with the highest between-
ness centrality scores (especially if the fraction of financial 

entities is much larger than the fraction of regulated entities, 
and the fraction of financial entities increases as we move to 
smaller percentiles of the highest-scoring nodes) provides a 
strong indication that the financial entities play a central role 
and have significant power in the ETS trading network due 
to their role as intermediaries in allowance trading.

Figure 8 depicts the percentage of each account holder 
type (financial, regulated, governmental) in the set of nodes 
with the highest 20%, 3%, and 1% of the betweenness cen-
trality scores during each quarter from January 2005 until 
March 2016. After the first few quarters, it is clear that 
financial entities dominated the set of nodes with the high-
est betweenness centrality scores, especially when only the 
top 3% and top 1% of nodes were considered.

In Fig. 8b (top 3% of nodes) and Fig. 8c (top 1% of 
nodes), the percentage of financial entities is much larger 
than the percentage of regulated entities. This phenomenon 
is also observed in Fig. 9, where we present the average 
fraction over all quarters from January 2005 to March 2016 
of each account holder type in the set of nodes with the 
highest betweenness centrality scores. We can see that as we 
move towards smaller betweenness centrality percentiles of 
the highest-scoring nodes (i.e., from the top 20% to the top 
3% to the top 1%), the fraction of regulated entities drops 
significantly, whereas the fraction of financial entities and 
the fraction of governmental entities increase.

Moreover, we observe that the percentage of regulated 
entities increased significantly during the first and second 
quarters in each year. The reason for this is that regulated 
nodes receive free allowances in the first quarter (in Febru-
ary) and surrender allowances for compliance in the second 
quarter (in April) each year. Therefore, more regulated enti-
ties participate in transactions during the first two quarters in 
each year, which results in a higher percentage of regulated 
entities in the set of nodes with the highest betweenness 
centrality scores during these quarters. To provide further 

Table 9   Descriptive statistics—
untransformed variables

∗ Quantities are in millions ( 106 ) of EUAs
∗∗ std standard deviation
∗∗∗ IQR interquartile range

Variable Min. Max. Mean Median std∗∗ IQR∗∗∗

EUA 3.6 16.4 9.4 7.8 4.1 7.9
Ngas 3.9 15.5 9.5 9.8 2.3 3.4
Oil 29.8 117.8 83.0 90.7 24.8 42.4
ESI 65.2 107.7 95.1 98.9 10.4 14.2
IPI 87.8 102.7 96.7 97.3 3.3 3.0
FinWallet∗ 158.4 1,746.0 790.9 773.8 409.3 381.8
InVolFin∗ 31.8 2,276.6 443.4 291.6 439.9 379.8
InVolReg∗ 18.3 1,875.5 284.8 76.2 379.6 389.7
TVolFin∗ 64.1 4,820.8 901.6 578.5 920.8 901.9
TVolReg∗ 33.0 3,156.3 581.4 166.6 774.2 738.9
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Fig. 7   Plot of residuals versus the linear model fit for phase 3



	 Euro-Mediterranean Journal for Environmental Integration (2020) 5:34

1 3

34  Page 18 of 25

Fig. 8   Fraction of each account 
holder type (financial, regulated, 
governmental) in the top 20%, 
3%, and 1% of nodes in terms of 
betweenness centrality for each 
quarter from January 2005 until 
March 2016
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evidence for this explanation, we present, in Fig. 10, the 
percentage of each account holder type (financial, regulated, 
governmental) in the set of nodes with the top 20% between-
ness centrality scores during each month in 2012. In Fig. 10, 
the fraction of regulated entities among the entities with high 
betweenness centrality scores peaks in February and again 
in April. The percentage of regulated entities also increases 
in December, when most futures contracts expire and the 
corresponding transactions actually take place.

Conclusions and future work

In the work reported in this paper, we analyzed the EU ETS. 
Using the EU Transactions Log (EUTL) database, we clas-
sified all market participants into three major groups: regu-
lated entities, financial entities, and governmental entities.

The main focus of this work was the banking provision of 
the EU ETS. The allowances were bankable from one year 
to the next, except at the end of 2007 (i.e., between phase I 
and phase II). Our first task was to observe how and to what 
extent the EUA price is affected by the storage of allow-
ances by market participants. To that end, we first calcu-
lated the banking performed by both financial and regulated 
participants, which was achieved by keeping track of their 
daily transactions. Then we created a variable to measure 
the allowances stored by both the regulated and financial 
entities, which we called the monthly wallet.

By performing a multiple linear regression on the EUA 
price that included the stored and traded allowances of every 
entity in the system along with important price determinants 
(i.e., fuel prices, weather conditions, and economic activity), 
we found that the wallet of financial entities is a significant 
EUA price determinant. The coefficient of the financial wal-
let is negative in all linear models, which may imply that 
attempts by financial entities to acquire and store allowances 
cause the EUA price to decrease. Interestingly, upon moving 
from phase II to phase III, the financial wallet became less 
significant. However, the results of our model for phase III 
indicate that the total trading volume of financial entities is a 

Fig. 9   Average fraction of each account holder type (financial, regulated, governmental) in the set of nodes with the highest betweenness central-
ity scores across all quarters from January 2005 to March 2016

Fig. 10   Fraction of each account holder type (financial, regulated, 
governmental) in the set of nodes with the highest 20% betweenness 
centrality scores for each month in 2012
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significant EUA price determinant. Overall, we observe that 
the trading decisions of financial entities are an important 
influence on the EUA price.

We also aimed to test the hypothesis that financial entities 
act as intermediaries in the carbon market, and to quantify 
this power precisely. To that end, we performed a social net-
work analysis of the EU ETS system. We generated a graph 
from the EUTL data set for each quarter from 2005 until 
early 2016. In order to observe and measure the role of a 
node (i.e., a participant in the market—an entity), we exam-
ined the betweenness centrality. By focusing on the nodes 
with the highest betweenness centrality scores, we verified 
the hypothesis that financial nodes play an important role as 
intermediaries, and thus have higher centrality values. By 
comparing the entity compositions of different percentiles of 
betweenness, we observed that as the betweenness centrality 
scores of the set of nodes considered increase, the percent-
age of regulated entities drops significantly, in contrast to the 
percentages of financial and governmental entities.

In general, we observed that financial institutions play a 
central role in the market, and their banking decisions are a 
significant determinant of the EUA price. More research is 
needed to better understand the provision of banking and its 
influence on the EUA price.

In agreement with Karpf et al. (2018), we observed that 
the EU ETS networks exhibit a core–periphery structure; 
in other words, most of the nodes are only connected to a 
subset of highly connected nodes (the core). One interesting 
direction for further research would be to identify the tiny 
subset of ETS participants that consistently embodies the 
core of each network—assuming that such a subset exists. 
If it does, it would be possible to use this subset of partici-
pants to extract considerable information concerning the EU 
ETS network. More precisely, it would be of great interest 
to find out whether and to what extent the EUA price can 
be explained by tracking the wallet and exchange volume of 
this small group of ETS participants.

Moreover, we performed a regression analysis of the 
financial wallet to test its inverse relationship with the EUA 
price. The results of this analysis are shown in Tables 23 
and 24 in the Appendix. An interesting extension to the 
present investigation would be to estimate a vector autore-
gressive model (VAR) to highlight possible interdependen-
cies of the variables and gain a better understanding of their 
relationships.

Nevertheless, allowance banking has been largely ignored 
in the literature on the EU ETS. Our goal is to shed some 
light on this topic and to motivate further research into this 
banking that will reveal its implications for the EU ETS. The 
EUA price is considered an indication of how well the sys-
tem performs; a consistently high price implies decreasing 
emissions. Our analysis provides an indication that banking 
can help to explain the observed behavior and the formation 
of the EUA price.
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Descriptive statistics

See Table 10.

Table 10   Descriptive 
statistics—transformed 
variables

∗∗ std standard deviation
∗∗∗ IQR interquartile range

Variable Min. Max. Mean Median std∗∗ IQR∗∗∗

D(EUA) – 3.4 2.2 – 0.1 0.0 0.9 0.8
D(Ngas) – 2.9 1.0 – 0.1 0.0 0.6 0.6
D(Oil) – 16.3 11.0 – 0.1 0.6 5.6 7.2
D(ESI) – 6.5 4.9 0.3 0.4 1.8 1.8
D(IPI) – 3.4 2.8 0.0 0.0 1.0 1.0
D(log(FinWallet)) – 0.6 0.3 0.0 0.0 0.1 0.1
D(log(InVolFin)) – 2.4 2.4 0.0 0.1 1.0 1.0
D(log(InVolReg)) – 2.9 3.9 0.0 0.1 1.4 1.4
D(log(TVolFin)) – 2.4 2.5 0.0 0.1 1.0 1.0
D(log(TVolReg)) – 3.6 3.2 0.0 0.2 1.5 1.7
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Linear regression models—residual 
diagnostics

See Tables 11, 12 and 13.

Table 11   Results of the 
Breusch–Godfrey LM test for 
residual serial correlation up 
to lag L (null hypothesis: no 
autocorrelation) and the Ljung–
Box Q test for residual serial 
correlation up to lag L (null 
hypothesis: no autocorrelation)

The p values of the tests are shown in parentheses

Lags (L) Test Phase II Phase III Period 1 Period 2

Up to 2 LMF 0.151807
(0.86)

1.892416
(0.168)

0.750109
(0.482)

0.116191
(0.891)

Ljung–Box Q 0.354397
(0.838)

2.38593
(0.303)

1.99344
(0.369)

0.265416
(0.876)

Up to 6 LMF 1.187252
(0.333)

0.952063
(0.476)

0.456330
(0.833)

0.573550
(0.749)

Ljung–Box Q 8.56017
(0.2)

7.03725
(0.317)

3.81927
(0.701)

3.12761
(0.793)

Up to 12 LMF 0.890064
(0.565)

0.966220
(0.509)

0.721185
(0.714)

0.660391 (0.775)

Ljung–Box Q 10.9515
(0.533)

15.4734
(0.217)

13.3764
(0.342)

8.32401
(0.759)

Table 12   Results of the 
ARCH test for conditional 
heteroscedasticity up to lag L 
(null hypothesis: no ARCH 
effect is present)

The p values of the tests are shown in parentheses

Lags (L) Phase II Phase III Period 1 Period 2

Up to 2 3.24433
(0.197471)

3.08607
(0.213731)

0.927356
(0.628966)

3.85422
(0.145568)

Up to 6 4.98257
(0.546051)

4.19575
(0.650205)

1.6851
(0.946266)

4.87155
(0.560391)

Up to 12 8.93183
(0.708742)

12.321
(0.420254)

12.6036
(0.398497)

8.80449
(0.719532)

Table 13   Results of the test 
for null hypothesis of a normal 
distribution

The p values of the tests are shown in parentheses

Phase II Phase III Period 1 Period 2

Chi-square 2.247
(0.32520)

2.444
(0.29457)

1.412
(0.49374)

3.833
(0.14713)

Mean −2.13504 × 10−17 −6.00121 × 10−18 −6.7847 × 10−17 5.6644 × 10−18

SD 0.819428 0.494491 0.761186 0.503469
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Unit root tests

See Table 14.

Table 15   Overall multicollinearity diagnostics for period 1

MC results Detection

Determinant |X′
X| 0.6699 0

Farrar chi-square 13.2187 0
Red indicator 0.1898 0
Sum of inverse lambda 5.9231 0
Theil’s method – 1.9183 0
Condition number 1.8866 0

Table 16   Variance inflation factor for period 1

Ngas(t − 1) Oil(t − 2) InVolFin(t 
− 1)

InVolReg(t 
− 1)

FinWallet(t)

1.078533 1.071508 1.394104 1.333852 1.045111

Table 17   Overall multicollinearity diagnostics for period 2

MC results Detection

Determinant |X′
X| 0.8714 0

Farrar chi-square 6.3002 0
Red indicator 0.1445 0
Sum of inverse lambda 4.2988 0
Theil’s method – 0.7985 0
Condition number 1.5045 0

Table 18   Variance inflation factor for period 2

ESI(t − 2) EUA(t − 1) FinWallet(t) TVolReg(t − 1)

1.12374 1.037920 1.122996 1.125480

Table 19   Overall multicollinearity diagnostics for phase II

MC results Detection

Determinant |X′
X| 0.8538 0

Farrar chi-square 7.2680 0
Red indicator 0.1173 0
Sum of inverse lambda 5.3512 0
Theil’s method – 1.6045 0
Condition number 1.6800 0

Table 20   Variance inflation factor for phase II

Ngas(t − 1) IPI(t − 1) TVolFin(t − 1) FinWallet(t) Oil(t − 2)

1.151912 1.094436 1.034812 1.040894 1.029109

Table 21   Overall multicollinearity diagnostics for phase III

MC results Detection

Determinant |X′
X| 0.7765 0

Farrar chi-square 8.5380 0
Red indicator 0.2109 0
Sum of inverse lambda 4.5145 0
Theil’s method – 0.7032 0
Condition number 1.9366 0

Table 22   Variance inflation factor for phase III

EUA(t − 1) ESI(t − 1) ESI(t − 2) TVolFin(t − 2)

1.141867 1.174435 1.151393 1.046839

Inverse regression–linear regression 
on the financial wallet

See Tables 23 and 24.

Table 14   Results of the ADF unit root test with breakpoints—trans-
formed

Series Prob. Lag Max. lag

EUA 0.01 1 11
Ngas 0.01 0 11
Oil 0.01 0 11
ESI 0.01 0 11
IPI 0.01 0 11
FinWallet 0.01 0 11
InVolFin 0.01 0 11
InVolReg 0.01 0 11
TVolReg 0.01 0 11
TVolFin 0.01 0 11

Multicollinearity tests

See Tables 15, 16, 17, 18, 19, 20, 21 and 22.
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Table 23   Linear regression model of the financial wallet, D(log(Fin-
Wallet)), for phase II

Root mean squared error: 0.287
R
2 : 0.431, adjusted R2 : 0.370

F statistic vs. constant model: 6.99, p value = 0.000062

Explanatory vari-
able

Estimate Standard error t statistic p value

D(EUA)
t

– 0.0290064 0.0112032 – 2.589 0.0128
D(Ngas)

t
0.0651558 0.0173323 3.759 0.0005

D(Ngas)
t−1 – 0.0438754 0.0181918 – 2.412 0.0199

D(log(TVol-
Reg))

t−1

– 0.0231077 0.00905144 – 2.553 0.0141

D(log(TVol-
Reg))

t−2

– 0.0234246 0.00901499 – 2.598 0.0125

Intercept 0.0303458 0.0118929 2.552 0.0141

Table 24   Linear regression model of the financial wallet, D(log(Fin-
Wallet)), for phase III

Root mean squared error: 0.311
R
2 : 0.564, adjusted R2 : 0.496

F statistic vs. constant model: 8.29, p value = 0.000041

Explanatory 
variable

Estimate Standard error t statistic p value

D(Oil)
t

– 0.00805560 0.00311095 – 2.589 0.0143
D(Coal)

t
0.00976621 0.00550544 1.774 0.0856

D(ESI)
t

– 0.0301402 0.0157866 – 1.909 0.0652
D(log(TVol-

Reg))
t

-0.0573117 0.0125312 – 4.574 6.83e-05

D(log(TVol-
Reg))

t−1

– 0.0589936 0.0124630 – 4.733 4.30e-05

Intercept – 0.0145233 0.0191018 – 0.7603 0.4526
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