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Abstract
In this paper, we propose a novel multi-attribute decision-making (MADM) approach for the intuitionistic fuzzy numbers

(IFNs) environment. For this, we propose the advanced possibility degree measure (APDM) to rank the intuitionistic fuzzy

numbers (IFNs). We also explore the properties of the proposed APDM of IFNs. The proposed APDM of IFNs can

overcome the drawbacks of the existing possibility degree measure (PDM) of IFNs. Moreover, we propose a novel multi-

attribute decision-making approach based on the proposed APDM of IFNs environment. We also explore the drawbacks of

the existing MADM approach in the environment of IFNs, which has the drawback that it cannot distinguish the ranking

order (RO) of the alternatives in some circumstances. The proposed MADM approach can overcome the drawbacks of the

existing MADM approach. The proposed MADM approach offers us a very useful way to deal with MADM problems in

the context of IFNs.
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1 Introduction

Multi-attribute decision-making (MADM) issues are com-

mon occurrence in today’s society. The major problem for

the decision-maker (DMk) in MADM problems is to select

the appropriate environment for delivering performance

ratings for alternatives towards the attributes. To deal with

such types of problems of DMk, fuzzy set (FS) (Zadeh

1965) and its extension intuitionistic fuzzy set (IFS)

(Atanassov 1986) are the most powerful environment. In

the last two decades, various researchers (Arya and Kumar

2021; Rahman et al. 2021; Akram and Khan 2021; Rahman

et al. 2020; Akram and Shahzadi 2021; Ashraf et al. 2021;

Kumar and Gupta 2022; Gupta and Kumar 2022; Feng

et al. 2022; Ma and Xu 2020; Liu and Wang 2020; Zhang

2020; Seikh and Mandal 2021; Joshi and Kumar 2022;

Mishra et al. 2022; Yang et al. 2021; Dutta and Saikia

2021; Ganie 2022; Abdullah et al. 2022; Senapati et al.

2022; Hussain et al. 2022; Zhan and Sun 2020; Wang et al.

2021; Joshi 2018; Rani et al. 2019; Mishra et al. 2019;

Garg and Kaur 2020; Chen and Chang 2016; Chen et al.

2016; Suresh et al. 2021; Ye et al. 2022; Ejegwa et al.

2022; Cheng et al. 2022; Kadian and Kumar 2021; Dutta

and Doley 2021; Khan et al. 2019; Biswas and Deb 2021;

Mishra et al. 2019; Verma 2022) have been developed

different-different MADM methods based on the FSs and

IFSs environment. Abdullah et al. (2022) defined the

MADM approach based on the intuitionistic cubic fuzzy

numbers. Akram and Shahzadi (2021) defined the hybrid

decision-making method for the q-rung orthopair fuzzy

environment. Feng et al. (2020) developed the decision-

making approach based on the PROMETHEE method for

intuitionistic fuzzy soft sets environment. Ma and Xu

(2020) introduced a MADM approach based on fuzzy

logical algebras for computing generalized linguistic term

sets. Wang and Liu (2012) proposed the intuitionistic fuzzy

Einstein weighted averaging (IFEWA) aggregation opera-

tor (AO) for IFNs. The geometric averaging AOs and

MADM method for IFNs were defined by Chen and Chang

(2016). Chen et al. (2016) developed the MADM approach

based on the TOPSIS method under the IFNs environment.

Feng et al. (2020) introduced a MADM technique based on

Minkowski-weighted scoring functions of IFNs. Based on

& Kamal Kumar

kamalkumarrajput92@gmail.com

1 Department of Mathematics, Amity University Haryana,

Gurugram, Haryana 122413, India

123

Granular Computing (2023) 8:467–478
https://doi.org/10.1007/s41066-022-00343-0(0123456789().,-volV)(0123456789().,- volV)

http://orcid.org/0000-0001-7903-4614
http://crossmark.crossref.org/dialog/?doi=10.1007/s41066-022-00343-0&amp;domain=pdf
https://doi.org/10.1007/s41066-022-00343-0


the set pair analysis (SPA) theory, Garg and Kumar (2018)

established a MADM approach for IFNs environments.

Zou et al. (2020) defined the improved intuitionistic fuzzy

weighted geometric (IIFWG) AO and MADM approach for

the IFNs environment. Garg and Kumar (2020) proposed

the MADM approach for IFNs, which was based on the

power geometric AOs of SPA theory. Kumar and Chen

(2021) developed the improved intuitionistic fuzzy Ein-

stein weighted averaging (IIFEWA) AO and MADM

approach for IFNs environment. Ke et al. (2018) intro-

duced the MADM approach for the IFNs based on the

distance metric. Joshi (2018) defined the MADM approach

for moderator IFNs. Kumar and Garg (2018) introduced a

MADM approach using SPA theory and TOPSIS

methodology in the context of IFNs. Zeng et al. (2019)

proposed a MADM approach based on IFN’s score func-

tion and a modified VIKOR method. Wei and Tang (2010)

have introduced the possibility degree measure (PDM) for

IFNs with application in MADM. Garg and Kumar (2019)

found the limitations of PDM given in Wei and Tang

(2010) and also defined the improved PDM for the MADM

that can overcome the drawbacks of existing PDM Wei and

Tang (2010).

The PDM between any two objects represents the pos-

sibility that one object is more likely than the other, and

can be used to compare the objects. We observed in this

study that the Garg and Kumar’s (2019) PDM of the IFNs

gives the incorrect ranking order (RO) in some circum-

stances, as illustrated in Examples 1 and 2 of Sect. 2. To

overcome the drawbacks of Garg and Kumar’s (2019)

PDM of IFNs, we need to develop a new PDM of IFNs.

Apart from this, however, the Garg and Kumar’s MADM

approach (Garg and Kumar 2019), based on existing PDM,

has the drawback that it cannot distinguish the ranking

order (RO) of the alternatives in some circumstances.

Therefore, a new MADM approach under the IFNs envi-

ronment must develop to overcome the drawbacks of Garg

and Kumar’s MADM approach (Garg and Kumar 2019).

In this article, we propose the advanced possibility

degree measure (APDM) to rank the IFNs. The proposed

APDM of IFNs can overcome drawbacks of the Garg and

Kumar’s (Garg and Kumar 2019) PDM of IFNs. We also

provide proofs of the validity and some desirable properties

of the proposed APDM of IFNs. Afterwards, based on the

proposed APDM of IFNs, we propose a novel MADM

approach in the IFNs environment. The proposed MADM

approach can overcome the drawbacks of Garg and

Kumar’s MADM approach (Garg and Kumar 2019), which

has the drawbacks that it cannot distinguish the ranking

order (RO) of the alternatives in some circumstances. It

gives us a very convenient way of dealing with MADM

issues in IFNs environments.

The rest of this paper is organised as follows. The pre-

liminaries related to this paper as well as the drawbacks of

the Garg and Kumar’s (2019) PDM of IFNs are described

in Sect. 2. The proposed APDM of IFNs is shown in Sect.

3. The drawbacks of the Garg and Kumar’s MADM

approach (Garg and Kumar 2019) are discussed in Sect. 4.

We provide a novel MADM approach based on the pro-

posed APDM of IFNs environment in Sect. 5 to overcome

the drawbacks of the Garg and Kumar’s MADM approach

(Garg and Kumar 2019). Finally, Sect. 6 brings the article

to a conclusion.

2 Preliminaries

Definition 1 (Atanassov 1986) In universal set X, an IFS

IF is represented by

IF ¼
n
hx; gðxÞ; tðxÞi j x 2 X

o
;

where gðxÞ and tðxÞ represent the membership grade (MG)

and non-membership grade (NMG) of the element x to IF ,

respectively, x 2 X, 0� gðxÞ� 1, 0� tðxÞ� 1 and

0� gðxÞ þ tðxÞ� 1. pðxÞ ¼ 1 � gðxÞ � tðxÞ is called the

hesitance degree of x to IF , where 0� pðxÞ� 1; x 2 X.

Usually, Garg and Kumar (2019) called the pair hg; ti an

intuitionistic fuzzy number (IFN) in the IFS

IF ¼
n
hx; gðxÞ; tðxÞi j x 2 X

o
.

Definition 2 (Atanassov 1986) For comparing two IFNs

v1 ¼ hg1; t1i and v2 ¼ hg2; t2i the operational rules are

given as:

(i) v1 � v2 , g1 � g2 and t1 � t2;

(ii) v1 ¼ v2 , g1 ¼ g2 and t1 ¼ t2.

Definition 3 (Garg 2016) For aggregating the IFNs

v1 ¼ hg1; t1i, v2 ¼ hg2; t2i, . . ., vm ¼ hgm; tmi, the intu-

itionistic fuzzy Einstein weighted geometric interactive

averaging (IFEWGIA) aggregating operator (AO) is

defined as follows:

IFEWGIAðv1; v2; . . .; vmÞ

¼
2

Qm
t¼1

ð1 � ttÞwt �
Qm
t¼1

ð1 � gt � ttÞwt

� �

Qm
t¼1

ð1 þ ttÞwt þ
Qm
t¼1

ð1 � ttÞwt

;

*

Qm
t¼1

ð1 þ ttÞwt �
Qm
t¼1

ð1 � ttÞwt

Qm
t¼1

ð1 þ ttÞwt þ
Qm
t¼1

ð1 � ttÞwt

+
;

ð1Þ

where the IFN vt has weight wt with conditions wt � 0 and
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Pm
t¼1

wt ¼ 1.

Definition 4 (Kumar and Chen 2021) For aggregating the

IFNs v1 ¼ hg1; t1i, v2 ¼ hg2; t2i, . . ., vm ¼ hgm; tmi, the

improved intuitionistic fuzzy Einstein weighted averaging

(IIFEWA) AO is defined as follows:

IIFEWAðv1; v2; . . .; vnÞ

¼
Qm
t¼1

ð1 � gtÞ
wt � 1 � 1

e 1 �
Qm
t¼1

ð1 � egtÞ
wt

� �� �

Qm
t¼1

ð1 � gtÞwt þ 1 � 1
e 1 �

Qm
t¼1

ð1 � egtÞwt

� �� �;
*

2 1 � 1
e 1 �

Qm
t¼1 1 � e 1 � htð Þð Þwt

� 	� 	
Qm

t¼1 2 � htð Þwtþ 1 � 1
e 1 �

Qm
t¼1 1 � e 1 � htð Þð Þwt

� 	� 	


;

ð2Þ

where the IFN vt has weight wt with conditions wt � 0 and
Pm
t¼1

wt ¼ 1.

The following is a brief overview of the existing pos-

sibile degree measure (PDM) (Garg and Kumar 2019) as

well as the ranking principle based on the PDM given in

(Garg and Kumar 2019).

Definition 5 (Garg and Kumar 2019) For two IFNs v1 ¼
hg1; t1i and v2 ¼ hg2; t2i the existing PDM q0ðv1 � v2Þ, of

v1 � v2 is defined as follows :

(i) If either p1 6¼ 0 or p2 6¼ 0 then

q0ðv1 � v2Þ ¼

min max
1 þ g1 � 2g2 � t2

p1 þ p2

; 0

� �
; 1

� � ð3Þ

(ii) If both p1 ¼ p2 ¼ 0 then

q0ðv1 � v2Þ ¼
1 : g1 [ g2

0 : g1\g2

0:5 : g1 ¼ g2

8><
>:

we obtain the possibility degree matrix (PDMx) M0 ¼
½q0ti�n�n ¼ ½q0ðvt � viÞ�n�n for ordering n IFNs v1, v2, . . .,

vn by applying the Eq. (3) as follows:

M0 ¼

q011 q012 . . . q01n
q021 q022 . . . q02n

..

. ..
. . .

. ..
.

q0n1 q0n2 . . . q0nn

0
BBBB@

1
CCCCA

ð4Þ

After that, calculate the ranking value (RV) u0
t for IFNs vt

as

u0
t ¼

1

nðn� 1Þ

�Xn
j¼1

q0tj þ
n

2
� 1

�
: ð5Þ

Hence, arrange the RVs u0
t, t ¼ 1; 2; . . .; n, in descending

order and choose the best IFNs vt.

Example 1 Let two IFNs v1 ¼ h0:3; 0:2i and

v2 ¼ h0:3; 0:3i. For comparing v1 and v2, we use the

existing PDM q0 as given in the Eq. (3) and obtain

q0ðv1 � v2Þ ¼min max
1 þ 0:3 � 2 � 0:3 � 0:3

0:5 þ 0:4
; 0

� �
; 1

� �

¼min max
0:4

0:9
; 0

� �
; 1

� �

¼min max 0:4444; 0ð Þ; 1ð Þ
¼0:4444;

and

q0ðv2 � v1Þ ¼min max
1 þ 0:3 � 2 � 0:3 � 0:2

0:5 þ 0:4
; 0

� �
; 1

� �

¼min max
0:5

0:9
; 0

� �
; 1

� �

¼min max 0:5556; 0ð Þ; 1ð Þ
¼0:5556:

Hence, we get the PDMx M0 using Eq. (4) as

M0 ¼
0:5 0:4444

0:5556 0:5

� �
:

Thus, by using Eq. (5), we obtain the RVs u0
1 ¼

1
2ð2�1Þ ð0:5 þ 0:4444 � 2

2
� 1Þ ¼ 0:4722 and u0

2 ¼
1

2ð2�1Þ ð0:5556 þ 0:5 � 2
2
� 1Þ ¼ 0:5278 of the IFNs v1 and

v2 respectively. Since u0
2 [u0

1, therefore v2	v1.

Furthermore, we found that g1 ¼ g2 ¼ 0:3 and t1 ¼
0:2\0:3 ¼ t2 which implies that the MGs of v1 and v2 are

same, and NMG of v1 is less than the NMG of v2. As a

result, based on the Definition 2, we get v1	v2. Thus, the

existing PDM q0 (Garg and Kumar 2019) fails to identify

the correct ranking order (RO) of IFNs v1 and v2.

Example 2 Let two IFNs v1 ¼ h0:4; 0:5i and

v2 ¼ h0:4; 0:3i. For comparing v1 and v2, we use the

existing PDM q0 as given in the Eq. (3) and obtain

q0ðv1 � v2Þ ¼min max
1 þ 0:4 � 2 � 0:4 � 0:3

0:1 þ 0:3
; 0

� �
; 1

� �

¼min max
0:3

0:4
; 0

� �
; 1

� �

¼min max 0:7500; 0ð Þ; 1ð Þ
¼0:7500:

and
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q0ðv2 � v1Þ ¼min max
1 þ 0:4 � 2 � 0:4 � 0:5

0:1 þ 0:3
; 0

� �
; 1

� �

¼min max
0:1

0:4
; 0

� �
; 1

� �

¼min max 0:2500; 0ð Þ; 1ð Þ
¼0:2500:

Hence, we get the PDMx M0 using Eq. (4) as

M0 ¼
0:5000 0:7500

0:2500 0:5000

� �
:

Thus, by using Eq. (5), we obtain the RVs u0
1 ¼

1
2ð2�1Þ ð0:5 þ 0:7500 � 2

2
� 1Þ ¼ 0:6250 and u0

2 ¼
1

2ð2�1Þ ð0:2500 þ 0:5 � 2
2
� 1Þ ¼ 0:3750 of the IFNs v1 and

v2 respectively. Since u0
1 [u0

2, therefore v1	v2.

Furthermore, we found that g1 ¼ g2 ¼ 0:4 and t1 ¼
0:5[ 0:3 ¼ t2 which implies that the MGs of v1 and v2 are

identical, and NMG of v2 is less than the NMG of v1. As a

result, according to the Definition 2, v2	v1. Thus, the

existing PDM Garg and Kumar (2019) fails to identify

ranking order (RO) of IFNs v1 and v2.

From the results of Examples 1 and 2, it is clear that

Garg and Kumar’s PDM (Garg and Kumar 2019) has the

shortcomings that it provide the incorrect RO of the IFNs.

To overcome the shortcomings of Garg and Kumar’s PDM

(Garg and Kumar 2019), we must develop a new PDM of

IFNs.

3 Advanced possibility degree measure

In this section, we present an advanced possibility degree

measure (APDM) for the ranking of IFNs.

Definition 6 For any two IFNs v1 ¼ hg1; t1i and

v2 ¼ hg2; t2i, the proposed APDM qðv1 � v2Þ of v1 � v2

is given as follows :

(i) If either p1 6¼ 0 or p2 6¼ 0 then

qðv1�v2Þ¼1�min max
1�g1þt1�2t2

p1þp2

;0

� �
;1

� �

ð6Þ

(ii) If both p1 ¼ p2 ¼ 0 then

qðv1 � v2Þ ¼
1 : g1 [ g2

0 : g1\g2

0:5 : g1 ¼ g2

8><
>:

ð7Þ

Theorem 1 Consider v1 and v2 be any two IFNs, then

(a) 0� qðv1 � v2Þ� 1;

(b) qðv1 � v2Þ ¼ 0:5 if v1 ¼ v2;

(c) qðv1 � v2Þ þ qðv2 � v1Þ ¼ 1.

Proof

(a) We do this by assuming

j ¼ 1 � g1 þ t1 � 2t2

p1 þ p2

:

Now, there are the following three situations:

(1) If j� 1 then

qðv1 � v2Þ ¼1 � min max j; 0ð Þ; 1ð Þ
¼1 � minðj; 1Þ ¼ 1 � 1 ¼ 0:

(2) If 0\j\1 then

qðv1 � v2Þ ¼1 � min max j; 0ð Þ; 1ð Þ
¼1 � minðj; 1Þ ¼ 1 � j:

(3) If j� 0 then

qðv1 � v2Þ ¼1 � min max j; 0ð Þ; 1ð Þ
¼1 � minð0; 1Þ ¼ 1:

As a result of the above three cases, we can

conclude that 0� qðv1 � v2Þ� 1.

(b) Let v1 ¼ hg1; t1i, v2 ¼ hg2; t2i be two IFNs. If

v1 ¼ v2, which implies that g1 ¼ g2 and t1 ¼ t2.

Then, Eq. (6) becomes

qðv1�v2Þ¼1�min max
1�g1þt1�2t2

p1þp2

;0

� �
;1

� �

¼1�min max
1�g1þt1�2t1

p1þp1

;0

� �
;1

� �

¼1�min max
p1

2p1

;0

� �
;1

� �

¼1�minðmaxð0:5;0Þ;1Þ
¼1�0:5

¼0:5:

(c) Let

j ¼ 1 � g1 þ t1 � 2t2

p1 þ p2

;

� ¼ 1 � g2 þ t2 � 2t1

p1 þ p2

;

and we have

470 Granular Computing (2023) 8:467–478

123



jþ � ¼ 1 � g1 þ t1 � 2t2 þ 1 � g2 þ t2 � 2t1

p1 þ p2

¼ 1 � g1 � t1 þ 1 � g2 � t2

p1 þ p2

¼ p1 þ p2

p1 þ p2

¼ 1:

(a) If j� 0 and �� 1 then

qðv1 � v2Þ þ pðv2 � v1Þ
¼ 1 � min max j; 0ð Þ; 1ð Þ þ 1

� min max �; 0ð Þ; 1ð Þ
¼2 � minð0; 1Þ � minð�; 1Þ ¼ 1:

(b) If 0\j; �\1 then

qðv1 � v2Þ þ pðv2 � v1Þ
¼ 1 � min max j; 0ð Þ; 1ð Þ þ 1

� min max �; 0ð Þ; 1ð Þ
¼2 � minðj; 1Þ � minð�; 1Þ
¼2 � j� � ¼ 1:

(c) If j� 1 and �� 0 then

qðv1 � v2Þ þ pðv2 � v1Þ
¼ 1 � min max j; 0ð Þ; 1ð Þ
þ 1 � min max �; 0ð Þ; 1ð Þ

¼2 � minðj; 1Þ � minð0; 1Þ ¼ 1:

h

Theorem 2 For any two IFNs v1 ¼ hg1; t1i and

v2 ¼ hg2; t2i, the proposed APDM pðv1 � v2Þ satisfies the
following characteristics:

(i) qðv1 � v2Þ ¼ 0 if t1 � t2 � p2=2;

(ii) qðv1 � v2Þ ¼ 1 if t2 � t1 � p1=2.

Proof For two IFNs v1 ¼ hg1; t1i and v2 ¼ hg2; t2i, we

have

(i) Let t1 � t2 � p2=2, then we have

1 � g1 þ t1 � 2t2

p1 þ p2

¼ 1 � g1 � t1 þ 2t1 � 2t2

p1 þ p2

¼ p1 þ 2t1 � 2t2

p1 þ p2

� p1 þ p2

p1 þ p2

¼1

Therefore, 1 � min max
1�g1þt1�2t2

p1þp2
; 0

� �
; 1

� �
¼ 0.

Hence qðv1 � v2Þ ¼ 0.

(ii) Let t2 � t1 � p1=2, then we have

1 � g1 þ t1 � 2t2

p1 þ p2

¼ 1 � g1 � t1 þ 2t1 � 2t2

p1 þ p2

¼ p1 � 2ðt2 � t1Þ
p1 þ p2

� p1 � p1

p1 þ p2

¼0

Therefore, 1 � min max
1�g1þt1�t2

p1þp2
; 0

� �
; 1

� �
¼ 1.

Hence qðv1 � v2Þ ¼ 1.

h

However, we develop the possibility degree matrix

(PDMx) M ¼ ½qtj�n�n ¼ ½qðvt � viÞ�n�n where t; i ¼
1; 2; . . .; n; to rank n IFNs v1, v2, . . ., vn, by applying the

Eq. (6) as follows:

M ¼

q11 q12 . . . q1n

q21 q22 . . . q2n

..

. ..
. . .

. ..
.

qn1 qn2 . . . qnn

0
BBBB@

1
CCCCA

ð8Þ

Now, for IFNs vt, we calculate the ranking value (RV) ut

as

ut ¼
1

nðn� 1Þ

�Xn
j¼1

qti þ
n

2
� 1

�
: ð9Þ

As a result, sort the RVs ut, t ¼ 1; 2; . . .; n, in descending

order and select the best IFNs vt.

Example 3 Consider the same IFNs v1 ¼ h0:3; 0:2i and

v2 ¼ h0:3; 0:3i as given in Example 1 for ranking using the

proposed APDM. For this, we use Eq. (6) to obtain the

APDMs qðv1 � v2Þ and qðv2 � v1Þ of v1 � v2 and

v2 � v1, respectively, and shown as follows:

qðv1 � v2Þ ¼1 � min max
1 � 0:3 þ 0:2 � 2 � 0:3

0:5 þ 0:4
; 0

� �
; 1

� �

¼1 � min max
0:3

0:9
; 0

� �
; 1

� �

¼1 � min max 0:3333; 0ð Þ; 1ð Þ
¼1 � 0:3333 ¼ 0:6667;

and
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qðv1�v2Þ¼1�min max
1�0:3þ0:3�2�0:2

0:5þ0:4
;0

� �
;1

� �

¼1�min max
0:6

0:9
;0

� �
;1

� �

¼1�min max 0:6667;0ð Þ;1ð Þ
¼1�0:6667¼0:3333:

Thus, by utilizing the Eq. (8), we calculate the PDMx as

M ¼
0:5000 0:6667

0:3333 0:5000

� �

The ranking values u1 and u2 of the IFNs v1 and v2 are

calculated using Eq. (9), respectively, and obtain u1 ¼
1

2ð2�1Þ ð0:5 þ 0:6667 � 2
2
� 1Þ ¼

0:5833; u2 ¼ 1
2ð2�1Þ ð0:3333 þ 0:5 � 2

2
� 1Þ ¼ 0:4167.

Since u1 [u2, therefore v1	v2. As a result, the proposed

APDM q can overcome the drawbacks of the existing PDM

q0 (Garg and Kumar 2019) as described in Sect. 2.

Example 4 Consider the same IFNs v1 ¼ h0:4; 0:5i and

v2 ¼ h0:4; 0:3i as given in Example 2 for ranking using the

proposed APDM. For this, we use Eq. (6) to obtain the

APDMs qðv1 � v2Þ and qðv2 � v1Þ of v1 � v2 and

v2 � v1, respectively, and shown as follows:

qðv1 � v2Þ ¼1 � min max
1 � 0:4 þ 0:5 � 2 � 0:3

0:1 þ 0:3
; 0

� �
; 1

� �

¼1 � min max
0:5

0:4
; 0

� �
; 1

� �

¼1 � min max 1:2500; 0ð Þ; 1ð Þ
¼1 � 1 ¼ 0;

and

qðv1 �v2Þ¼1�min max
1�0:4þ0:3�2�0:5

0:1þ0:3
;0

� �
;1

� �

¼1�min max
�0:1

0:4
;0

� �
;1

� �

¼1�min max 0;0ð Þ;1ð Þ
¼1�0¼1:

Thus, by utilizing Eq. (8), we calculate the PDMx as

M ¼
0:5000 0:0

1:0 0:5000

� �

The ranking values u1 and u2 of the IFNs v1 and v2 are

calculated using Eq. (9), respectively, and get u1 ¼
1

2ð2�1Þ ð0:5 þ 0 � 2
2
� 1Þ ¼ 0:2500; u2 ¼ 1

2ð2�1Þ

ð1:0 þ 0:5 � 2
2
� 1Þ ¼ 0:7500. Since u2 [u1, therefore,

v2	v1. As a result, the proposed APDM q can overcome

the drawbacks of the existing PDM q0 (Garg and Kumar

2019) as described in Sect. 2.

4 Analyzing the limitations of the Garg
and Kumar’s MADM approach (Garg
and Kumar 2019)

In this section, we analyze the drawbacks of the Garg and

Kumar’s MADM approach (Garg and Kumar 2019). Let

the alternatives O1;O2; . . .;Om and the attributes

C1;C2; . . .;Cn with weights w1;w2; . . .;wn such that wt [ 0

and
Pn
t¼1

wt ¼ 1. DMk assess the alternative Ok under the

attributes Ct by utilizing the IFNs evkt ¼ hegkt;etkti, k ¼
1; 2; . . .;m and t ¼ 1; 2; . . .; n.

The operating steps of the MADM approach (Garg and

Kumar 2019) are discussed as follows:

Step 1: Construct the decision matrix (DMx) eD ¼
evktð Þm�n using the DMk’s assessment as

follows:

Step 2: Transform the DMx eD ¼ evktð Þm�n¼
hegkt;etktið Þm�n into the normalized DMx

(NDMx) D ¼ ðvktÞm�n ¼ hgkt; tkti as follows :

vkt ¼
hegkt;etkti : if Ct is a benefit type attribute

hetkt; egkti : if Ct is a cost type attribute

�

Step 3: Obtain the aggregated IFN vk of alternative Ok

by combining the IFNs vk1; vk2; . . .; vkn
appeared in the kth row of the NDMx D ¼
ðvktÞm�n using the IFEWGIA AO and shown

as follows:
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where wt is the weight of Ct, wt � 0 and
Pn
t¼1

wt ¼ 1.

Step 4: Based on the Definition 5, MADM approach

(Garg and Kumar 2019) obtains the PDMx

M0 ¼ ½q0ki�m�m as shown below:

M0 ¼

q011 q012 . . . q01n
q021 q022 . . . q02n

..

. ..
. . .

. ..
.

q0n1 q0n2 . . . q0nn

0
BBBB@

1
CCCCA

ð11Þ

where q0ki ¼ q0ðvk � viÞ and

(i) when either pk 6¼ 0 or pi 6¼ 0 then

q0ðvk � viÞ ¼

min max
1 þ gk � 2gi � ti

pk þ pi
; 0

� �
; 1

� �

(ii) when both pk ¼ pi ¼ 0 then

q0ðvk � viÞ ¼
1 : gk [ gi
0 : gk\gi

0:5 : gk ¼ gi

8><
>:

Step 5: Compute the ranking value (RV) u0
k of

alternative Ok; k ¼ 1; 2; . . .;m; as follows :

u0
k ¼

1

mðm� 1Þ

�Xm
j¼1

q0kj þ
m

2
� 1

�
; ð12Þ

sort the RVs u0
1, u0

2,..., u0
m of alternatives O1,

O2,...,Om in decreasing order and get the RO

of the alternatives O1, O2,...,Om.

Example 5 Let O1, O2 and O3 be three alternatives and let

C1;C2 and C3 be three beneficiary type attributes with

weights w1 ¼ 0:3, w2 ¼ 0:4 and w3 ¼ 0:3. The DMk assess

the alternatives O1;O2; and O3 under the attribute C1, C2

and C3 using an IFN evkt to obtain the DMx

eD ¼ vktð Þ3�3¼ egkt;etktð Þ3�3.

We use the Garg and Kumar’s MADM approach (Garg

and Kumar 2019) to solve this MADM problem as follows:

Step 1: DMk’s assessments of the alternative O1, O2

and O3 with respect to attributes C1;C2 and C3

in the form of the DMx eD ¼ vktð Þ3�3¼
egkt;etktð Þ3�3 and shown as follows:

Step 2: Because all the attributes are of the benefit

type, Garg and Kumar’s MADM approach

(Garg and Kumar 2019) obtains the NDMx

R ¼ gkt; tktð Þ3�3¼ egkt;etktð Þ3�3.

Step 3: By utilizing Eq. (10), Garg and Kumar’s

MADM approach (Garg and Kumar 2019)

obtains the aggregated IFNs v1 ¼ h0; 1i;
v2 ¼ h0; 1i, and v3 ¼ h0; 1i of the alternatives

O1;O2 and O3 respectively.

Step 4: Using Eq. (11), Garg and Kumar’s MADM

approach (Garg and Kumar 2019) calculate

the PDMx M0 ¼ ½q0ki�3�3 as follows:

M0 ¼
0:5 0:5 0:5

0:5 0:5 0:5

0:5 0:5 0:5

0
B@

1
CA

Step 5: Using Eq. (12), Garg and Kumar’s MADM

approach (Garg and Kumar 2019) gets the RV

u0
k of the alternative Ok, where k ¼ 1; 2; 3,

u0
1 ¼ 0:3333, u0

2 ¼ 0:3333 and u0
3 ¼ 0:3333.

Step 6: Since, u0
1 ¼ u0

2 ¼ u0
3, therefore RO of alter-

natives O1, O2 and O3 obtained by Garg and

Kumar’s MADM approach (Garg and Kumar

2019) is ‘‘O1 ¼ O2 ¼ O00
3. As a result, Garg

and Kumar’s MADM approach (Garg and

Kumar 2019) fails to distinguish the RO of

O1, O2 and O3 in this case.

vk ¼hgk; tki
¼IFEWGIAðvk1; vk2; . . .; vknÞ

¼
2

Qn
t¼1

ð1 � tktÞwt � ð1 � gkt � tktÞwt

� �

Qn
t¼1

ð1 þ tktÞwt þ
Qn
t¼1

ð1 � tktÞwt

;

Qn
t¼1

ð1 þ tktÞwt �
Qn
t¼1

ð1 � tktÞwt

Qn
t¼1

ð1 þ tktÞwt þ
Qn
t¼1

ð1 � tktÞwt

* +
;

ð10Þ
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Example 6 Let O1, O2 and O3 be three alternatives and let

C1;C2 and C3 be three beneficiary type attributes with

weights w1 ¼ 0:3, w2 ¼ 0:3 and w3 ¼ 0:4. The DMk

assesses the alternative O1, O2 and O3 under the attribute

C1;C2 and C3 using an IFN evkt to obtain the DMx

eD ¼ vktð Þ3�3¼ egkt;etktð Þ3�3.

We use the Garg and Kumar’s MADM approach (Garg

and Kumar 2019) to solve this MADM problem as follows:

Step 1: DMk’s assessments of the alternative O1, O2

and O3 with respect to attributes C1;C2 and C3

in the form of the DMx eD ¼ vktð Þ3�3¼
egkt;etktð Þ3�3 and shown as follows:

Step 2: Because all the attributes are of the benefit

type, Garg and Kumar’s MADM approach

(Garg and Kumar 2019) obtains the NDMx

D ¼ gkt; tktð Þ3�3¼ egkt;etktð Þ3�3.

Step 3: By utilizing Eq. (10), Garg and Kumar’s

MADM approach (Garg and Kumar 2019)

obtains the aggregated IFNs v1 ¼ h0; 1i;
v2 ¼ h0; 1i, and v3 ¼ h0; 1i of the alternatives

O1;O2 and O3 respectively.

Step 4: Using Eq. (11), Garg and Kumar’s MADM

approach (Garg and Kumar 2019) calculate

the PDMx M0 ¼ ½q0ki�3�3 as follows:

M0 ¼
0:5 0:5 0:5

0:5 0:5 0:5

0:5 0:5 0:5

0
B@

1
CA

Step 5: Using Eq. (12), Garg and Kumar’sMADM

approach (Garg and Kumar 2019) gets the RV

u0
k of the alternative Ok, where k ¼ 1; 2; 3,

u0
1 ¼ 0:3333, u0

2 ¼ 0:3333 and u0
3 ¼ 0:3333.

Step 6: Because u0
1 ¼ u0

2 ¼ u0
3, the RO of alterna-

tives O1, O2 and O3 obtained by Garg and

Kumar’s MADM approach (Garg and Kumar

2019) is ‘‘O1 ¼ O2 ¼ O00
3. As a result, Garg

and Kumar’ MADM approach (Garg and

Kumar 2019) fails to distinguish the RO of

O1, O2 and O3 in this case.

From the results of Example 5 and Example 6, it can be

seen that Garg and Kumar’s MADM approach (Garg and

Kumar 2019) based on existing PDM has the drawback that

it cannot distinguish the ROs of the alternatives in some

situations. Therefore, we need to develop a new MADM

approach under the IFNs environment to overcome the

drawbacks of Garg and Kumar’s MADM approach (Garg

and Kumar 2019).

5 Proposed MADM approach based
on the proposed APDM of IFNs

In this section, using the proposed APDM of IFNs, we

develop a novel MADM method for IFNs.

Assume the alternatives O1;O2; . . .;Om and the attri-

butes C1;C2; . . .;Cn with weights w1;w2; . . .;wn such that

wt [ 0 and
Pn
t¼1

wt ¼ 1. Decision maker (DMk) assess the

alternative Ok towards the attributes Ctðt ¼ 1; 2; . . .; nÞ
using the IFNs evkt ¼ hegkt;etkti, k ¼ 1; 2; . . .;m and

t ¼ 1; 2; . . .; n

Step 1: Assemble the DMk assessment in the form of

the decision matrix (DMx) eD ¼ evktð Þm�n as

follows:

Step 2: Transform the DMx eD ¼ evktð Þm�n¼
hegkt;etktið Þm�n to the normalized DMx

(NDMx) D ¼ ðvktÞm�n ¼ hgkt; tkti as follows :

vkt ¼
hegkt;etkti : if Ct is a benefit type attribute

hetkt; egkti : if Ct is a cost type attribute

�

ð13Þ

Step 3: By applying the Eq. (2), compute the overall

IFN vk ¼ hgk; tki of alternative Ok, k ¼
1; 2; . . .;m; as follows:

vk¼hgk;tki
¼IIFEWAðvk1;vk2;...;vknÞ

¼
Qn
t¼1

ð1�gktÞwt� 1�1
e 1�

Qn
t¼1

ð1�egktÞwt

� �� �

Qn
t¼1

ð1�gktÞ
wtþ 1�1

e 1�
Qn
t¼1

ð1�egktÞ
wt

� �� �;
*

2 1�1
e 1�

Qn
t¼1 1�e 1�hktð Þð Þwt

� 	� 	
Qn

t¼1 2�hktð Þwtþ 1�1
e 1�

Qn
t¼1 1�e 1�hktð Þð Þwt

� 	� 	



ð14Þ

Step 4: Based on the Definition 6, compute the PDMx

M ¼ ½qki�m�m, k; i ¼ 1; 2; . . .;m as:
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M ¼

q11 q12 . . . q1i

q21 q22 . . . q2i

..

. ..
. . .

. ..
.

qk1 qk2 . . . qki;

0
BBBB@

1
CCCCA

ð15Þ

where qki ¼ qðvk � viÞ and

(i) If either pk 6¼ 0 or pi 6¼ 0 then

qðvk � viÞ ¼

� max min
1 � gk þ tk � 2tj

pk þ pi
; 1

� �
; 0

� �

(ii) If both pk ¼ pi ¼ 0 then

qðvk � viÞ ¼
1 : gk [ gi
0 : gk\gi

0:5 : gk ¼ gi

8><
>:

Step 5: Using Eq. (9), compute the alternative’s

ranking value (RV) u1, u2, . . ., um of

alternatives O1, O2,...,Om as follows :

uk ¼
1

mðm� 1Þ

�Xm
i¼1

qki þ
m

2
� 1

�
: ð16Þ

Step 6: Arrange the RVs u1, u2,..., um of alternatives

O1, O2,...,Om in decreasing order and get the

RO of the alternatives O1, O2,...,Om.

Example 7 (Garg and Kumar 2019) The government wants

to choose a contractor among the contractors, ‘‘PNC

Infratech Ltd.’’ ðO1Þ,‘‘ Hindustan construction company’’

ðO2Þ, ‘‘J.P. Construction’’ ðO3Þ and ‘‘Gammon India Ltd.’’

ðO4Þ for any construction project. For this assignment, the

government created five attributes: ‘‘project cost’’ ðG1Þ,
‘‘completion time’’ ðC2Þ, ‘‘technical capability’’ ðC3Þ, ‘‘fi-

nancial status’’’ ðC4Þ and ‘‘company background’’ ðC5Þ
with the weights w1 ¼ 0:3, w2 ¼ 0:25, w3 ¼ 0:1, w4 ¼
0:15 and w5 ¼ 0:2. The main goal of this MADM problem

is to select the best firm for the task from among all of

them.

To deal with this problem, we use the proposed

approach as follows:

Step 1: The DMk obtains the DMx eR ¼ evktð Þ4�5 by

evaluating the alternatives towards the attri-

butes using the IFNs and shown as follows:

Step 2: Because the attributes C1 and C2 are of the

cost type and the others are of the benefit type,

the proposed MADM approach obtains the

NDMx by using Eq. (13) and shown as

follows:

Step 3: Using Eq. (14), the proposed MADM

approach obtains the overall IFN vk of the

alternative Ok, where k ¼ 1; 2; 3; 4, e ¼ 0:99,

v1 ¼ h0:5757; 0:2543i; v2 ¼
h0:3687; 0:4029i; v3 ¼ h0:4626; 0:3802i; and

v4 ¼ h0:3173; 0:4966i:
Step 4: The proposed MADM approach obtains the

PDMx M ¼ ½qki�4�4 using Eq. (15) and shown

as follows:
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M ¼

0:5000 1:0000 1:0000 1:0000

0 0:5000 0:2903 0:9012

0 0:7097 0:5000 1:0000

0 0:0988 0 0:5000

0
BBB@

1
CCCA

Step 5: Using Eq. (16), proposed MADM approach

gets the RVs u1 ¼ 0:3750, u2 ¼ 0:2243,

u3 ¼ 0:2675 and u4 ¼ 0:1332 of the alterna-

tive O1;O2;O3 and O4, respectively.

Step 6: Since, u1 [u3 [u2 [u4, therefore alterna-

tive’s RO is O1	O3	O2	O4. Hence, O1 is

the best alternative for this MADM problem.

For Example 7, we make a comparative analysis of the

alternative’s RO obtained by the proposed MADM

approach with the alternative’s RO obtained by the Garg

and Kumar’s MADM approach (Garg and Kumar 2019).

The Garg and Kumar’s MADM approach (Garg and Kumar

2019) gets the RO O1	O4	O3	O2 of the alternatives O1,

O2, O3 and O4. Whereas, the proposed MADM approach

obtains the RO O1	O3	O2	O4 of the alternatives O1, O2,

O3 and O4. Hence, O1 is the best alternative for both

MADM approaches for this task.

Example 8 Consider the same data set as given in Example

5. To solve this MADM problem, we use the proposed

MADM approach as follows:

Step 1: The DMx eD ¼ evktð Þ3�3 is same as given in

Step 1 of Example 5.

Step 2: Since all the attributes are of benefit type,

therefore the proposed MADM approach gets

the NDMx D ¼ gkt; tktð Þ3�3¼ egkt;etktð Þ3�3.

Step 3: Using Eq. (14), the proposed MADM

approach gets the aggregated IFN vk of the

alternative Ok, where k ¼ 1; 2; 3, e ¼ 0:99,

v1 ¼ h0:3381; 0:5747i; v2 ¼
h0:3832; 0:4124i; and v3 ¼ h0:2216; 0:7381i.

Step 4: The proposed MADM approach obtains the

PDMx M ¼ ½qki�3�3 using Eq. (15) and shown

as follows:

M ¼
0:5 0 1:0

1:0 0:5 1:0

0 0 0:5

0
B@

1
CA

Step 5: Using Eq. (16), the proposed MADM

approach gets the RVs u1 ¼ 0:3333,

u2 ¼ 0:5, and u3 ¼ 0:1667 of the alternatives

O1;O2 and O3.

Step 6: Since, u2 [u1 [u3, therefore alternative’s

RO is O2	O1	O3.

For Example 8, we make a comparative analysis of the

alternative’s RO obtained by the proposed MADM

approach with the alternative’s RO obtained by the Garg

and Kumar’s MADM approach (Garg and Kumar 2019).

The Garg and Kumar’s MADM approach (Garg and Kumar

2019) based on the PDM obtains the RO ‘‘O1 ¼ O2 ¼ O3}

of the alternatives O1, O2, and O3, which has the draw-

backs that it cannot distinguish the RO of the alternatives

O1, O2, and O3 in this case. While, the proposed MADM

approach obtains the RO ‘‘O2	O1	O3} of the alternatives

O1, O2, and O3. Therefore, the proposed MADM approach

based on the APDM can overcome the drawbacks of Garg

and Kumar’s MADM approach (Garg and Kumar 2019).

Example 9 Consider the same data set as given in Example

6. To solve this MADM problem, we use the proposed

MADM approach as follows:

Step 1: The DMx eD ¼ evktð Þ3�3 is same as given in

Step 1 of Example 6.

Step 2: Since all the attributes are of benefit type,

therefore the proposed MADM approach gets

the NDMx D ¼ gkt; tktð Þ3�3¼ egkt;etktð Þ3�3.

Step 3: Using Eq. (14), the proposed MADM

approach gets the aggregated IFN vk of the

alternative Ok, where k ¼ 1; 2; 3, e ¼ 0:99,

v1 ¼ h0:2216; 0:6442i; v2 ¼
h0:2836; 0:4723i; and v3 ¼ h0:1655; 0:4968i.

Step 4: The proposed MADM approach obtains the

PDMx M using Eq. (15) and as follows:

M ¼
0:5 0 0:0908

1:0 0:5 0:6645

0:9092 0:3355 0:5

0
B@

1
CA

Step 5: Using Eq. (16), the proposed MADM

approach gets the RVs u1 ¼ 0:1818,

u2 ¼ 0:4441, and u3 ¼ 0:3741 of the alterna-

tives O1;O2 and O3 respectively.

Step 6: Since, u2 [u3 [u1, therefore alternative’s

RO is O2	O3	O1.

For Example 9, we make a comparative analysis of the

alternative’s RO obtained by the proposed MADM

approach with the alternative’s RO obtained by the Garg

and Kumar’s MADM approach (Garg and Kumar 2019).

The Garg and Kumar’s MADM approach (Garg and Kumar

2019) based on the PDM obtains the RO ‘‘O1 ¼ O2 ¼ O3}

of the alternatives O1, O2, and O3, which has the draw-

backs that it cannot distinguish the RO of the alternatives

O1, O2, and O3 in this case. While, the proposed MADM

approach obtains the RO ‘‘O2	O1	O3} of the alternatives

O1, O2, and O3. Therefore, the proposed MADM approach

based on the APDM can overcome the drawbacks of Garg

and Kumar’s MADM approach (Garg and Kumar 2019).
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6 Conclusion

In this study, we have proposed the a novel multi-attribute

decision making (MADM) approach for the intuitionistic

fuzzy numbers (IFNs) environment. For this, we have

proposed an advanced possibility degree measure (APDM)

for ranking of IFNs. The proposed APDM between two

IFNs indicates the possibility of one IFN being larger than

the other IFN. The proposed APDM of IFNs can overcome

the drawbacks of Garg and Kumar’s PDM (Garg and

Kumar 2019) of IFNs, which gives the incorrect ranking

order of the IFNs in some cases. Moreover, based on the

proposed APDM of IFNs, we have introduced a novel

MADM approach under the IFNs context. The proposed

MADM approach can overcome the drawback the Garg

and Kumar’s MADM approach (Garg and Kumar 2019),

which has drawback that it cannot distinguish the RO

between the alternatives in some circumstances. The pro-

posed MADM approach provides a very convenient way

for solving the MADM problems in IFNs contexts.

Abdullah et al. (2022) defined the MADM approach based

on the intuitionistic cubic fuzzy numbers. Akram and

Shahzadi (2021) defined the hybrid decision-making

method for the q-rung orthopair fuzzy environment. Feng

et al. (2020) develop the decision making approach based

on the PROMETHEE method for intuitionistic fuzzy soft

sets environment. Zhang (2020) defined the MADM

approach based on the dual hesitant fuzzy environment. Ma

and Xu (2020) introduced a MADM approach based on

fuzzy logical algebras for computing generalized linguistic

term sets. Future research can focus on developing new

MADM algorithms based on (Abdullah et al. 2022; Akram

and Shahzadi 2021; Feng et al. 2020; Zhang 2020; Ma and

Xu 2020). In future, we can also extend the proposed

MADM approach for solving the multi-attribute group

decision-making problems under the IFNs environment.
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