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Abstract
The dual hesitant fuzzy set (DHFS) is an effective mathematical approach to deal with the data which are imprecise,

uncertain or incomplete information. DHFS is an extension of hesitant fuzzy sets (HFS) which encompass fuzzy sets (FS),

intuitionistic fuzzy sets (IFS), HFS, and fuzzy multisets as a special case. DHFS consist of two parts, that is, the

membership and non-membership degrees which are represented by two sets of possible values. Therefore, in accordance

with the practical demand these sets are more flexible and provide much more information about the situation. The aim of

this paper is to develop an effective methodology for solving matrix games with payoffs of triangular dual hesitant fuzzy

numbers (TDHFNs). The flaws of the existing approach to solve matrix games with TDHFNs payoffs are pointed out.

Moreover, to resolve these flaws, novel, general and corrected approach called Mehar approach is proposed to obtain the

optimal strategies for TDHFNs matrix games. In this methodology, the concepts and ranking order relations of TDHFNs

are defined. A pair of bi-objective linear programming models for matrix games with payoffs of TDHFNs is derived from

two auxiliary dual hesitant fuzzy programming models based on the ranking order relations of TDHFNs defined in this

paper. An effective methodology based on the weighted average method is developed to determine optimal strategies for

two players. In this approach, it is verified that any matrix game with TDHFNs payoffs always has a TDHFNs equilibrium

value. Finally, a numerical experiment is incorporated to illustrate the applicability and feasibility of the proposed Mehar

approach in TDHFNs matrix game. The obtained results are compared with the results obtained by the previous approaches

for solving TDHFNs matrix game.

Keywords Matrix games � Dual hesitant fuzzy set � Mathematical programming � Triangular dual hesitant fuzzy number �
Mehar approach

1 Introduction

Game theory mainly concerns in competitive and skillful

interaction between the decisions makers. Therefore, how

to make decisions in competitive environment is as usual

and important one. In the real world, game theory is mainly

used in military, finance, economic, strategic welfares,

cartel behaviour, management problems, auctions or social

problems, political voting systems, development research

and races (Owen 1982). In reality, due to the lack of

information and ambiguity of players, the decision may be

imprecise. To handle such an environment, researchers use

the notion of FS and its various extensions.

Initially, the FS was introduced by Zadeh (1965), where

every element of a set was defined along with their mem-

bership values. FS theory proved to be a useful tool to
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handle the uncertainty in real life problems. In 1980,

(Dubois and Prade 1980) applied the concept of FS in game

theory. Jana and Roy (2018b) presented the solution of

matrix games with payoffs of generalised trapezoidal fuzzy

numbers. KumarRoy and Mula (2013) studied bi-matrix

game with bi-fuzzy parameters. Roy and Maiti (2020)

discussed Stackelberg game with type-2 fuzzy variables.

Campos (1989) developed fuzzy linear programming

models to solve fuzzy matrix games. Nan et al. (2010)

applied lexicographic method for matrix games with pay-

offs of triangular fuzzy numbers. Li and Hong (2012)

discussed constrained matrix games with payoffs of trian-

gular fuzzy numbers. Aggarwal and Khan (2016) presented

multi-objective fuzzy matrix games via multi-objective

linear programming approach.

However, the FS uses only the membership degree,

which measures the degree of belongingness, and the

degree of non-belongingness is easily calculated as the

complement of the belongingness to 1. However, after

introducing the IFS and intuitionistic fuzzy number (IFN)

by Atanassov (1999), the mode of description of a FS

experienced a little change with great significance. In IFS,

the elements of the set are described along with its degree

of membership and non-membership, where the sum of the

membership and non-membership value must be less than

or equal to 1; if it is less than 1 then the remaining part is

left as the hesitation degree. Li and Nan (2009) proposed a

nonlinear programming algorithm for matrix games in

which payoffs are expressed by IFNs. Nan et al. (2010)

developed a lexicographic approach to matrix games with

payoffs of triangular IFNs. Seikh et al. (2013) discussed

matrix games in intuitionistic fuzzy (IF) environment.

Bandyopadhyay et al. 2013) studied matrix games with IF

payoffs through a score function. Aggarwal et al. (2012)

applied linear programming approach with IFSs to matrix

games with IF goals. Li et al. (2012) presented bi-objective

programming technique for solving matrix games with

payoffs of triangular IFNs. Nayak and Pal (2011) imple-

mented IF optimization algorithm for optimal solution of

multi-objective bi-matrix game. Nan et al. (2014a; b)

described an algorithm for matrix games with payoffs of

triangular IFN. Seikh et al. (2015) discussed matrix games

with IF payoffs. Nan et al. (2009) proposed a linear pro-

gramming algorithm for solving matrix games with IF

payoffs. Nan et al. (2014a; b) investigated IF programming

problems for matrix games with trapezoidal IF payoffs.

Verma and Kumar (2014) proposed a methodology for

solving matrix games with triangular IF payoffs. Xing and

Qiu (2019) applied accuracy function technique for solving

triangular IF matrix game. Brikaa et al. (2020) applied

resolving indeterminacy method to solve multi-criteria

matrix games with IF goals.

Nevertheless, it can be seen that the degree of mem-

bership and non-membership values are not enough in

some problems to assign an element correctly. Considering

the decision-makers hesitancy, Torra (2010) extended the

concept of FS to HFS, where the belongingness of an

element is assigned by a set of possible membership values

which must be lying on [0, 1]. Based on the extensive

research of IFS and HFS, Zhu et al. (2012) have combined

the idea of IFS theory with HFS theory and introduced the

concept of DHFS. Similar to the IFS theory, DHFS also

have membership degree function and non-membership

degree function. However, these two functions are

expressed by several determined numbers rather a single

number and make the descriptions of the fuzziness of the

real world more accurately than the other extended FS

theory. Due to its importance, many scholars have applied

the DHFS theory in various disciplines. For example, Hao

et al. (2017) studied probabilistic DHFS and its application

in risk evaluation. Ren et al. (2017) proposed dual hesitant

fuzzy VIKOR method for multi-criteria group decision

making based on fuzzy measure and new comparison

method. Garg and Kaur (2020) discussed quantifying ges-

ture information in brain hemorrhage patients using prob-

abilistic DHFS with unknown probability information.

Singh (2014) introduced new method for solving dual

hesitant fuzzy assignment problems with restrictions based

on similarity measure. Narayanamoorthy et al. (2019)

studied application of normal wiggly DHFS to site selec-

tion for hydrogen underground storage. Maity et al. (2019)

presented new approach for solving dual-hesitant fuzzy

transportation problem with restrictions. Yu et al. (2016)

introduced dual hesitant fuzzy group decision making

method and its application to supplier selection.

In the recent decades, many researchers have discussed

matrix games under uncertainty; for example, Figueroa-

Garcı́a et al. (2019) studied group matrix games involving

interval-valued fuzzy numbers. Turksen (1986) introduced

interval valued fuzzy sets based on normal forms. Chen

et al. (1997) discussed bidirectional approximate reasoning

based on interval-valued fuzzy sets. Chen and Hsiao (2000)

presented bidirectional approximate reasoning for rule-

based systems using interval-valued fuzzy sets. Chen

(1997) introduced interval-valued fuzzy hypergraph and

fuzzy partition. Akram et al. (2021c) studied fully Pytha-

gorean fuzzy linear programming problems with equality

constraints. Akram et al. (2021b) presented methods for

solving-Type Pythagorean fuzzy linear programming

problems with mixed constraints. Akram et al. (2021d)

investigated LR-type fully Pythagorean fuzzy linear pro-

gramming problems with equality constraints. (Akram

et al. 2021a) presented geometric–arithmetic energy and

atom bond connectivity energy of dual hesitant q-rung

orthopair fuzzy graphs. Jana and Roy (2018a) introduced
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DHF matrix games based on similarity measure. Singh

et al. (2020) discussed matrix games with 2-tuple linguistic

information. Zhou and Xiao (2019) constructed new matrix

game with payoffs of generalized Dempster Shafer struc-

tures. Seikh et al. (2020) solved matrix games with hesitant

fuzzy pay-offs. Han and Deng (2019) described novel

matrix game with payoffs of Maxitive Belief structure.

Khalifa (2019) proposed an approach for solving two-

person zero-sum matrix games in neutrosophic environ-

ment. Bhaumik et al. (2020) considered hesitant interval-

valued intuitionistic fuzzy-linguistic term set approach in

Prisoners’ dilemma matrix game. Ammar and Brikaa

(2019a, b) solved bi-matrix games in tourism planning

management under rough interval approach. Brikaa et al.

(2019) developed fuzzy multi-objective programming

algorithm for solving fuzzy rough constrained matrix

games. Bhaumik et al. (2021) introduced multi-objective

linguistic neutrosophic matrix game and its applications to

tourism management. Khan and Mehra (2020) proposed

novel equilibrium solution concept for IF bi-matrix games

considering proportion mix of possibility and necessity

expectations. Ammar and Brikaa (2019a, b) studied the

solution of constraint matrix games under rough interval

approach. Naqvi et al. (2021) solved IF two person zero-

sum matrix games using Tanaka and Asai approach.

Bhaumik and Roy (2021) constructed intuitionistic inter-

val-valued hesitant fuzzy matrix games with a new

aggregation operator for solving management problem.

Brikaa et al. (2021) proposed rough set approach to non-

cooperative continuous differential games. Xue et al.

(2021) solved matrix games based on Ambika method with

hesitant fuzzy information and its application in the

counter-terrorism issue. Roy and Jana (2021) studied the

multi-objective linear production planning games in trian-

gular hesitant fuzzy sets. Seikh and Karmakar (2021)

introduced credibility equilibrium strategy for matrix

games with payoffs of triangular dense fuzzy lock sets.

Seikh et al. (2021) proposed novel defuzzification approach

of Type-2 fuzzy variable to solving matrix games with

application to plastic ban problem. Xia (2019) developed

methods for solving matrix games with cross-evaluated

payoffs. Mi et al. (2021) studied two-person and zero-sum

matrix game with probabilistic linguistic information.

Gaber et al. (2021) introduced optimal solutions for con-

strained bi-matrix games with payoffs represented by sin-

gle-valued trapezoidal neutrosophic numbers.

However, in matrix games due to lack of information in

data and lack of attention of a decision-maker, always exist

some hesitancy. Therefore, neither FS nor IFS are sufficient

to describe pay-off values. This motivates us to imply the

concept of DHFS in matrix games. The elements of the

pay-off matrix are represented by TDHFNs, introduced by

Yang and Song (2020) and Zhu et al. (2012).

In this article, we propose a novel mathematical pro-

gramming approach, called the Mehar approach, for solv-

ing matrix games with TDHFNs payoffs. This approach

improves (Yang and Song 2020) algorithm by being based

on properties and assumptions that are valid in general so

that the novel mathematical programming algorithm yields

a generally valid solution. Pair of dual hesitant fuzzy

optimization problems is established for each player, which

are transformed into bi-objective linear programming

problems based on the ranking order relations of TDHFNs.

Using the weighted average technique, two simpler auxil-

iary linear programming problems are formulated to find

the minimax and maximin dual hesitant fuzzy strategies for

two players and the game value of the TDHFNs matrix

game.

This paper is organized as follows. Section 2 briefly

reviews some basic concepts, such as DHFS and TDHFNs.

Section 3 formulates matrix games with TDHFNs payoffs.

The flaws of the existing method (Yang and Song 2020) are

discussed in Sect. 4. Section 5 develops Mehar approach to

solve TDHFNs matrix games. Section 6 presents a

numerical example to illustrate the proposed approach, and

finally, a short conclusion is drawn in Sect. 7.

2 Preliminaries

In this section, the basic definitions and concepts related to

TDHFNs (Yang and Song 2020; Zhu et al. 2012) will be

presented for further convenience.

Definition 1 (Ishibuchi and Tanaka 1990) Let cI ¼
cL; cU½ � and dI ¼ dL; dU

� �
be two intervals. Then, cI � dI iff

cL � dL and cU � dU. Similarly, cI � dI iff cL � dL and

cU � dU.

Definition 2 (Ishibuchi and Tanaka 1990) Let cI ¼
cL; cU½ � be an interval. Then, the maximization model with

interval objective function is represented as

max cIjcI 2 !1f g which is equivalent to the bi-objective

programming model: max cL; c
LþcU

2

� ����cI 2 !1

n o
, where

!1 is the set of constraint conditions.

Definition 3 (Ishibuchi and Tanaka 1990) Let cI ¼
cL; cU½ � be an interval. Then, the minimization model with

interval objective function is represented as

min cIjcI 2 !2f g which is equivalent to the bi-objective

programming model: min cU; c
LþcU

2

� ����cI 2 !2

n o
, where !2

is the set of constraint conditions.

Suppose a DHFS described as F ¼ y; gF yð Þh ijy 2 Yf g,
where gF yð Þ ¼ bt; bt; bt

� �
; debt

; cebt

D E
t ¼ 1; 2; . . .;mð Þ is a
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TDHFN describing the possible non-membership and

membership degree of y 2 YtoF, respectively.

The possible non-membership functions are given as

follows:

cebt
¼

bt � yþ vebt
y� bt
� �

bt � bt
; bt � y� bt

y� bt þ vebt
bt � y
� �

bt � bt
; bt\y� bt

1; y\bt or y[ bt:

8
>>>>>><

>>>>>>:

ð1Þ

The possible membership functions are given as

follows:

debt
¼

y� bt

bt � bt
xebt

; bt � y� bt;

bt � y

bt � bt
xebt

; bt\y� bt;

0; y\bt or y[ bt;

8
>>>>><

>>>>>:

ð2Þ

where vebt
and xebt

describe the minimum possible non-

membership degree and maximum possible membership

degree of y 2 Y toF, respectively. Which satisfy the con-

ditions 0� vebt
� 1; 0�xebt

� 1; and0� vebt
þ xebt

� 1:

Definition 4 ~b ¼ bt;bt; bt

� �
;xebt

; vebt

D E
is called a positive

TDHFN if bt � 0; bt [ 0 t ¼ 1; 2; . . .;mð Þ, which given by

~b ~[ 0. Likewise, ~b ¼ bt;bt; bt

� �
;xebt

; vebt

D E
is called a

negative TDHFN if bt\0; bt � 0 t ¼ 1; 2; . . .;mð Þ, which

given by ~b ~\0. Let ~[ and ~\ denote ‘‘dual hesitant fuzzy

greater than’’ and ‘‘dual hesitant fuzzy less than’’,

respectively.

Definition 5 A a-cut set of a TDHFN ~b ¼

bt;bt; bt

� �
;xebt

; vebt

D E
is given as ~ba ¼ yjdebt ðyÞ� a

n o
,

where 0� a�min xebt

n o
.

Definition 6 A b-cut set of a TDHFN ~b ¼

bt; bt; bt
� �

;xebt
; vebt

D E
is given as ~bb ¼ yjcebt ðyÞ� b

n o
,

where max vebt

n o
� b� 1.

Definition 7 A a; bð Þ-cut set of a TDHFN ~b ¼

bt; bt; bt
� �

;xebt
; vebt

D E
is given as ~b a;bð Þ ¼ yjdebt yð Þ

n

� a; cebt
ðyÞ� bg, where 0� a�min xebt

n o
, max vebt

n o
� b

� 1 and 0� aþ b� 1.

Theorem 1 Let ~b ¼ bt; bt; bt
� �

;xebt
; vebt

D E
be any TDHFN,

~b a;bð Þ can be obtained as ~b a;bð Þ ¼ ~ba \ ~bb.

Definition 8 If ~ba � ~ca and ~bb � ~cb, then ~b� ~c, which is

called ~b is less than ~c.
Likewise to the ranking order of intuitionistic fuzzy

number, let ~bi ¼ bi; bi; bi
� �

;x ~bi
; v ~bi

D E
and

~bj ¼ bj; bj; bj

� �
;xebj

; vebj

	 

, if ~bia � ~bja and ~bib � ~bjb then

~bi � ~bjð0� i; j�mÞ.

Definition 9 Let ~b ¼ bt; bt; bt
� �

;xebt
;

D

vebt
i t ¼ 1; 2; . . .;m1ð Þ and ~c ¼ ct; ct; ct

� �
;x ~ct ; v ~ct

� �

t ¼ 1; 2; . . .;m2ð Þ be two TDHFNs. If m1 ¼ m2, then they

are called two normalized TDHFNs.

Definition 10 Let ~b ¼ bt; bt; bt
� �

;xebt
; vebt

D E
and ~c ¼

ct; ct; ct
� �

;xect ; vect

D E
t ¼ 1; 2; . . .;mð Þ be two normalized

TDHFNs and q be a real number. The arithmetic operations

of TDHFNs are defined as follows:

~bþ ~c ¼ bt þ ct; bt þ ct; bt þ ct
� �

;min
�

xebt
;xect

n o
;max vebt

; vect

n oE
:

ð3Þ

~b~c ¼

btct; btct; btct

 �
;min xebt

;x ~ct

n o
;max vebt

; v ~ct

n o
; ~b[ d0; ~c[ d0;

btct; btct; btct

 �
;min xebt

;x ~ct

n o
;max vebt

; v ~ct

n o
; ~b[ d0; ~c\d0;

btct; btct; btct

 �
;min xebt

;x ~ct

n o
;max vebt

; v ~ct

n o
; ~b\d0; ~c\d0:

8
>>>>>><

>>>>>>:

ð4Þ

~b ¼
qbt; qbt; qbt
� �

;xebt
; vebt

D E
; q[ 0;

qbt; qbt; qbt
� �

;xebt
; vebt

D E
; q\0:

8
<

:
ð5Þ

~b
�1 ¼ 1=bt; 1=bt; 1=bt

� �
;xebt

; vebt

D E
: ð6Þ

3 Matrix games with triangular dual
hesitant fuzzy payoffs

In real-world problems, the payoffs may not be known

precisely by the decision makers. Then some sorts of

uncertainty arise about the payoffs. Therefore, DHFS the-

ory is applied to accommodate such types of matrix game

problems. Let’s suppose that the matrix game with

TDHFNs payoffs (Yang and Song 2020). The pure strate-

gies sets for both players I and II are represented by T1 ¼
n1; n2; . . .:; nrf g and T2 ¼ g1; g2; . . .; gsf g, respectively.

The vectors y ¼ y1; y2; . . .; yrð ÞT and z ¼ z1; z2; . . .; zsð ÞT
are probabilities in which players I and II choose their pure
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strategies ni 2 T1 and gj 2 T2, respectively. Sets of all

mixed strategies for players I and II are defined by Y and Z,

where Y ¼ y ¼ y1; y2; . . .; yrð Þj
Pr

i¼1 yi ¼ 1; yi � 0
� �

and

Z ¼ z ¼ z1; z2; . . .; zsð Þj
Ps

j¼1 zj ¼ 1; zj � 0
n o

, respec-

tively. Without loss of generality, suppose that the payoff

matrix of player I is given as ~B ¼ ebij
� �

r�s
, where ebij ¼

bijt; bijt; bijt
� �

;xebijt
; vebijt

	 

i ¼ 1; 2; . . .; r; j ¼ 1; 2; . . .;ð

s; t ¼ 1; 2; . . .;mÞ are TDHFNs. Then, the TDHFNs

matrix game is described as the triplet Y ; Z; ~B
� �

. From

Definition 10, the player I’s dual hesitant fuzzy expectation

payoff can be obtained as follows:

~E ~B
� �

¼ yT ~Bz ¼
Xr

i¼1

Xs

j¼1

ebijyizj

¼
Xr

i¼1

Xs

j¼1

bijtyizj;
Xr

i¼1

Xs

j¼1

bijtyizj;
Xr

i¼1

Xs

j¼1

bijtyizj

 !

;

*

min xebijt

� �
;max vebijt

� �
i

ð7Þ

which is TDHFNs.

Since the matrix game ~B with triangular dual hesitant

fuzzy payoffs is zero-sum, from Definition 10, the player

II’s dual hesitant fuzzy expectation payoff can be obtained

as follows:

~E ~�B
� �

¼ yT � ~B
� �

z ¼
Xr

i¼1

Xs

j¼1

�ebijyizj

¼
Xr

i¼1

Xs

j¼1

�bijtyizj;
Xr

i¼1

Xs

j¼1

�bijtyizj;
Xr

i¼1

Xs

j¼1

�bijtyizj

 !

;

*

min xebijt

� �
;max vebijt

� �
i;

ð8Þ

which is TDHFNs.

Definition 11 (Yang and Song 2020): Let ~u ¼

ut; ut; utð Þ;xeut
; veut

D E
and ~v ¼ vt; vt; vtð Þ;xevt ; vevt

D E
be

TDHFNs. Suppose that there exist y�; z�; ~u�; ~v�ð Þ, where
y� 2 Y , z� 2 Z, satisfying the following two conditions.

(a) y�T ~Bz ~� ~u� and y�T ~Bz ~� ~v�,
(b) There do not exist any ~u 6¼ ~u� and ~v 6¼ ~v� such that

~u ~� ~u� and ~v ~� ~v�,then, y�; z�; ~u�; ~v�ð Þ is the solution
of matrix game ~B with TDHFNs payoffs. z� 2 Z is

player II’s optimal strategy and y� 2 Y is player I’s

optimal strategy. ~v� is player II’s loss-ceiling and ~u�

is player I’s gain-floor. Finally, y�T ~Bz is the game

value of the TDHFNs matrix games.

From Definition 11, the player I’s optimal strategy y� 2
Y and player II’s optimal strategy z� 2 Z can be obtained

by solving the following pair of dual hesitant fuzzy

mathematical programming problems:

max ~uf g

s:t:

Pr
i¼1

~bij ~yi~zj ~� ~u; j ¼ 1; 2; . . .; s;Pr
i¼1 ~yi ffi ~1;

~yi ~� ~0; i ¼ 1; 2; . . .r:

8
<

:
ð9Þ

and

min ~vf g

s:t:

Ps
j¼1

~bij ~yi~zj ~� ~v; i ¼ 1; 2; . . .r;
Ps

j¼1 ~zj ffi ~1;

~zj ~� ~0; j ¼ 1; 2; . . .s:
:

8
><

>:
ð10Þ

respectively, where ~u and ~v are TDHFNs. It makes sense to

use only the extreme points of Y and Z in the constraints of

Eqs. (9) and (10), since ‘‘ ~� ’’ and ‘‘ ~� ’’ preserve the

ranking order relations when TDHFNs are multiplied by

positive numbers. Then, Eqs. (9) and (10) are reduced to

the following dual hesitant fuzzy mathematical program-

ming problems:

max ~uf g

s:t:

Pr
i¼1

~bij ~yi ~� ~u; j ¼ 1; 2; . . .s;Pr
i¼1 ~yi ffi ~1;

~yi ~� ~0; i ¼ 1; 2; . . .r:

8
<

:
ð11Þ

and

min ~vf g

s.t:

Ps

j¼1

~bij~zj ~� ~v; i ¼ 1; 2; . . .r;

Ps

j¼1

~zj ffi ~1;

~zj ~� ~0; j ¼ 1; 2; . . .s:

8
>>>>><

>>>>>:

; respectively: ð12Þ

4 Flaws of the existing method

Yang and Song (2020) proposed an approach for solving

matrix games with TDHFNs payoffs. In this section, flaws

in the existing Yang’s approach are pointed out.

1. In the existing approach (Yang and Song 2020), the

authors have converted (Eqs. (5) and (6), PP. 5) into

(Eqs. (7) and (14), PP. 5 and 7), respectively, using the

mathematical properties
Pr

i¼1
~bi

� �
a ¼

Pr
i¼1

~bi
� �

a and
Pr

i¼1
~bi

� �
b ¼

Pr
i¼1

~bi
� �

b:

However, it is clear that
Pr

i¼1
~bi

� �
a 6¼

Pr
i¼1

~bi
� �

a in

general as follows:
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Xr

i¼1

ebit

 !

a

¼
Xr

i¼1

bit; bit; bit
� �

;xebit

; vebit

D E
 !

a

¼
Xr

i¼1

bit;
Xr

i¼1

bit;
Xr

i¼1

bit

 !

;min xebit

n o
;max vebit

n o
* + !

a

¼
min xebit

n o
� a

� �Pr
i¼1 bit þ a

Pr
i¼1 bit

min xebit

n o ;
min xebit

n o
� a

� �Pr
i¼1 bit þ a

Pr
i¼1 bit

min xebit

n o

2

4

3

5;

and

Xr

i¼1

ebi
� �

a
¼
Xr

i¼1

bit; bit; bit
� �

;xebit
; vebit

D E� �

a

¼
Xr

i¼1

xebit

� a
� �

bit þ abit

xebit
;

xebit

� a
� �

bit þ abit

xebit

2

4

3

5 ¼
Xr

i¼1

xebit
� a

� �
bit þ abit

xebit

0

@

1

A;
Xr

i¼1

xebit

� a
� �

bit þ abit

xebit

0

@

1

A

2

4

3

5:

2. In the interval c; d½ �, the inequality c� d should be

always hold. However, in Yang’s approach (Eqs. (13) and

(14), PP. 7) are solved without the restrictions

uLta � uRta; u
L
tb � uRtb; v

L
ta � vRta and vLtb � vRtb. Therefore, for

the obtained values of uLta; u
R
ta; u

L
tb; u

R
tb; v

L
ta; v

R
ta; v

L
tb and vRtb

the inequalities uLta � uRta; u
L
tb � uRtb; v

L
ta � vRta and vLtb � vRtb

may or may not be satisfied, in general.

5 Mehar method for solving triangular dual
hesitant fuzzy matrix game

In this section, inspired by Verma et al. (2015) which

overcomes some drawbacks of intuitionistic fuzzy matrix

games, the Mehar approach is applied for solving TDHFNs

matrix games. In the following, we will focus on discussing

the solution approach and procedure of Eqs. (11) and (12).

5.1 Optimization models for Player I

Since ~bij are known, then by assuming

ebij ¼ bijt; bijt; bijt
� �

;xebijt
; vebijt

	 

, ~u ¼ ut; ut; utð Þ;xt; vth i,

eyi ¼ y
it
; yit; yit

� �
;xt; vt

D E
, ~1 ¼ 1t; 1t; 1tð Þ;xt; vth i and

~0 ¼ 0t; 0t; 0tð Þ;xt; vth i, where xt ¼ min xebijt

� �
and

vt ¼ max vebijt

� �
, then Eq. (11) can be converted into

736 Granular Computing (2022) 7:731–750

123



max ut; ut; utð Þ;xt; vth if g

s:t:

Pr
i¼1 bijt; bijt; bijt

� �
;x ~bijt

; v ~bijt

D E� �
y
it
; yit; yit

� �
;xt; vt

D E� �
~� ut; ut; utð Þ;xt; vth i; j ¼ 1; 2; . . .; s; t ¼ 1; 2; . . .;m;

Pr
i¼1 y

it
; yit; yit

� �
;xt; vt

D E
ffi 1t; 1t; 1tð Þ;xt; vth i; t ¼ 1; 2; . . .;m;

y
it
; yit; yit

� �
;xt; vt

D E
~� 0t; 0t; 0tð Þ;xt; vth i; i ¼ 1; 2; . . .; r; t ¼ 1; 2; . . .;m:

8
>>><

>>>:

ð13Þ

According to Definition 10, Eq. (13) can be rewritten as follows:

max ut; ut; utð Þ;xt; vth if g

s:t:

Pr
i¼1 q

ijt
; qijt; qijt

� �
;xt; vt

D E
~� ut; ut; utð Þ;xt; vth i; j ¼ 1; 2; . . .; s; t ¼ 1; 2; . . .;m;

Pr
i¼1 y

it
; yit; yit

� �
;xt; vt

D E
ffi 1t; 1t; 1tð Þ;xt; vth i; t ¼ 1; 2; . . .;m;

y
it
; yit; yit

� �
;xt; vt

D E
~� 0t; 0t; 0tð Þ;xt; vth i; i ¼ 1; 2; . . .; r; t ¼ 1; 2; . . .;m;

8
>>><

>>>:

ð14Þ

where q
ijt
; qijt; qijt

� �
;xt; vt

D E
¼

bijtyit; bijtyit; bijtyit

� �
;xt; vt

D E
; ~bij ~[ 0; ~yi ~[ 0;

bijtyit; bijtyit; bijtyit

� �
;xt; vt

D E
; ~bij ~[ 0; ~yi ~\0;

bijtyit; bijtyit; bijtyit

� �
;xt; vt

D E
; ~bij ~\0; ~yi ~\0:

8
>>><

>>>:

Since
Pr

i¼1 bijt; bijt; bijt
� �

;xt; vt
� �� �

¼
Pr

i¼1 bijt;
Pr

i¼1 bijt;
Pr

i¼1 bijt
� �

;xt; vt
� �

, then Eq. (14) can be transformed into

max ut; ut; utð Þ;xt; vth if g

s:t:

Pr
i¼1 qijt;

Pr
i¼1 qijt;

Pr
i¼1 qijt

� �
;xt; vt

D E
~� ut; ut; utð Þ;xt; vth ij ¼ 1; 2; . . .; s; t ¼ 1; 2; . . .;m;

Pr
i¼1 yit;

Pr
i¼1 yit;

Pr
i¼1 yit

� �
;xt; vt

D E
ffi 1t; 1t; 1tð Þ;xt; vth i; t ¼ 1; 2; . . .;m;

y
it
; yit; yit

� �
;xt; vt

D E
~� 0t; 0t; 0tð Þ;xt; vth i; i ¼ 1; 2; . . .; r; t ¼ 1; 2; . . .;m:

8
>>><

>>>:

ð15Þ

Using Definition 8, Eq. (15) is converted into the interval-valued bi-objective programming model as follows:

max ut; ut; utð Þ;xt; vth ið Þa; ut; ut; utð Þ;xt; vth ið Þb
n o

s:t:

Pr
i¼1 qijt;

Pr
i¼1 qijt;

Pr
i¼1 qijt

� �
;xt; vt

D E� �

a
� ut; ut; utð Þ;xt; vth ið Þaj ¼ 1; 2; . . .; s; t ¼ 1; 2; . . .;m;

Pr
i¼1 qijt;

Pr
i¼1 qijt;

Pr
i¼1 qijt

� �
;xt; vt

D E� �

b
� ut; ut; utð Þ;xt; vth ið Þbj ¼ 1; 2; . . .; s; t ¼ 1; 2; . . .;m;

Pr
i¼1 yit;

Pr
i¼1 yit;

Pr
i¼1 yit

� �
;xt; vt

D E� �

a
¼ 1t; 1t; 1tð Þ;xt; vth ið Þa; t ¼ 1; 2; . . .;m;

Pr
i¼1 yit;

Pr
i¼1 yit;

Pr
i¼1 yit

� �
;xt; vt

D E� �

b
¼ 1t; 1t; 1tð Þ;xt; vth ið Þb; t ¼ 1; 2; . . .;m;

y
it
; yit; yit

� �
;xt; vt

D E� �

a
� 0t; 0t; 0tð Þ;xt; vth ið Þa; i ¼ 1; 2; . . .; r; t ¼ 1; 2; . . .;m;

y
it
; yit; yit

� �
;xt; vt

D E� �

b
� 0t; 0t; 0tð Þ;xt; vth ið Þb; i ¼ 1; 2; . . .; r; t ¼ 1; 2; . . .;m:

8
>>>>>>>>>>>>>><

>>>>>>>>>>>>>>:

ð16Þ
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Let ut; ut; utð Þ;xt; vth ið Þa ¼ uLta; u
U
ta½ �, ut; ut; utð Þ;xt;hð

vtiÞb ¼ uLtb; u
U
tb

� �
,

Pr
i¼1 qijt;

Pr
i¼1 qijt;

Pr
i¼1 qijt

� �
;

D�

xt; vtiÞa ¼ Qijt

� �L
a
; Qijt

� �U
a

h i
,

Pr
i¼1 qijt;

�D�

Pr
i¼1 qijt;

Pr
i¼1 qijtÞ;xt; vtiÞb ¼ Qijt

� �L
b; Qijt

� �U
b

h i
,

Pr
i¼1 yit;

Pr
i¼1 yit;

Pr
i¼1 yit

� �
;

D�
xt; vtiÞa ¼ Yitð ÞLa;

h

Yitð ÞUa�,
Pr

i¼1 yit;
Pr

i¼1 yit;
Pr

i¼1 yit

� �
;xt; vt

D E� �

b

¼ Yitð ÞLb; Yitð ÞUb

h i
, y

it
; yit; yit

� �
;xt; vt

D E� �

a

¼ yitð ÞLa; yitð ÞUa

h i
, y

it
; yit; yit

� �
;xt; vt

D E� �

b
¼ yitð ÞLb;
h

yitð ÞUb�, 1t; 1t; 1tð Þ;xt; vth ið Þa ¼ 1tð ÞLa; 1tð ÞUa

h i
,

1t; 1t; 1tð Þ;hð xt; vtiÞb ¼ 1tð ÞLb; 1tð ÞUb

h i
,

0t; 0t; 0tð Þ;xt; vth ið Þa ¼ 0tð ÞLa; 0tð ÞUa

h i
and

0t; 0t; 0tð Þ;xt; vth ið Þb ¼ 0tð ÞLb; 0tð ÞUb

h i
.

According to Definition 1, Eq. (16) can be rewritten as

follows:

max uLta; u
U
ta½ �; uLtb; u

U
tb

� �� �

s:t:

Qijt

� �L
a
� uLta; Qijt

� �U
a
� uUta; j ¼ 1; 2; . . .; s; t ¼ 1; 2; . . .;m;

Qijt

� �L
b � uLtb; Qijt

� �U
b � uUtb; j ¼ 1; 2; . . .s; t ¼ 1; 2; . . .;m;

Yitð ÞLa ¼ 1tð ÞLa; Yitð ÞUa ¼ 1tð ÞUa; t ¼ 1; 2; . . .;m;

Yitð ÞLb ¼ 1tð ÞLb; Yitð ÞUb ¼ 1tð ÞUb; t ¼ 1; 2; . . .;m;

yitð ÞLa � 0tð ÞLa; yitð ÞUa � 0tð ÞUa; i ¼ 1; 2; . . .; r; t ¼ 1; 2; . . .;m;

yitð ÞLb � 0tð ÞLb; yitð ÞUb � 0tð ÞUb; i ¼ 1; 2; . . .; r; t ¼ 1; 2; . . .;m:

8
>>>>>>>><

>>>>>>>>:

ð17Þ

According to Definition 2, Eq. (17) can be converted

into the bi-objective programming problem as follows:

max

Pm
t¼1 uLta þ uLtb
� �

2m
;

Pm
t¼1 uLta þ uLtb þ uUta þ uUtb

� �

4m

� �

s:t:

Qijt

� �L
a
� uLta; Qijt

� �U
a
� uUta; j ¼ 1; 2; . . .; s; t ¼ 1; 2; . . .;m;

Qijt

� �L
b � uLtb; Qijt

� �U
b � uUtb; j ¼ 1; 2; . . .s; t ¼ 1; 2; . . .;m;

Yitð ÞLa ¼ 1tð ÞLa; Yitð ÞUa ¼ 1tð ÞUa; t ¼ 1; 2; . . .;m;

Yitð ÞLb ¼ 1tð ÞLb; Yitð ÞUb ¼ 1tð ÞUb; t ¼ 1; 2; . . .;m;

yitð ÞLa � 0tð ÞLa; yitð ÞUa � 0tð ÞUa; i ¼ 1; 2; . . .; r; t ¼ 1; 2; . . .;m;

yitð ÞLb � 0tð ÞLb; yitð ÞUb � 0tð ÞUb; i ¼ 1; 2; . . .; r; t ¼ 1; 2; . . .;m:

8
>>>>>>>><

>>>>>>>>:

ð18Þ

There exist many approaches for solving the bi-objec-

tive programming problem. However, in this article we

focus on a weighted average method (Chankong and

Haimes 1983; Hwang and Yoon 1981; Li 2003) to solve

Eq. (18) in the sense of Pareto optimality. Therefore,

Eq. (18) can be converted into linear programming prob-

lem as follows:

where k 2 0; 1½ � is the weight determined by both players.

According to Definitions 4, 5 and 6, Eq. (19) can be con-

structed as follows:

Using the Simplex technique for linear programming by

taking a ¼ 0 and b ¼ 1, the optimal solutions of Eq. (20)

is obtained. The Eq. (20) can be used to find the lower and

upper limits of player I’s TDHFN optimal strategies y�
it
¼

eit; y
�
it ¼ f it and the corresponding lower and upper limits

of the TDHFN gain-floor u�t ¼ ct; u
�
t ¼ dt:

Using the Simplex technique for linear programming by

taking a ¼ xtandb ¼ vt, the optimal solutions of Eq. (21)

is obtained. The Eq. (21) can be used to find the mean of

player I’s TDHFN optimal strategies y�it and the corre-

sponding mean of the TDHFN gain-floor u�t . Therefore, the

TDHFN optimal solutions of Eq. (11) is

~u� ¼ u�t ; u
�
t ; u

�
t

� �
;xt; vt

� �
; ~yi

� ¼
�

y�
it
; y�it; y

�
it

� �
;xt; vt

D E
;

i ¼ 1; 2; . . .; r; t ¼ 1; 2; . . .;mg:

max k

Pm
t¼1 uLta þ uLtb
� �

2m

 �
þ ð1� kÞ

Pm
t¼1 uLta þ uLtb þ uUta þ uUtb

� �

4m

 �� �

s:t:

Qijt

� �L
a � uLta; Qijt

� �U
a � uUta; j ¼ 1; 2; . . .; s; t ¼ 1; 2; . . .;m;

Qijt

� �L
b
� uLtb; Qijt

� �U
b
� uUtb; j ¼ 1; 2; . . .; s; t ¼ 1; 2; . . .;m;

Yitð ÞLa ¼ 1tð ÞLa; Yitð ÞUa ¼ 1tð ÞUa; t ¼ 1; 2; . . .;m;

Yitð ÞLb ¼ 1tð ÞLb; Yitð ÞUb ¼ 1tð ÞUb; t ¼ 1; 2; . . .;m;

yitð ÞLa � 0tð ÞLa; yitð ÞUa � 0tð ÞUa; i ¼ 1; 2; . . .; r; t ¼ 1; 2; . . .;m;

yitð ÞLb � 0tð ÞLb; yitð ÞUb � 0tð ÞUb; i ¼ 1; 2; . . .; r; t ¼ 1; 2; . . .;m;

8
>>>>>>>><

>>>>>>>>:

ð19Þ
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max

k

Pm
t¼1

xt � að Þut þ aut
xt

þ 1� bð Þut þ b� vtð Þut
1� vt

 �

2m

0

BB@

1

CCAþ

ð1� kÞ

Pm
t¼1

xt � að Þut þ aut
xt

þ 1� bð Þut þ b� vtð Þut
1� vt

þ xt � að Þut þ aut
xt

þ 1� bð Þut þ b� vtð Þut
1� vt

 �

4m

0

BB@

1

CCA

8
>>>>>>>>>><

>>>>>>>>>>:

9
>>>>>>>>>>=

>>>>>>>>>>;

s:t:

xt � að Þ
Pr

i¼1 qijt þ a
Pr

i¼1 qijt

xt
� xt � að Þut þ aut

xt
; j ¼ 1; 2; . . .; s; t ¼ 1; 2; . . .;m;

xt � að Þ
Pr

i¼1 qijt þ a
Pr

i¼1 qijt
xt

� xt � að Þut þ aut
xt

; j ¼ 1; 2; . . .; s; t ¼ 1; 2; . . .;m;

1� bð Þ
Pr

i¼1 qijt þ b� vtð Þ
Pr

i¼1 qijt
1� vt

� 1� bð Þut þ b� vtð Þut
1� vt

; j ¼ 1; 2; . . .; s; t ¼ 1; 2; . . .;m;

1� bð Þ
Pr

i¼1 qijt þ b� vtð Þ
Pr

i¼1 qijt
1� vt

� 1� bð Þut þ b� vtð Þut
1� vt

; j ¼ 1; 2; . . .; s; t ¼ 1; 2; . . .;m;

xt � að Þ
Pr

i¼1 yit þ a
Pr

i¼1 yit

xt
¼ xt � að Þ þ a

xt
; t ¼ 1; 2; . . .;m;

xt � að Þ
Pr

i¼1 yit þ a
Pr

i¼1 yit
xt

¼ xt � að Þ þ a
xt

; t ¼ 1; 2; . . .;m;

1� bð Þ
Pr

i¼1 yit þ b� vtð Þ
Pr

i¼1 yit
1� vt

¼ 1� bð Þ þ b� vtð Þ
1� vt

; t ¼ 1; 2; . . .;m;

1� bð Þ
Pr

i¼1 yit þ b� vtð Þ
Pr

i¼1 yit
1� vt

¼ 1� bð Þ þ b� vtð Þ
1� vt

; t ¼ 1; 2; . . .;m;

xt � að Þy
it
þ ayit

xt
� 0; i ¼ 1; 2; . . .; r; t ¼ 1; 2; . . .;m;

xt � að Þyit þ ayit
xt

� 0; i ¼ 1; 2; . . .; r; t ¼ 1; 2; . . .;m;

1� bð Þyit þ b� vtð Þy
it

1� vt
� 0; i ¼ 1; 2; . . .; r; t ¼ 1; 2; . . .;m;

1� bð Þyit þ b� vtð Þyit
1� vt

� 0; i ¼ 1; 2; . . .; r; t ¼ 1; 2; . . .;m;

xt � að Þyit þ ayit
xt

�
xt � að Þy

it
þ ayit

xt
; t ¼ 1; 2; . . .;m;

1� bð Þyit þ b� vtð Þyit
1� vt

�
1� bð Þyit þ b� vtð Þy

it

1� vt
; t ¼ 1; 2; . . .;m;

uUta � uLta; t ¼ 1; 2; . . .;m;
uUtb � uLtb; t ¼ 1; 2; . . .;m:

8
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

ð20Þ

max

k

Pm
t¼1

xt � að Þut þ aut
xt

þ 1� bð Þut þ b� vtð Þut
1� vt

 �

2m

0

BB@

1

CCAþ

ð1� kÞ

Pm
t¼1

xt � að Þut þ aut
xt

þ 1� bð Þut þ b� vtð Þut
1� vt

þ xt � að Þut þ aut
xt

þ 1� bð Þut þ b� vtð Þut
1� vt

 �

4m

0

BB@

1

CCA

8
>>>>>>>>>><

>>>>>>>>>>:

9
>>>>>>>>>>=

>>>>>>>>>>;

s:t:

Constraints of Eq: 20ð Þ;

yit � eit; i ¼ 1; 2; . . .r; t ¼ 1; 2; . . .;m;
yit � f it; i ¼ 1; 2; . . .r; t ¼ 1; 2; . . .;m;

ut � ct; t ¼ 1; 2; . . .;m;
ut � dt; t ¼ 1; 2; . . .;m:

8
>>>>><

>>>>>:

ð21Þ
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5.2 Optimization models for Player II

In the same analysis to that of player I, since ~bij are known,

then by assuming ~bij ¼ bijt; bijt; bijt
� �

;xebijt

; vebijt

	 

,

~v ¼ vt; vt; vtð Þ;xt; vth i, ~zj ¼ zjt; zjt; zjt

� �
;xt; vt

D E
, ~1 ¼

1t; 1t; 1tð Þ;xt; vth i and ~0 ¼ 0t; 0t; 0tð Þ;xt; vth i, where xt ¼

min xebijt

� �
and vt ¼ max vebijt

� �
, then Eq. (12) can be

converted into

According to Definition 10, Eq. (22) can be rewritten as

follows:

where p
ijt
; pijt; pijt

� �
;xt; vt

D E

¼

bijtzjt; bijtzjt; bijtzjt

� �
;xt; vt

D E
; ~bij ~[ 0; ~zj ~[ 0;

bijtzjt; bijtzjt; bijtzjt

� �
;xt; vt

D E
; ~bij ~[ 0; ~zj ~\0;

bijtzjt; bijtzjt; bijtzjt

� �
;xt; vt

D E
; ~bij ~\0; ~zj ~\0:

8
>>><

>>>:

Using Definition 8, Eq. (23) is converted into the

interval-valued bi-objective programming model as fol-

lows:

Let vt; vt; vtð Þ;xt; vth ið Þa ¼ vLta; v
U
ta½ �,

vt; vt; vtð Þ;xt; vth ið Þb ¼ vLtb; v
U
tb

� �
,

min vt; vt; vtð Þ;xt; vth if g

s:t:

Ps
j¼1 bijt; bijt; bijt

� �
;x ~bijt

; v ~bijt

D E� �
zjt; zjt; zjt

� �
;xt; vt

D E� �
~� vt; vt; vtð Þ;xt; vth i; i ¼ 1; 2; . . .; r; t ¼ 1; 2; . . .;m;

Ps
j¼1 zjt; zjt; zjt

� �
;xt; vt

D E
ffi 1t; 1t; 1tð Þ;xt; vth i; t ¼ 1; 2; . . .;m;

zjt; zjt; zjt

� �
;xt; vt

D E
~� 0t; 0t; 0tð Þ;xt; vth i; j ¼ 1; 2; . . .s; t ¼ 1; 2; . . .;m:

8
>>><

>>>:

ð22Þ

min vt; vt; vtð Þ;xt; vth if g

s:t:

Ps
j¼1 p

ijt
; pijt; pijt

� �
;xt; vt

D E
~� vt; vt; vtð Þ;xt; vth i; i ¼ 1; 2; . . .; r; t ¼ 1; 2; . . .;m;

Ps
j¼1 zjt; zjt; zjt

� �
;xt; vt

D E
ffi 1t; 1t; 1tð Þ;xt; vth i; t ¼ 1; 2; . . .;m;

zjt; zjt; zjt

� �
;xt; vt

D E
~� 0t; 0t; 0tð Þ;xt; vth i; j ¼ 1; 2; . . .; s; t ¼ 1; 2; . . .;m;

8
>>><

>>>:

ð23Þ
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Ps
j¼1 pijt;

Ps
j¼1 pijt;

Ps
j¼1 pijt

� �
;xt; vt

D E� �

a
¼ Pijt

� �L
a;

h

Pijt

� �U
a�,

Ps
j¼1 pijt;

Ps
j¼1 pijt;

Ps
j¼1 pijt

� �
;xt; vt

D E� �

b
¼

Pijt

� �L
b; Pijt

� �U
b

h i
,

Ps
j¼1 zjt;

Ps
j¼1 zjt;

Ps
j¼1 zjt

� �
;

D�

xt; vtiÞa ¼ Zjt

� �L
a; Zjt

� �U
a

h i
,

Ps
j¼1 zjt;

Ps
j¼1 zjt;

�D�

Ps
j¼1 zjtÞ;xt; vtiÞb ¼ Zjt

� �L
b; Zjt

� �U
b

h i
, zjt; zjt; zjt

� �
;

D�

xt; vtiÞa ¼ zjt
� �L

a; zjt
� �U

a

h i
, zjt; zjt; zjt

� �
;xt; vt

D E� �

b

¼ zjt
� �L

b; zjt
� �U

b

h i
, 1t; 1t; 1tð Þ;xt; vth ið Þa ¼ 1tð ÞLa;

�

1tð ÞUa�, 1t; 1t; 1tð Þ;xt; vth ið Þb ¼ 1tð ÞLb; 1tð ÞUb

h i
,

0t; 0t; 0tð Þ;xt; vth ið Þa ¼ 0tð ÞLa; 0tð ÞUa

� �
and 0t; 0t; 0tð Þ;hð

xt; vtiÞb ¼ 0tð ÞLb; 0tð ÞUb

h i
.

According to Definition 1, Eq. (24) can be rewritten as

follows:

min vLta; v
U
ta½ �; vLtb; v

U
tb

� �� �

s:t:

Pijt

� �L
a � vLta; Pijt

� �U
a � vUta; i ¼ 1; 2; . . .; r; t ¼ 1; 2; . . .;m;

Pijt

� �L
b � vLtb; Pijt

� �U
b � vUtb; i ¼ 1; 2; . . .; r; t ¼ 1; 2; . . .;m;

Zjt

� �L
a ¼ 1tð ÞLa; Zjt

� �U
a ¼ 1tð ÞUa; t ¼ 1; 2; . . .;m;

Zjt

� �L
b ¼ 1tð ÞLb; Zjt

� �U
b ¼ 1tð ÞUb; t ¼ 1; 2; . . .;m;

zjt
� �L

a � 0tð ÞLa; zjt
� �U

a � 0tð ÞUa; j ¼ 1; 2; . . .; s; t ¼ 1; 2; . . .;m;

zjt
� �L

b � 0tð ÞLb; zjt
� �U

b � 0tð ÞUb; j ¼ 1; 2; . . .; s; t ¼ 1; 2; . . .;m:

8
>>>>>>>>>><

>>>>>>>>>>:

ð25Þ

According to Definition 2, Eq. (25) can be converted

into the bi-objective programming problem as follows:

min

Pm
t¼1 vLta þ vLtb
� �

2m
;

Pm
t¼1 vLta þ vLtb þ vUta þ vUtb

� �

4m

� �

s:t:

Pijt

� �L
a� vLta; Pijt

� �s
a � vUta; i ¼ 1; 2; . . .; r; t ¼ 1; 2; . . .;m;

Pijt

� �L
b � vLtb; Pijt

� �U
b � vUtb; i ¼ 1; 2; . . .; r; t ¼ 1; 2; . . .;m;

Zjt

� �L
a ¼ 1tð ÞLa; Zjt

� �U
a ¼ 1tð ÞUa; t ¼ 1; 2; . . .;m;

Zjt

� �L
b ¼ 1tð ÞLb; Zjt

� �U
b ¼ 1tð ÞUb; t ¼ 1; 2; . . .;m;

zjt
� �L

a � 0tð ÞLa; zjt
� �U

a � 0tð ÞUa; j ¼ 1; 2; . . .; s; t ¼ 1; 2; . . .;m;

zjt
� �L

b � 0tð ÞLb; zjt
� �U

b � 0tð ÞUb; j ¼ 1; 2; . . .; s; t ¼ 1; 2; . . .;m;

8
>>>>>>>>>><

>>>>>>>>>>:

ð26Þ

which is easily formulated as follows:

min k

Pm
t¼1 vLta þ vLtb
� �

2m

 �
þ ð1� kÞ

Pm
t¼1 vLta þ vLtb þ vUta þ vUtb

� �

4m

 �� �

s:t:

Pijt

� �L
a � vLta; Pijt

� �U
a� vUta; i ¼ 1; 2; . . .; r; t ¼ 1; 2; . . .;m;

Pijt

� �L
b � vLtb; Pijt

� �U
b � vUtb; i ¼ 1; 2; . . .; r; t ¼ 1; 2; . . .;m;

Zjt

� �L
a ¼ 1tð ÞLa; Zjt

� �U
a ¼ 1tð ÞUa; t ¼ 1; 2; . . .;m;

Zjt

� �L
b ¼ 1tð ÞLb; Zjt

� �U
b ¼ 1tð ÞUb; t ¼ 1; 2; . . .;m;

zjt
� �L

a � 0tð ÞLa; zjt
� �U

a� 0tð ÞUa; j ¼ 1; 2; . . .; s; t ¼ 1; 2; . . .;m;

zjt
� �L

b � 0tð ÞLb; zjt
� �U

b � 0tð ÞUb; j ¼ 1; 2; . . .; s; t ¼ 1; 2; . . .;m

8
>>>>>>>>>><

>>>>>>>>>>:

ð27Þ

where k 2 0; 1½ � is the weight determined by the two

players. According to Definitions 4, 5 and 6, Eq. (27) can

be constructed as follows:

min vt; vt; vtð Þ;xt; vth ið Þa; vt; vt; vtð Þ;xt; vth ið Þb
n o

s:t:

Ps
j¼1 pijt;

Ps
j¼1 pijt;

Ps
j¼1 pijt

� �
;xt; vt

D E� �

a
� vt; vt; vtð Þ;xt; vth ið Þai ¼ 1; 2; . . .; r; t ¼ 1; 2; . . .;m;

Ps
j¼1 pijt;

Ps
j¼1 pijt;

Ps
j¼1 pijt

� �
;xt; vt

D E� �

b
� vt; vt; vtð Þ;xt; vth ið Þbi ¼ 1; 2; . . .; r; t ¼ 1; 2; . . .;m;

Ps
j¼1 zjt;

Ps
j¼1 zjt;

Ps
j¼1 zjt

� �
;xt; vt

D E� �

a
¼ 1t; 1t; 1tð Þ;xt; vth ið Þa; t ¼ 1; 2; . . .;m;

Ps
j¼1 zjt;

Ps
j¼1 zjt;

Ps
j¼1 zjt

� �
;xt; vt

D E� �

b
¼ 1t; 1t; 1tð Þ;xt; vth ið Þb; t ¼ 1; 2; . . .;m;

zjt; zjt; zjt

� �
;xt; vt

D E� �

a
� 0t; 0t; 0tð Þ;xt; vth ið Þa; j ¼ 1; 2; . . .; s; t ¼ 1; 2; . . .;m;

zjt; zjt; zjt

� �
;xt; vt

D E� �

b
� 0t; 0t; 0tð Þ;xt; vth ið Þb; j ¼ 1; 2; . . .; s; t ¼ 1; 2; . . .;m:

8
>>>>>>>>>>>>>><

>>>>>>>>>>>>>>:

ð24Þ
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Using the Simplex technique for linear programming by

taking a ¼ 0 and b ¼ 1, the optimal solutions of Eq. (28)

is obtained. The Eq. (28) can be used to find the lower and

upper limits of player II’s TDHFN optimal strategies z�jt ¼

ajt; z
�
jt ¼ gjt and the corresponding lower and upper limits

of the TDHFN loss-ceiling v�t ¼ kt; v
�
t ¼ lt:

min

k

Pm
t¼1

xt � að Þvt þ avt
xt

þ 1� bð Þvt þ b� vtð Þvt
1� vt

 �

2m

0

BB@

1

CCAþ

ð1� kÞ

Pm
t¼1

xt � að Þvt þ avt
xt

þ 1� bð Þvt þ b� vtð Þvt
1� vt

þ xt � að Þvt þ avt
xt

þ 1� bð Þvt þ b� vtð Þvt
1� vt

 �

4m

0

BB@

1

CCA

8
>>>>>>>>>><

>>>>>>>>>>:

9
>>>>>>>>>>=

>>>>>>>>>>;

s:t:

xt � að Þ
Ps

j¼1 pijt þ a
Ps

j¼1 pijt

xt
� xt � að Þvt þ avt

xt
; i ¼ 1; 2; . . .; r; t ¼ 1; 2; . . .;m;

xt � að Þ
Ps

j¼1 pijt þ a
Ps

j¼1 pijt

xt
� xt � að Þvt þ avt

xt
; i ¼ 1; 2; . . .; r; t ¼ 1; 2; . . .;m;

1� bð Þ
Ps

j¼1 pijt þ b� vtð Þ
Ps

j¼1 pijt
1� vt

� 1� bð Þvt þ b� vtð Þvt
1� vt

; i ¼ 1; 2; . . .; r; t ¼ 1; 2; . . .;m;

1� bð Þ
Ps

j¼1 pijt þ b� vtð Þ
Ps

j¼1 pijt

1� vt
� 1� bð Þvt þ b� vtð Þvt

1� vt
; i ¼ 1; 2; . . .; r; t ¼ 1; 2; . . .;m;

xt � að Þ
Ps

j¼1 zjt þ a
Ps

j¼1 zjt

xt
¼ xt � að Þ þ a

xt
; t ¼ 1; 2; . . .;m;

xt � að Þ
Ps

j¼1 zjt þ a
Ps

j¼1 zjt

xt
¼ xt � að Þ þ a

xt
; t ¼ 1; 2; . . .;m;

1� bð Þ
Ps

j¼1 zjt þ b� vtð Þ
Ps

j¼1 zjt
1� vt

¼ 1� bð Þ þ b� vtð Þ
1� vt

; t ¼ 1; 2; . . .;m;

1� bð Þ
Ps

j¼1 zjt þ b� vtð Þ
Ps

j¼1 zjt

1� vt
¼ 1� bð Þ þ b� vtð Þ

1� vt
; t ¼ 1; 2; . . .;m;

xt � að Þzjt þ azjt
xt

� 0; j ¼ 1; 2; . . .; s; t ¼ 1; 2; . . .;m;

xt � að Þzjt þ azjt
xt

� 0; j ¼ 1; 2; . . .; s; t ¼ 1; 2; . . .;m;

1� bð Þzjt þ b� vtð Þzjt
1� vt

� 0; j ¼ 1; 2; . . .; s; t ¼ 1; 2; . . .;m;

1� bð Þzjt þ b� vtð Þzjt
1� vt

� 0; j ¼ 1; 2; . . .; s; t ¼ 1; 2; . . .;m;

xt � að Þzjt þ azjt
xt

�
xt � að Þzjt þ azjt

xt
; t ¼ 1; 2; . . .;m;

1� bð Þzjt þ b� vtð Þzjt
1� vt

�
1� bð Þzjt þ b� vtð Þzjt

1� vt
; t ¼ 1; 2; . . .;m;

vUta � vLta; t ¼ 1; 2; . . .;m;
vUtb � vLtb; t ¼ 1; 2; . . .;m:

8
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

ð28Þ
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Using the Simplex technique for linear programming by

taking a ¼ xt and b ¼ vt, the optimal solutions of

Eq. (29) is obtained. The Eq. (29) can be used to find the

mean of player II’s TDHFN optimal strategies z�jt and the

corresponding mean of the TDHFN loss-ceiling v�t .

Therefore, the TDHFN optimal solutions of Eq. (12) is

~v� ¼ v�t ; v
�
t ; v

�
t

� �
;xt; vt

� �
; ~zj

� ¼
�

z�jt; z
�
jt; z

�
jt

� �
;xt; vt

D E
; j ¼

1; 2; . . .; s; t ¼ 1; 2; . . .;mg:

6 The numerical example

This Section provides a numerical example adapted from

Yang and Song (2020) to illustrate the solution procedure

of a matrix game with payoffs of TDHFNs.

6.1 Application problem

‘‘Suppose a monopoly company which plans to produce

products with E1 and E2, where E1 and E2 are mutually

replaceable products. In the current highly competitive

business environment, it is very important for the enterprise

to capture the customer effectively. There are two types of

customer group, B1 and B2, in the market. As the demand

for the product is basically fixed, an increase in the sales

volume of one will inevitably lead to a decrease in the sales

volume of the other. The company and the customer group

can be regarded as two players, and the price selection for

the company and the customer group can be viewed as a

matrix strategy’’. The payoff matrix of the company is

expressed as follows:

where 160; 165; 170ð Þ; 0:8; 0:1h i means that the most pos-

sible price of E1 is 165, the lowest possible price is 160, the

highest possible price is 170, the maximum satisfaction of

B1 is 0.8, and the minimum dissatisfaction is 0.1. The other

values can be interpreted similarly.

6.2 The solution procedure

According to Eq. (20), we can obtain the linear program-

ming problem as follows:

min

k

Pm
t¼1

xt � að Þvt þ avt
xt

þ 1� bð Þvt þ b� vtð Þvt
1� vt

 �

2m

0

BB@

1

CCAþ

ð1� kÞ

Pm
t¼1

xt � að Þvt þ avt
xt

þ 1� bð Þvt þ b� vtð Þvt
1� vt

þ xt � að Þvt þ avt
xt

þ 1� bð Þvt þ b� vtð Þvt
1� vt

 �

4m

0

BB@

1

CCA

8
>>>>>>>>>><

>>>>>>>>>>:

9
>>>>>>>>>>=

>>>>>>>>>>;

s:t:

Constraints of Eq: 28ð Þ;

zjt � ajt; j ¼ 1; 2; . . .s; t ¼ 1; 2; . . .;m;
zjt � gjt; ; j ¼ 1; 2; . . .s; t ¼ 1; 2; . . .;m;

vt � kt; t ¼ 1; 2; . . .;m;
vt � lt; t ¼ 1; 2; . . .;m:

8
>>>>><

>>>>>:

ð29Þ

~B ¼ 160; 165; 170ð Þ; 0:8; 0:1h i; 160; 170; 180ð Þ; 0:9; 0:1h if g 145; 148; 150ð Þ; 0:7; 0:2h i; 145; 150; 155ð Þ; 0:8; 0:1h if g
85; 90; 95ð Þ; 0:6; 0:2h i; 90; 95; 100ð Þ; 0:7; 0:1h if g 155; 160; 165ð Þ; 0:6; 0:2h i; 160; 165; 170ð Þ; 0:7; 0:1h if g

 �
;
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Solving Eq. (30) using the Simplex technique by taking

a ¼ 0 and b ¼ 1, the optimal solutions can be obtained as

u1 ¼ 146:7647; u1 ¼ 152:6471; u2 ¼ 147:6471; u2 ¼
157:6471; y

11
¼ 0:8235294; y11 ¼ 0:8235294; y

12
¼

0:8235294; y12 ¼ 0:8235294; y
21

¼ 0:1764706, y21 ¼
0:1764706; y

22
¼ 0:1764706 and y22 ¼ 0:1764706:

According to Eq. (21), we can obtain the linear pro-

gramming problem as follows:

max

1

2

0:6�að Þu1þau1
0:6

 �
þ 0:6�að Þu2þau2

0:6

 �
þ 1�bð Þu1þðb�0:2Þu1

1�0:2

 �
þ 1�bð Þu2þðb�0:2Þu2

1�0:2

 �

4

0

BB@

1

CCA

þ1

2

0:6�að Þu1þau1
0:6

 �
þ 0:6�að Þu2þau2

0:6

 �
þ 1�bð Þu1þ b�0:2ð Þu1

1�0:2

 �
þ 1�bð Þu2þ b�0:2ð Þu2

1�0:2

 �

8

þ

0:6�að Þu1þau1
0:6

 �
þ 0:6�að Þu2þau2

0:6

 �
þ 1�bð Þu1þðb�0:2Þu1

1�0:2

 �
þ 1�bð Þu2þðb�0:2Þu2

1�0:2

 �

8

0

BBBBBB@

1

CCCCCCA

8
>>>>>>>>>>>>>><

>>>>>>>>>>>>>>:

9
>>>>>>>>>>>>>>=

>>>>>>>>>>>>>>;

s:t:

0:6�að Þ 160y
11
þ85y

21

� �
þa 165y11þ90y21ð Þ

0:6
� 0:6�að Þu1þau1

0:6
;
0:6�að Þ 160y

12
þ90y

22

� �
þa 170y12þ95y22ð Þ

0:6
� 0:6�að Þu2þau2

0:6
;

0:6�að Þ 170y11þ95y21ð Þþa 165y11þ90y21ð Þ
0:6

� 0:6�að Þu1þau1
0:6

;
0:6�að Þ 180y12þ100y22ð Þþa 170y12þ95y22ð Þ

0:6
� 0:6�að Þu2þau2

0:6
;

b�0:2ð Þ 160y
11
þ85y

21

� �
þð1�bÞ 165y11þ90y21ð Þ

1�0:2
� b�0:2ð Þu1þð1�bÞu1

1�0:2
;
b�0:2ð Þ 160y

12
þ90y

22

� �
þð1�bÞ 170y12þ95y22ð Þ

1�0:2
� b�0:2ð Þu2þð1�bÞu2

1�0:2
;

b�0:2ð Þ 170y11þ95y21ð Þþð1�bÞ 165y11þ90y21ð Þ
1�0:2

� b�0:2ð Þu1þð1�bÞu1
1�0:2

;
b�0:2ð Þ 180y12þ100y22ð Þþð1�bÞ 170y12þ95y22ð Þ

1�0:2
� b�0:2ð Þu2þð1�bÞu2

1�0:2
;

0:6�að Þ 145y
11
þ155y

21

� �
þa 148y11þ160y21ð Þ

0:6
� 0:6�að Þu1þau1

0:6
;
0:6�að Þ 145y

12
þ160y

22

� �
þa 150y12þ165y22ð Þ

0:6
� 0:6�að Þu2þau2

0:6
;

0:6�að Þ 150y11þ165y21ð Þþa 148y11þ160y21ð Þ
0:6

� 0:6�að Þu1þau1
0:6

;
0:6�að Þ 155y12þ170y22ð Þþa 150y12þ165y22ð Þ

0:6
� 0:6�að Þu2þau2

0:6
;

b�0:2ð Þ 145y
11
þ155y

21

� �
þð1�bÞ 148y11þ160y21ð Þ

1�0:2
� b�0:2ð Þu1þð1�bÞu1

1�0:2
;
b�0:2ð Þ 145y

12
þ160y

22

� �
þð1�bÞ 150y12þ165y22ð Þ

1�0:2
� b�0:2ð Þu2þð1�bÞu2

1�0:2
;

b�0:2ð Þ 150y11þ165y21ð Þþð1�bÞ 148y11þ160y21ð Þ
1�0:2

� b�0:2ð Þu1þð1�bÞu1
1�0:2

;
b�0:2ð Þ 155y12þ170y22ð Þþð1�bÞ 150y12þ165y22ð Þ

1�0:2
� b�0:2ð Þu2þð1�bÞu2

1�0:2
;

0:6�að Þ y
11
þy

21

� �
þa y11þy21ð Þ

0:6
¼ 0:6�að Þþa

0:6
;
0:6�að Þ y

12
þy

22

� �
þa y12þy22ð Þ

0:6
¼ 0:6�að Þþa

0:6
;

0:6�að Þ y11þy21ð Þþa y11þy21ð Þ
0:6

¼ 0:6�að Þþa
0:6

;
0:6�að Þ y12þy22ð Þþa y12þy22ð Þ

0:6
¼ 0:6�að Þþa

0:6
;

b�0:2ð Þ y
11
þy

21

� �
þð1�bÞ y11þy21ð Þ

1�0:2
¼ b�0:2ð Þþð1�bÞ

1�0:2
;
b�0:2ð Þ y

12
þy

22

� �
þð1�bÞ y12þy22ð Þ

1�0:2
¼ b�0:2ð Þþð1�bÞ

1�0:2
;

b�0:2ð Þ y11þy21ð Þþð1�bÞ y11þy21ð Þ
1�0:2

¼ b�0:2ð Þþð1�bÞ
1�0:2

;
b�0:2ð Þ y12þy22ð Þþð1�bÞ y12þy22ð Þ

1�0:2
¼ b�0:2ð Þþð1�bÞ

1�0:2
;

0:6�að Þy
11
þay11

0:6
�0;

0:6�að Þy
12
þay12

0:6
�0;

0:6�að Þy11þay11
0:6

�0;
0:6�að Þy12þay12

0:6
�0;

b�0:2ð Þy
11
þð1�bÞy11

1�0:2
�0;

b�0:2ð Þy
12
þð1�bÞy12

1�0:2
�0;

b�0:2ð Þy11þð1�bÞy11
1�0:2

�0;
b�0:2ð Þy12þð1�bÞy12

1�0:2
�0;

0:6�að Þy
21
þay21

0:6
�0;

0:6�að Þy
22
þay22

0:6
�0;

0:6�að Þy21þay21
0:6

�0;
0:6�að Þy22þay22

0:6
�0;

b�0:2ð Þy
21
þð1�bÞy21

1�0:2
�0;

b�0:2ð Þy
22
þð1�bÞy22

1�0:2
�0;

b�0:2ð Þy21þð1�bÞy21
1�0:2

�0;
b�0:2ð Þy22þð1�bÞy22

1�0:2
�0;

0:6�að Þu1þau1
0:6

� 0:6�að Þu1þau1
0:6

;
0:6�að Þu2þau2

0:6
� 0:6�að Þu2þau2

0:6
;

b�0:2ð Þu1þ 1�bð Þu1
0:6

� b�0:2ð Þu1þð1�bÞu1
0:6

;
b�0:2ð Þu2þð1�bÞu2

0:6
� b�0:2ð Þu2þð1�bÞu2

0:6
;

0:6�að Þy11þay11
0:6

�
0:6�að Þy

11
þay11

0:6
;
0:6�að Þy12þay12

0:6
�

0:6�að Þy
12
þay12

0:6
;

b�0:2ð Þy11þð1�bÞy11
0:6

�
b�0:2ð Þy

11
þð1�bÞy11

0:6
;
b�0:2ð Þy12þð1�bÞy12

0:6
�

b�0:2ð Þy
12
þð1�bÞy12

0:6
;

0:6�að Þy21þay21
0:6

�
0:6�að Þy

21
þay21

0:6
;
0:6�að Þy22þay22

0:6
�

0:6�að Þy
22
þay22

0:6
;

b�0:2ð Þy21þð1�bÞy21
0:6

�
b�0:2ð Þy

21
þ 1�bð Þy21

0:6
;
b�0:2ð Þy22þ 1�bð Þy22

0:6
�

b�0:2ð Þy
22
þ 1�bð Þy22

0:6
:

8
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

ð30Þ

744 Granular Computing (2022) 7:731–750

123



Solving Eq. (31) using the Simplex technique by taking

a ¼ 0:6 and b ¼ 0:2, the optimal solutions can be

obtained as

u1 ¼ 150:1176; u2 ¼ 152:6471; y11 ¼ 0:8235294, y12 ¼
0:8235294; y21 ¼ 0:1764706andy22 ¼ 0:1764706: There-

fore, the dual hesitant fuzzy maximin strategy and dual

hesitant fuzzy gain-floor for player I are ~y�1 ¼
0:8235294; 0:8235294; 0:8235294ð Þ; 0:6; 0:2h i;f

0:8235294; 0:8235294; 0:8235294ð Þ; 0:6; 0:2h ig, ~y�2 ¼
0:1764706; 0:1764706; 0:1764706ð Þ; 0:6; 0:2h i;f

0:1764706; 0:1764706; 0:17647064ð Þ; 0:6; 0:2h ig and ~u� ¼
146:7647; 150:1176; 152:6471ð Þ; 0:6; 0:2h i;f

147:6471; 152:6471; 157:6471ð Þ; 0:6; 0:2h ig, respectively.
According to Eq. (28), we can obtain the linear pro-

gramming problem as follows:

max

1

2

0:6� að Þu1 þ au1
0:6

 �
þ 0:6� að Þu2 þ au2

0:6

 �
þ 1� bð Þu1 þ ðb� 0:2Þu1

1� 0:2

 �
þ 1� bð Þu2 þ ðb� 0:2Þu2

1� 0:2

 �

4

0

BB@

1

CCA

þ 1

2

0:6� að Þu1 þ au1
0:6

 �
þ 0:6� að Þu2 þ au2

0:6

 �
þ 1� bð Þu1 þ b� 0:2ð Þu1

1� 0:2

 �
þ 1� bð Þu2 þ b� 0:2ð Þu2

1� 0:2

 �

8

þ

0:6� að Þu1 þ au1
0:6

 �
þ 0:6� að Þu2 þ au2

0:6

 �
þ 1� bð Þu1 þ ðb� 0:2Þu1

1� 0:2

 �
þ 1� bð Þu2 þ ðb� 0:2Þu2

1� 0:2

 �

8

0

BBBBBB@

1

CCCCCCA

8
>>>>>>>>>>>>>><

>>>>>>>>>>>>>>:

9
>>>>>>>>>>>>>>=

>>>>>>>>>>>>>>;

s:t:

Constraints of Eq: 30ð Þ;

y11 � 0:8235294;
y11 � 0:8235294;
y12 � 0:8235294;
y12 � 0:8235294;
y21 � 0:1764706;
y21 � 0:1764706;
y22 � 0:1764706;
y22 � 0:1764706;
u1 � 146:7647;
u1 � 152:6471;
u2 � 147:6471;
u2 � 157:6471:

8
>>>>>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>>>>>:

ð31Þ
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Solving Eq. (32) using the Simplex technique by taking

a ¼ 0 and b ¼ 1, the optimal solutions can be obtained as

v1 ¼ 147:5; v1 ¼ 153:3333; v2 ¼ 147:6471; v2 ¼ 159:4118;

z11 ¼ 0:1666667; z11 ¼ 0:1666667; z12 ¼ 0:1764706; z12

¼ 0:1764706; z21 ¼ 0:8333333, z21 ¼ 0:8333333; z22 ¼
0:8235294 and z22 ¼ 0:8235294:

According to Eq. (29), we can obtain the linear pro-

gramming problem as follows:

min

1

2

0:6� að Þv1 þ av1
0:6

 �
þ 0:6� að Þv2 þ av2

0:6

 �
þ 1� bð Þv1 þ ðb� 0:2Þv1

1� 0:2

 �
þ 1� bð Þv2 þ ðb� 0:2Þv2

1� 0:2

 �

4

0

BB@

1

CCA

þ 1

2

0:6� að Þv1 þ av1
0:6

 �
þ 0:6� að Þv2 þ av2

0:6

 �
þ 1� bð Þv1 þ ðb� 0:2Þv1

1� 0:2

 �
þ 1� bð Þv2 þ ðb� 0:2Þv2

1� 0:2

 �

8

þ

0:6� að Þv1 þ av1
0:6

 �
þ 0:6� að Þv2 þ av2

0:6

 �
þ 1� bð Þv1 þ ðb� 0:2Þv1

1� 0:2

 �
þ 1� bð Þv2 þ ðb� 0:2Þv2

1� 0:2

 �

8

0

BBBBBB@

1

CCCCCCA

8
>>>>>>>>>>>>>><

>>>>>>>>>>>>>>:

9
>>>>>>>>>>>>>>=

>>>>>>>>>>>>>>;

s:t:

0:6� að Þ 160z11 þ 145z21
� �

þ a 165z11 þ 148z21ð Þ
0:6

� 0:6� að Þv1 þ av1
0:6

;
0:6� að Þ 160z12 þ 145z22

� �
þ a 170z12 þ 150z22ð Þ

0:6
� 0:6� að Þv2 þ av2

0:6
;

0:6� að Þ 170z11 þ 150z21ð Þ þ a 165z11 þ 148z21ð Þ
0:6

� 0:6� að Þv1 þ av1
0:6

;
0:6� að Þ 180z12 þ 155z22ð Þ þ a 170z12 þ 150z22ð Þ

0:6
� 0:6� að Þv2 þ av2

0:6
;

b� 0:2ð Þ 160z11 þ 145z21
� �

þ ð1� bÞ 165z11 þ 148z21ð Þ
1� 0:2

� b� 0:2ð Þv1 þ ð1� bÞv1
1� 0:2

;
b� 0:2ð Þ 160z12 þ 145z22

� �
þ ð1� bÞ 170z12 þ 150z22ð Þ

1� 0:2
� b� 0:2ð Þv2 þ ð1� bÞv2

1� 0:2
;

b� 0:2ð Þ 170z11 þ 150z21ð Þ þ ð1� bÞ 165z11 þ 148z21ð Þ
1� 0:2

� b� 0:2ð Þv1 þ ð1� bÞv1
1� 0:2

;
b� 0:2ð Þ 180z12 þ 155z22ð Þ þ ð1� bÞ 170z12 þ 150z22ð Þ

1� 0:2
� b� 0:2ð Þv2 þ ð1� bÞv2

1� 0:2
;

0:6� að Þ 85z11 þ 155z21
� �

þ a 90z11 þ 160z21ð Þ
0:6

� 0:6� að Þv1 þ av1
0:6

;
0:6� að Þ 90z12 þ 160z22

� �
þ a 95z12 þ 165z22ð Þ

0:6
� 0:6� að Þv2 þ av2

0:6
;

0:6� að Þ 95z11 þ 165z21ð Þ þ a 90z11 þ 160z21ð Þ
0:6

� 0:6� að Þv1 þ av1
0:6

;
0:6� að Þ 100z12 þ 170z22ð Þ þ a 95z12 þ 165z22ð Þ

0:6
� 0:6� að Þv2 þ av2

0:6
;

b� 0:2ð Þ 85z11 þ 155z21
� �

þ ð1� bÞ 90z11 þ 160z21ð Þ
1� 0:2

� b� 0:2ð Þv1 þ ð1� bÞv1
1� 0:2

;
b� 0:2ð Þ 90z12 þ 160z22

� �
þ ð1� bÞ 95z12 þ 165z22ð Þ

1� 0:2
� b� 0:2ð Þv2 þ ð1� bÞv2

1� 0:2
;

b� 0:2ð Þ 95z11 þ 165z21ð Þ þ ð1� bÞ 90z11 þ 160z21ð Þ
1� 0:2

� b� 0:2ð Þv1 þ ð1� bÞv1
1� 0:2

;
b� 0:2ð Þ 100z12 þ 170z22ð Þ þ ð1� bÞ 95z12 þ 165z22ð Þ

1� 0:2
� b� 0:2ð Þv2 þ ð1� bÞv2

1� 0:2
;

0:6� að Þ z11 þ z21
� �

þ a z11 þ z21ð Þ
0:6

¼ 0:6� að Þ þ a
0:6

;
0:6� að Þ z12 þ z22

� �
þ a z12 þ z22ð Þ

0:6
¼ 0:6� að Þ þ a

0:6
;

0:6� að Þ z11 þ z21ð Þ þ a z11 þ z21ð Þ
0:6

¼ 0:6� að Þ þ a
0:6

;
0:6� að Þ z12 þ z22ð Þ þ a z12 þ z22ð Þ

0:6
¼ 0:6� að Þ þ a

0:6
;

b� 0:2ð Þ z11 þ z21
� �

þ ð1� bÞ z11 þ z21ð Þ
1� 0:2

¼ b� 0:2ð Þ þ ð1� bÞ
1� 0:2

;
b� 0:2ð Þ z12 þ z22

� �
þ ð1� bÞ z12 þ z22ð Þ

1� 0:2
¼ b� 0:2ð Þ þ ð1� bÞ

1� 0:2
;

b� 0:2ð Þ z11 þ z21ð Þ þ ð1� bÞ z11 þ z21ð Þ
1� 0:2

¼ b� 0:2ð Þ þ ð1� bÞ
1� 0:2

;
b� 0:2ð Þ z12 þ z22ð Þ þ ð1� bÞ z12 þ z22ð Þ

1� 0:2
¼ b� 0:2ð Þ þ ð1� bÞ

1� 0:2
;

0:6� að Þz11 þ az11
0:6

� 0;
0:6� að Þz12 þ az12

0:6
� 0;

0:6� að Þz11 þ az11
0:6

� 0;
0:6� að Þz12 þ az12

0:6
� 0;

b� 0:2ð Þz11 þ ð1� bÞz11
1� 0:2

� 0;
b� 0:2ð Þz12 þ ð1� bÞz12

1� 0:2
� 0;

b� 0:2ð Þz11 þ ð1� bÞz11
1� 0:2

� 0;
b� 0:2ð Þz12 þ ð1� bÞz12

1� 0:2
� 0;

0:6� að Þz21 þ az21
0:6

� 0;
0:6� að Þz22 þ az22

0:6
� 0;

0:6� að Þz21 þ az21
0:6

� 0;
0:6� að Þz22 þ az22

0:6
� 0;

b� 0:2ð Þz21 þ ð1� bÞz21
1� 0:2

� 0;
b� 0:2ð Þz22 þ ð1� bÞz22

1� 0:2
� 0;

b� 0:2ð Þz21 þ ð1� bÞz21
1� 0:2

� 0;
b� 0:2ð Þz22 þ ð1� bÞz22

1� 0:2
� 0;

0:6� að Þv1 þ av1
0:6

� 0:6� að Þv1 þ av1
0:6

;
0:6� að Þv2 þ av2

0:6
� 0:6� að Þv2 þ av2

0:6
;

b� 0:2ð Þv1 þ 1� bð Þv1
0:6

� b� 0:2ð Þv1 þ ð1� bÞv1
0:6

;
b� 0:2ð Þv2 þ ð1� bÞv2

0:6
� b� 0:2ð Þv2 þ ð1� bÞv2

0:6
;

0:6� að Þz11 þ az11
0:6

� 0:6� að Þz11 þ az11
0:6

;
0:6� að Þz12 þ az12

0:6
� 0:6� að Þz12 þ az12

0:6
;

b� 0:2ð Þz11 þ ð1� bÞz11
0:6

� b� 0:2ð Þz11 þ ð1� bÞz11
0:6

;
b� 0:2ð Þz12 þ ð1� bÞz12

0:6
� b� 0:2ð Þz12 þ ð1� bÞz12

0:6
;

0:6� að Þz21 þ az21
0:6

� 0:6� að Þz21 þ az21
0:6

;
0:6� að Þz22 þ az22

0:6
� 0:6� að Þz22 þ az22

0:6
;

b� 0:2ð Þz21 þ ð1� bÞz21
0:6

� b� 0:2ð Þz21 þ 1� bð Þz21
0:6

;
b� 0:2ð Þz22 þ 1� bð Þz22

0:6
� b� 0:2ð Þz22 þ 1� bð Þz22

0:6
:

8
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:
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Solving Eq. (33) using the Simplex technique by taking

a ¼ 0:6 and b ¼ 0:2, the optimal solutions can be

obtained as v1 ¼ 150:8333; v2 ¼ 153:5294; z11 ¼
0:1666667, z12 ¼ 0:1764706; z21 ¼ 0:8333333andz22 ¼
0:8235294: Therefore, the dual hesitant fuzzy minimax

strategy and dual hesitant fuzzy loss-ceiling for player I are

~z�1 ¼ 0:1666667; 0:1666667; 0:1666667ð Þ; 0:6; 0:2h i;f
0:1764706;ðh 0:1764706; 0:1764706Þ; 0:6; 0:2ig, ~z�2 ¼
0:8333333; 0:8333333; 0:8333333ð Þ; 0:6; 0:2h i;f 0:8235ðh

294; 0:8235294; 0:8235294Þ; 0:6; 0:2ig and ~v� ¼
147:5; 150:8333; 153:3333ð Þ; 0:6; 0:2h i;f 147:6471;ðh

153:5294; 159:4118Þ; 0:6; 0:2ig, respectively. The value of

the triangular dual hesitant matrix game is E y�; z�ð Þ ¼
y� ~Bz� ¼ 146:747035; 150:3921545; 153:333331ð Þ;hf
0:6; 0:2i; 147:6470565; 153:333331; 159:0196055ð Þ;h
0:6; 0:2ig which is an TDHFN.

6.3 Discussion

In the incomplete information game, players may

encounter with some assessment information that cannot be

expressed as accurate as real numbers when estimating the

uncertain subjects or utility functions. Since DHFS have

great flexibility and superiority in seizing and expressing

various uncertainties under complex environments, it is

convenient and effective to describe the payoffs of matrix

games with dual hesitant fuzzy information. Due to deci-

sion makers growing requirements of expressing their

judgments in a human friendly and neatly manner, it is

urgent to extend the fuzzy or intuitionistic fuzzy matrix

games into dual hesitant fuzzy environment. The DHFS is

an effective tool to satisfy the increasing requirement of

more complicated and higher uncertain matrix game

problems.

Furthermore, due to the fact that TDHFNs are of uni-

versality (in reality, real numbers, fuzzy numbers and IF

numbers), it is easy to see that the derived parameterized

linear programming models for matrix games with payoffs

Table 1 Yang and Song (2020) for Player I

ha; bi y�T a; bð Þ ~u�ha;bi

h0; 1i 0:8235; 0:1765ð Þ {[136.76, 142.65], [137.65, 147.65]}

h0:1; 0:8i 0:8216; 0:1784ð Þ {[137.62, 142.04], [138.79, 146.56]}

h0:2; 0:7i 0:8197; 0:1803ð Þ {[138.06, 141.75], [139.37, 146.06]}

h0:3; 0:6i 0:8179; 0:1821ð Þ {[138.50, 141.45], [139.95, 145.51]}

h0:4; 0:5i 0:8160; 0:1840ð Þ {[138.95, 141.17], [140.54, 144.98]}

h0:5; 0:3i 0:8141; 0:1859ð Þ {[139.81, 140.55], [141.68, 143.90]}

h0:6; 0:2i 0:8123; 0:1877ð Þ {140.25, [142.26, 143.37]}

min

1

2

0:6� að Þv1 þ av1
0:6

 �
þ 0:6� að Þv2 þ av2

0:6

 �
þ 1� bð Þv1 þ ðb� 0:2Þv1

1� 0:2

 �
þ 1� bð Þv2 þ ðb� 0:2Þv2

1� 0:2

 �

4

0

BB@

1

CCA

þ 1

2

0:6� að Þv1 þ av1
0:6

 �
þ 0:6� að Þv2 þ av2

0:6

 �
þ 1� bð Þv1 þ ðb� 0:2Þv1

1� 0:2

 �
þ 1� bð Þv2 þ ðb� 0:2Þv2

1� 0:2

 �

8

þ

0:6� að Þv1 þ av1
0:6

 �
þ 0:6� að Þv2 þ av2

0:6

 �
þ 1� bð Þv1 þ ðb� 0:2Þv1

1� 0:2

 �
þ 1� bð Þv2 þ ðb� 0:2Þv2

1� 0:2

 �

8

0

BBBBBB@

1

CCCCCCA

8
>>>>>>>>>>>>>><

>>>>>>>>>>>>>>:

9
>>>>>>>>>>>>>>=

>>>>>>>>>>>>>>;

s:t:

Constraints of Eq: 32ð Þ;

z11 � 0:1666667;
z11 � 0:1666667;
z12 � 0:1764706;
z12 � 0:1764706;
z21 � 0:8333333;
z21 � 0:8333333;
z22 � 0:8235294;
z22 � 0:8235294;

v1 � 147:5;
v1 � 153:3333;
v2 � 147:6471;
v2 � 159:4118:

8
>>>>>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>>>>>:

ð33Þ
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of TDHFNs are an extension of the linear programming

models for matrix games (Owen 1982) and/or fuzzy matrix

games (Campos 1989).

It is obvious from Tables 1 and 2 of Yang and Song

(2020) approach that the values of y�T and z�T vary with

the change of aandb which indicates that y�T and z�T

should rather be meant, in our context, as TDHFNs.

However, Yang et al. has assumed that y�T and z�T are real

numbers which is certainly the simplest assumption but it

does not allow capturing the very essence of the y�T and

z�T. Hence, the mathematical formulation of such matrix

games in which the payoffs are represented by TDHFNs, is

not valid in general.

7 Conclusion

The matrix game with uncertain information is an impor-

tant research topic of game theory and has been applied to

many domains. However, there exists little research about

the uncertain matrix games under the TDHFNs environ-

ment. In this paper, we formulate matrix games with pay-

offs of TDHFNs and propose corresponding parameterized

linear programming Mehar method. The highlights include:

• The arithmetic operations and ranking order relation of

TDHFNs are proposed.

• We develop a matrix game model with TDHFNs as

uncertain payoff elements and define some important

concepts, such as the solution of a TDHFNs matrix

game and optimal mixed strategies of players.

• A pair of parameterized linear programming models is

derived from the TDHFN mathematical programming

models to obtain the optimal mixed strategies for

players.

• Proposing an effective algorithm based on the rank

order relations of the TDHFNs and (Verma et al. 2015)

Mehar algorithm.

• Conducting a numerical simulation to evaluate the

applicability and effectiveness of the proposed

approach.

• The numerical results show that the TDHFNs represents

information more flexible and abundant than the FS

when it is applied to study uncertainty in the game

theory.

To conclude, the algorithm proposed in this article is

applicable to general decision-making problems with

TDHFNs environments. As a potential future research

direction, we will investigate the application of the pro-

posed algorithm to solve n-person matrix games, Stackel-

berg matrix games, nonzero-sum matrix games,

constrained bi-matrix matrix games, and non-cooperative

matrix games with TDHFNs environments. Moreover, the

adoption of the proposed algorithm and models for solving

competitive decision-making problems can apply in other

fields, such as supply chain management and advertising.

Acknowledgements The authors would like to thank the valuable

reviews and also appreciate the constructive suggestions from the

anonymous referees. The researcher Mohamed Gaber Brikaa is fun-

ded by a scholarship A13585134 under the joint Executive Program

between the Arab Republic of Egypt and China. This work was partly

supported by the National Key Research an Development Program of

China (no. 2017YFB0305601), the National Key Research an

Development Program of China (no. 2017YFB0701700).

Data availability The data used to support the findings of this research

are available from the corresponding author upon request.

Declarations

Conflict of interest The authors do not have any possible conflicts of

interest.

References

Aggarwal A, Khan I (2016) Solving multi-objective fuzzy matrix

games via multi-objective linear programming approach. Kyber-

netika 52(1):153–168

Aggarwal A, Mehra A, Chandra S (2012) Application of linear

programming with I-fuzzy sets to matrix games with I-fuzzy

goals. Fuzzy Optim Decis Mak 11(4):465–480

Akram M, Naz S, Shahzadi S, Ziaa F (2021a) Geometric-arithmetic

energy and atom bond connectivity energy of dual hesitant

Q-rung orthopair fuzzy graphs. J Intell Fuzzy Syst 40:1287–1307

(Preprint)
Akram M, Ullah I, Alharbi MG (2021b) Methods for solving-type

pythagorean fuzzy linear programming problems with mixed

constraints. Math Probl Eng 2021:1–29

Akram M, Ullah I, Allahviranloo T, Edalatpanah SA (2021c) Fully

Pythagorean fuzzy linear programming problems with equality

constraints. Comput Appl Math 40(4):1–30

Akram M, Ullah I, Allahviranloo T, Edalatpanah SA (2021d) LR-type

fully Pythagorean fuzzy linear programming problems with

equality constraints. J Intell Fuzzy Syst 13:1–18 (Preprint)

Table 2 Yang and Song (2020) for Player II

ha; bi z�T a;bð Þ ~v�ha;bi

h0; 1i 0:1765; 0:8235ð Þ {[137.65, 143.53], [137.65, 149.41]}

h0:1; 0:8i 0:1742; 0:8258ð Þ {[138.43, 142.88], [138.92, 148.05]}

h0:2; 0:7i 0:1731; 0:8269ð Þ {[138.81, 142.55], [139.55, 147.37]}

h0:3; 0:6i 0:1720; 0:8280ð Þ {[139.20, 142.23], [140.18, 146.70]}

h0:4; 0:5i 0:1709; 0:8291ð Þ {[139.59, 141.91], [141.90, 146.02]}

h0:5; 0:3i 0:1688; 0:8312ð Þ {[140.37, 141.26], [142.08, 144.67]}

h0:6; 0:2i 0:1677; 0:8323ð Þ {[140.76, 140.94], [142.71, 144.00]}

748 Granular Computing (2022) 7:731–750

123



Ammar E, Brikaa MG (2019a) Solving bi-matrix games in tourism

planning management under rough interval approach. Int J Math

Sci Comput 4:44–62

Ammar E-S, Brikaa MG (2019b) On solution of constraint matrix

games under rough interval approach. Granul Comput

4(3):601–614

Atanassov K (1999) Intuitionistic fuzzy sets. Theory and applications.

Physica, Hidelberg

Bandyopadhyay S, Nayak PK, Pal M (2013) Solution of matrix game

with triangular intuitionistic fuzzy pay-off using score function.

Open J Optim 2:9–15

Bhaumik A, Roy SK (2021) Intuitionistic interval-valued hesitant

fuzzy matrix games with a new aggregation operator for solving

management problem. Granul Comput 6(2):359–375

Bhaumik A, Roy SK, Weber GW (2020) Hesitant interval-valued

intuitionistic fuzzy-linguistic term set approach in Prisoners’

Dilemma game theory using TOPSIS: a case study on human-

trafficking. CEJOR 28(2):797–816

Bhaumik A, Roy SK, Weber GW (2021) Multi-objective linguistic-

neutrosophic matrix game and its applications to tourism

management. J Dyn Games 8(2):101–118

Brikaa MG, Zheng Z, Ammar ES (2019) Fuzzy multi-objective

programming approach for constrained matrix games with

payoffs of fuzzy rough numbers. Symmetry 11:702

Brikaa MG, Zheng Z, Ammar ES (2020) Resolving indeterminacy

approach to solve multi-criteria zero-sum matrix games with

intuitionistic fuzzy goals. Mathematics 8:305

Brikaa MG, Zheng Z, Ammar ES (2021) Rough set approach to non-

cooperative continuous differential games. Granul Comput

6(1):149–162

Campos L (1989) Fuzzy linear programming models to solve fuzzy

matrix games. Fuzzy Sets Syst 32(3):275–289

Chankong V, Haimes YY (1983) Multiobjective decision making;

theory and methodology. North-Holland, New York

Chen SM (1997) Interval-valued fuzzy hypergraph and fuzzy

partition. IEEE Trans Syst Man Cybern Part B (cybern)

27(4):725–733

Chen SM, Hsiao WH (2000) Bidirectional approximate reasoning for

rule-based systems using interval-valued fuzzy sets. Fuzzy Sets

Syst 113(2):185–203

Chen SM, Hsiao WH, Jong WT (1997) Bidirectional approximate

reasoning based on interval-valued fuzzy sets. Fuzzy Sets Syst

91(3):339–353

Dubois D, Prade H (1980) Fuzzy sets and systems: theory and

applications. Academic Press, New York

Figueroa-Garcı́a JC, Mehra A, Chandra S (2019) Optimal solutions

for group matrix games involving interval-valued fuzzy num-

bers. Fuzzy Sets Syst 362:55–70

Gaber M, Alharbi MG, Dagestani AA, Ammar ES (2021) Optimal

solutions for constrained bimatrix games with payoffs repre-

sented by single-valued trapezoidal neutrosophic numbers.

J Math 2021:1–13

Garg H, Kaur G (2020) Quantifying gesture information in brain

hemorrhage patients using probabilistic dual hesitant fuzzy sets

with unknown probability information. Comput Ind Eng

140:106211

Han Y, Deng Y (2019) A Novel matrix game with payoffs of maxitive

belief structure. Int J Intell Syst 34(4):690–706

Hao Z, Xu Z, Zhao H, Su Z (2017) Probabilistic dual hesitant fuzzy

set and its application in risk evaluation. Knowl-Based Syst

127:16–28

Hwang CL, Yoon K (1981) Multi attribute decision making: methods

and applications. A state of the art survey. Springer, Berlin

Ishibuchi H, Tanaka H (1990) Multiobjective programming in

optimization of the interval objective function. Eur J Oper Res

48(2):219–225

Jana J, Roy SK (2018a) Dual hesitant fuzzy matrix games: based on

new similarity measure. Soft Comput 23(18):8873–8886

Jana J, Roy SK (2018b) Solution of matrix games with generalised

trapezoidal fuzzy payoffs. Fuzzy Inf Eng 10(2):213–224

Khalifa HA (2019) An approach for solving two-person zero-sum

matrix games in neutrosophic environment. J Ind Syst Eng

12(2):186–198

Khan I, Mehra A (2020) A novel equilibrium solution concept for

intuitionistic fuzzy bi-matrix games considering proportion mix

of possibility and necessity expectations. Granul Comput

5(4):461–483

Li DF (2003) Fuzzy multiobjective many person decision makings

and games. National Defense Industry Press, Beijing

Li D-F, Hong F-X (2012) Solving constrained matrix games with

payoffs of triangular fuzzy numbers. Comput Math Appl

64:432–446

Li DF, Nan JX (2009) A nonlinear programming approach to matrix

games with payoffs of Atanassov’s intuitionistic fuzzy sets. Int J

Uncertain Fuzziness Knowl Based Syst 17(4):585–607

Li DF, Nan JX, Tang ZP, Chen KJ, Xiang XD, Hong FX (2012) A bi-

objective programming approach to solve matrix games with

payoffs of Atanassov’s triangular intuitionistic fuzzy numbers.

Iran J Fuzzy Syst 9(3):93–110

Maity G, Mardanya D, Roy SK, Weber GW (2019) A new approach

for solving dual-hesitant fuzzy transportation problem with

restrictions. Sādhanā 44(4):1–11
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