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Abstract Probabilistic linguistic term sets (PLTSs) are an

effective tool to express preferences with different weights

for different linguistic terms, and the TODIM method is

based on prospect theory and could consider the decision

maker’s cognitive behavior. In this paper, we extend the

TODIM to solve the multi-attribute decision-making

(MADM) problems with PLTSs. First of all, the definition,

operations, comparative method, and deviation degrees of

PLTSs are introduced; a new standardization method for

the attribute values was proposed with respect to the situ-

ation in which the probabilistic sum for all linguistic terms

is less than 1. Then, the objective weights for criteria can

be obtained by information entropy theory and the steps of

the extended TODIM method for PLTSs are proposed.

Finally, an example is to verify the developed approach.

Keywords MADM � PLTSs � TODIM method

1 Introduction

In actual decision-making, there are a large number of

qualitative criteria which are hardly evaluated by accurate

numerical values. Hence, how to make the assessment of

alternatives precisely is pivotal. However, for the complex

decision-making problems, decision makers usually pro-

vide their opinions by natural language, such as ‘‘good’’,

‘‘fair’’, ‘‘poor’’, and other similar linguistic terms (LTs)

(Wu and Xu 2016). Now, decision-making based on LTs

has become an important research aspect in the field of

decision analysis (Xu and Wang 2016). For example, Xu

(2007) gave the goal programming method with LTs for

MADM problems. Xu and Wang (2017) solved group

decision-making (GDM) problem with multi-granularity

linguistic model. Mendel (2016) proposed three approaches

to synthesizing an interval type-2 fuzzy set model of LTs.

In the traditional decision-making methods based on

LTs, the DMs can express their preferences only by one

LT. However, sometimes, it is difficult to depict complex

qualitative information only by one LT. For instance, a DM

may think that it may be ‘‘very good’’, ‘‘good’’, or ‘‘a little

good’’ for one object, but he/she is not sure how good it is.

In this situation, Rodriguez et al. (2012) proposed hesitant

fuzzy LT sets (HFLTSs), which have several possible LTs.

Then, Beg and Rashid (2013) and Wei et al. (2014) pro-

posed some aggregation operators based on HFLTSs. Zhu

and Xu (2014) proposed some preference relations

(HFLPRs) for HFLTSs. Furthermore, Beg and Rashid

(2013) proposed an extended TOPSIS method for the

HFLTSs. Dong et al. (2015) and Rodrı́guez et al. (2013)

proposed some GDM method with HFLTSs. Wang (2015)

proposed the extended HFLTSs (EHFLTSs) for the non-

continuous LTs. Liu and Rodriguez (2014) further devel-

oped the fuzzy envelopes of HFLTSs and applied them to

MADM problems.

However, all possible LTs given by the DMs in HFLTSs

have the same importance. Obviously, this is not realistic.

In real decision-making, the DMs may prefer some possi-

ble LTs and give some different importance degrees. In

other words, we can give some possible LTs and then give

their importance degrees for evaluating an object (Liu and

Rodrı́guez 2014). This importance degree can be regarded

as probabilistic distribution (Wu and Xu 2016), belief
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degree (Yang 2001; Yang and Xu 2002), and so on. To

better depict such a situation, Pang et al. (2016) proposed

the probabilistic LT sets (PLTSs) which can express dif-

ferent importance degrees or weights of all the possible

LTs. Obviously, PLTSs have the flexibility and richness in

expressing complex fuzzy linguistic information.

To do a reasonable and feasible decision-making, the

decision-making methods are now essential and a lot of

efforts have been made in the past few decades, such as

the TOPSIS (Liu 2009), the VIKOR (Chatterjee and

Samarjit 2017), the GRA (Liu and Liu 2010), the PRO-

METHEE (Liu and Guan 2009), the ELECTRE (Liu and

Zhang 2011; Roy and Bertier 1972), and so on. Now,

these methods have been extended for different attribute

values, such as fuzzy numbers, LTs, and so on. However,

because the MADM problems have becoming increas-

ingly complicated over the years, there is an obvious

shortcoming in the existing methods, which supposes that

the DMs are completely rational. Now, many excellent

researches involving behavior experiments (Kahneman

and Tversky 1979; Tversky and Kahneman 1992) have

shown that the DMs are bounded rational in decision-

making process, and the psychology and behavior of the

DMs are important factors which can obviously influence

decision results. Hence, Gomes and Lima first presented

the TODIM in 1992 (Gomes and Lima 1992), which is a

valuable MADM method considering the DMs psychol-

ogy and behavior based on prospect theory (PT) (Kah-

neman and Tversky 1979), and it has been applied to

some decision-making problems (Pang et al. 2016).

Moreover, its some new extensions gave been developed.

Such as Lourenzutti and Krohling (2013) presented an IF-

RTODIM for intuitionistic fuzzy numbers (IFNs). Wang

et al. (2016) proposed a likelihood function of HFLTSs

embedded into TODIM. Ren et al. (2016) developed a

Pythagorean fuzzy TODIM approach to MADM

problems.

Obviously, the TODIM method is a valuable and

important MADM tool considering the DMs psychology

and behavior, and its extensions are also very effective

in solving the MADM problems for different fuzzy

environments, but there is no research about the TODIM

method for PLTSs in the existing researches. Conse-

quently, considering the DMs’ psychology and behavior,

it will be a valuable research topic about how to solve

the MADM problem with PLTSs. In addition, due to the

increasing complexity of the decision-making environ-

ment, it is usually difficult for DMs to give the weight

evaluation information completely. Therefore, it is very

necessary to develop a method to obtain the objective

weight of each attribute and then to propose an extended

TODIM for PLTSs, so that the more comprehensive and

reasonable decision can be made in an intricate situation.

Therefore, the aims of this paper are (1) to propose the

extended TODIM method to process the multi-attribute

group decision-making (MAGDM) problems with

PLTSs; (2) to explore the normalization method of

PLTSs with respect to the situation in which the prob-

abilistic sum for all linguistic terms is less than 1; (3) to

develop a weight determination method based on

entropy; (4) to show the effectiveness and advantages of

the proposed approach.

To achieve this goal, the rest is introduced as follows:

some basic concepts of the LTSs, HFLTSs, and PLTSs, and

the TODIM were briefly introduced in Sect. 2. Section 3

proposes the extended TODIM to process PLTSs. In Sect. 4,

an example is given to demonstrate the validity and advan-

tages of our method. In Sect. 5, we conclude this paper.

2 Preliminaries

2.1 The LTSs and HFLTSs

The LTSs, which are finite and ordered, are regularly used

to express DMs opinions for attributes of MADM prob-

lems, and they can be defined as follows (Herrera et al.

1995):

S ¼ Saja ¼ 0; 1; . . .; sf g ð1Þ

where Sa is called a linguistic variable; s is a positive

integer. LTSs can meet:

(1) Sa � Sb; ifa[ b;

(2) The negation operator is: neg Sað Þ ¼ Sb, such that

aþb ¼ s:

To relieve the loss of information, a continuous LTS is

obtained from its discrete version by Xu (2012):

S ¼ Saja 2 0; s½ �f g: ð2Þ

Let Sa; Sb 2 S be any two LTs, and then based on the LTS

S, the operation on Sa and Sb can be defined by (Xu and

Wang 2017):

k1Sa � k2Sb ¼ Sk1aþk2b; ð3Þ

where k1; k2 � 0: Furthermore, we gave the definition of

HFLTSs (Rodriguez et al. 2013).

Definition 1 (Rodriguez et al. 2013) Suppose that S ¼
S0; S1; . . .; Sg
� �

is an LTS, and then, an HFLTS bS is

defined as a subset of LTs S.
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Example 1 Let S be the following LTS:

S ¼ S0 ¼ extremely low, S1 ¼ very low, S2 ¼ low,f
S3 ¼ slightly low, S4 ¼ fair,

S5 = slightly high, S6 ¼ high, S7 ¼ very high,

S8 = extremely highg:

Then, we give two examples about HFLTSs:

b1 ¼ S1 = very low, S2 = lowf g; b2

¼ S5 = slightly high, S6 = high, S7 = very highf g:

Simplifying the results above, we get:

b1 ¼ S1; S2f g; b2 ¼ S5; S6; S7f g:

Furthermore, Zhu and Xu (2014) gave an operational def-

inition of HFLTS.

Definition 2 (Zhu and Xu 2014) Suppose that ba ¼
blajl ¼ 1; 2; . . .;#ba
� �

and bb ¼ blbjl ¼ 1; 2; . . .;#bb

n o

are any two HFLTSs, such that #ba ¼ #bb, then

bqa � b
q
b ¼ [

b
q lð Þ
a 2bla;b

q lð Þ
b 2blb

bq lð Þ
a � b

q lð Þ
b

n o
ð4Þ

kbqa ¼ [
b
q lð Þ
a 2bla

kbq lð Þ
a

n o
; k� 0 ð5Þ

where b
q lð Þ
a and b

q lð Þ
b are the lth LTs in ba and bb, respec-

tively, #ba and #bb are the numbers of the LTs in ba and

bb, respectively.

2.2 PLTSs

With respect to the shortcoming of HFLTSs which cannot

express the probability of possible LTs, Pang et al. (2016)

proposed PLTSs.

Definition 3 (Pang et al. 2016) Suppose that S ¼
S0; S1; . . .; Ssf g is an LTS, and then

LTðpÞ

¼ LTðkÞ pðkÞ
� �

jLT ðkÞ 2 S; pðkÞ � 0; k ¼ 1; 2; . . .;#LTðpÞ;
X#LTðpÞ

k¼1

pðkÞ � 1

( )

ð6Þ

is defined a PLTS, where LT ðkÞ pðkÞ
� �

is the LT LT ðkÞ with

the probability pðkÞ, and #LTðpÞ is the number of all dif-

ferent LTs in LTðpÞ.

We can note that if
P#LTðpÞ

k¼1 pðkÞ ¼ 1, then the PLTS is

with complete probabilistic information; if
P#LTðpÞ

k¼1 pðkÞ\1, then the PLTS is with partial probabilistic

information; if
P#LTðpÞ

k¼1 pðkÞ ¼ 0, then the PLTS is with

completely unknown probabilistic information.

Definition 4 (Pang et al. 2016) Suppose that LTðpÞ ¼
LT ðkÞ pðkÞ

� �
jk ¼ 1; 2; . . .;#LTðpÞ

� �
is a PLTS, and rðkÞ is

the subscript of LT LTðkÞ. If LTðkÞ pðkÞ
� �

k ¼ 1; 2; . . .;#LTðpÞð Þ are ranked according to the values

of rðkÞpðkÞ k ¼ 1; 2; . . .;#LTðpÞð Þ in descending order, then

LTðpÞ is called an ordered PLTS,

Example 2 Suppose that the LTS S is the set used in

Example 1, and then, it can be denoted by the PLTS

LTðpÞ ¼ S4 0:1ð Þ; S5 0:65ð Þ; S6 0:2ð Þf g. We can also calcu-

late rðkÞpðkÞ k ¼ 1; 2; 3ð Þ, and get 4 � 0:1 ¼ 0:4; 5 � 0:65 ¼
3:25; 6 � 0:2 ¼ 1:2. Reordering the LTs in LTðpÞ in

descending order, we have

LTðpÞ ¼ S5 0:65ð Þ; S6 0:2ð Þ; S4 0:1ð Þf g:

In the following, Pang et al. (2016) come up with some

basic operations:

Definition 5 (Pang et al. 2016) Let LT1ðpÞ and LT2ðpÞ be

two ordered PLTSs, LT1ðpÞ ¼ LT
ðkÞ
1 p

ðkÞ
1

� �
jk ¼ 1; 2;

n

. . .;#LT1ðpÞg and LT2ðpÞ ¼ LT
ðkÞ
2 p

ðkÞ
2

� �
jk ¼ 1; 2;

n

. . .;#LT2ðpÞg. Then

LT1ðpÞ � LT2ðpÞ ¼ [
LT

ðkÞ
1

2LT1ðpÞ;LT ðkÞ
2

2LT2ðpÞ

� p
ðkÞ
1 LT

ðkÞ
1 � p

ðkÞ
2 LT

ðkÞ
2

n o ð7Þ

LT1ðpÞ 	 LT2ðpÞ ¼ [
LT

ðkÞ
1

2LT1ðpÞ;LT ðkÞ
2

2LT2ðpÞ

� LT
ðkÞ
1

� �pðkÞ
1 	 LT

ðkÞ
2

� �pðkÞ
2

( )
ð8Þ

where LT
ðkÞ
1 and LT

ðkÞ
2 are the k th LTs in LT1ðpÞ and

LT2ðpÞ, respectively, p
ðkÞ
1 and p

ðkÞ
2 are the probabilities of

the k th LTs in LT1ðpÞ and LT2ðpÞ, respectively.

kLTðpÞ ¼ [LT ðkÞ2LTðpÞkp
ðkÞLT ðkÞ; k� 0 ð9Þ

LTðpÞð Þk ¼ [LT ðkÞ2LTðpÞ LT ðkÞ
� �kpðkÞ� 	

: ð10Þ

2.3 The comparison for two PLTSs

First, we introduced the score of PLTS which is defined by

Pang et al. (2016) as follows.

Definition 6 (Pang et al. 2016) Let LTðpÞ ¼
LT ðkÞ pðkÞ

� �
jk ¼ 1; 2; . . .;#LTðpÞ

� �
be a PLTS, and rðkÞ is

the subscript of LT LTðkÞ. The score of LTðpÞ is given as

follows:
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E LTðpÞð Þ ¼ Sa ð11Þ

where �a ¼
P#LTðpÞ

k¼1 rðkÞpðkÞ

,
P#LTðpÞ

k¼1 pðkÞ

For any two PLTSs LT1ðpÞ and LT2ðpÞ, if

E LT1ðpÞð Þ\E LT2ðpÞð Þ, then LT1ðpÞ 
 LT2ðpÞ; if

E LT1ðpÞð Þ[E LT2ðpÞð Þ, then LT1ðpÞ � LT2ðpÞ. However,

if E LT1ðpÞð Þ ¼ E LT2ðpÞð Þ, then two PLTSs cannot be

compared by their scores. To solve this problem, Pang

et al. (2016) further defined the deviation degree of a PLTS

as follows:

Definition 7 (Pang et al. 2016) Suppose that LTðpÞ ¼
LT ðkÞ pðkÞ

� �
jk ¼ 1; 2; . . .;#LTðpÞ

� �
is a PLTS, and rðkÞ is

the subscript of LT LðkÞ, and E LTðpÞð Þ ¼ S�a, where �a ¼
P#LTðpÞ

k¼1 rðkÞpðkÞ
.P#LTðpÞ

k¼1 pðkÞ . The deviation of LTðpÞ is:

r LTðpÞð Þ ¼
X#LTðpÞ

k¼1

pðkÞ rðkÞ � �a
� �� �2

 !1=2,
X#LTðpÞ

k¼1

pðkÞ

ð12Þ

For two PLTSs LT1ðpÞ and LT2ðpÞ, if E LT1ðpÞð Þ ¼
E LT2ðpÞð Þ and �r LT1ðpÞð Þ[ �r LT2ðpÞð Þ, then

LT1ðpÞ 
 LT2ðpÞ; and if �r LT1ðpÞð Þ ¼ �r LT2ðpÞð Þ, then

LT1ðpÞ is indifferent to L2ðpÞ, denoted by LT1ðpÞ� LT2ðpÞ.
Therefore, there is the following definition about compar-

ison for two PLTSs.

Definition 8 (Pang et al. 2016) Given two PLTSs LT1ðpÞ
and LT2ðpÞ, then If E LT1ðpÞð Þ[E LT2ðpÞð Þ, then

LT1ðpÞ � LT2ðpÞ. else if E LT1ðpÞð Þ ¼ E LT2ðpÞð Þ, then (i)

If r LT1ðpÞð Þ[ r LT2ðpÞð Þ, then LT1ðpÞ 
 LT2ðpÞ. else if

r LT1ðpÞð Þ\r LT2ðpÞð Þ, then LT1ðpÞ � LT2ðpÞ.

Definition 9 (Pang et al. 2016) Let LT1ðpÞ ¼

LT
ðkÞ
1 p

ðkÞ
1

� �
jk ¼ 1; 2; . . .;#LT1ðpÞ

n o
and LT2ðpÞ ¼

LT
ðkÞ
2 p

ðkÞ
2

� �
jk ¼ 1; 2; . . .;#LT2ðpÞ

n o
be any two PLTSs,

#LT1ðpÞ ¼ #LT2ðpÞ. Then, the distance between LT1ðpÞ
and LT2ðpÞ is defined as:

d LT1ðpÞ; LT2ðpÞð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X#LT1ðpÞ

k¼1

p
ðkÞ
1 r

ðkÞ
1 � p

ðkÞ
2 r

ðkÞ
2

� �2

,

#LT1ðpÞ

vuut :

ð13Þ

2.4 The traditional TODIM method

The TODIM is proposed based on prospect theory (Kah-

neman and Tversky 1979), and its main advantage is the

capability of capturing the DMs behavior. The steps of the

traditional TODIM approach are shown as follows (Gomes

and Lima 1992):

For convenience, let M ¼ 1; 2; . . .;mf g and

N ¼ 1; 2; . . .; nf g.

Step 1 Identify the decision matrix X ¼ xij
� �

m�n
, where

xij is the jth attribute value with respect to the ith

alternative, and then normalize X ¼ xij
� �

m�n
into

G ¼ gij
� �

m�n
, and xij and gij are all crisp

numbers, i 2 M; j 2 N.

Step 2 Calculate the relative weight wjr of the attribute

Cj to the reference attribute Cr by:

wjr ¼ wj
�
wr

; r; j 2 N; ð14Þ

where wj is the weight of the attribute Cj and

wr ¼ max wjjj 2 N
� �

.

Step 3 Obtain the dominance degree of alternative xi
over the alternative xt using the following

expression:

# xi; xtð Þ ¼
Xn

j¼1

/j xi; xtð Þ; 8 i; tð Þ; ð15Þ

where

/j xi; xtð Þ

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
wjrðgij � gtjÞ=

Pn
j¼1 wjr

q
; if gij � gtj[ 0;

0 if gij � gtj ¼ 0;

� 1

h

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

j¼1
wjr

� �
gij � gtj
� �

=wjr

r

if gij � gtj\0;

8
>>>><

>>>>:

ð16Þ

The function /j xi; xtð Þ is the contribution of the

attribute Cj to # xi; xtð Þ. The h is the DM’ atten-

uation parameter about the losses which is

explained by prospect theory (Kahneman and

Tversky 1979). In Eq. (16), three cases can

occur: (1) if gij � gtj [ 0, then /j xi; xtð Þ repre-

sents a gain; (2) if gij � gtj ¼ 0, then /j xi; xtð Þ
represents a nil; (3) if gij � gtj\0, then /j xi; xtð Þ
represents a loss.

Step 4 Get the overall prospect value of the alternative

xi by

d xið Þ ¼
Pm

t¼1# xi;xtð Þ�mini

Pm
t¼1# xi;xtð Þ

� �

maxi
Pm

t¼1# xi;xtð Þ
� �

�mini

Pm
t¼1# xi;xtð Þ

� � ; i2M:

ð17Þ

Step 5 Sort the alternatives by their overall prospect

values d xið Þ i 2 Mð Þ .
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3 The extended TODIM method for MADM
problems with PLTSs

3.1 Description of the MADM problems

For a MADM problem with PLTSs, let x ¼ x1; x2; . . .; xmf g
be a finite set of alternatives and C ¼ C1;C2; . . .;Cnf g be a

set of attributes. Based on the LTS

S ¼ Saja ¼ 0; 1; . . .; sf g, the DMs evaluate the alternatives

xi i ¼ 1; 2; . . .;mð Þ for the attributes Cj j ¼ 1; 2; . . .; nð Þ, and

give the evaluation results by PLTSs

LTijðpÞ ¼ LT
ðkÞ
ij p

ðkÞ
ij

� �
jk ¼ 1; 2; . . .;#LTijðpÞ

n o
, where

LT
ðkÞ
ij k ¼ 1; 2; . . .;#LTijðpÞ
� �

are LTs with the corre-

sponding probability p
ðkÞ
ij k ¼ 1; 2; . . .;#LTijðpÞ
� �

, p
ðkÞ
ij [ 0,

k ¼ 1; 2; . . .;#LTijðpÞ, and
P#LTijðpÞ

k¼1 p
ðkÞ
ij � 1. All the

PLTSs LTijðpÞ i ¼ 1; 2; . . .;m; j ¼ 1; 2; . . .; nð Þ are used to

build the decision matrix R ¼ LTijðpÞ
� 


m�n
, and the goal is

to select the best alternative.

3.2 The normalization of PLTSs

As mentioned in Sect. 2.2, there is existing partial proba-

bilistic information when
P#LTðpÞ

k¼1 pðkÞ\1. To estimate the

unknown part of probabilistic information, we consider

continuous re-distribution of the missing probability by a

recursive method for a PLTS LTðpÞ with
P#LTðpÞ

k¼1 pðkÞ\1.

It will guarantee the unchanged preference for each expert

by this way, and then, the associated steps are shown as

following:

For convenience, we use S
ðkÞ
l to express the probability of

the LT LðkÞ after the lth iteration, and use ll to express the

ignorance of probabilistic information after the lth iteration.

Let
P#LTðpÞ

k¼1 pðkÞ ¼ a\1, we can first obtain the asso-

ciated probability of LT ðkÞ k ¼ 1; 2; . . .;#LTðpÞð Þ, note that

as S
ðkÞ
1 ¼ pðkÞ þ pðkÞ 1 � að Þ, then the uncertain probability

can be calculated by f1 ¼ 1 �
P#LTðpÞ

k¼1 S
ðkÞ
1 ¼ 1�

P#LTðpÞ
k¼1 pðkÞ 2 � að Þ.
Next, we repeat the above process in the following:

S
ðkÞ
2 ¼ S

ðkÞ
1 þ S

ðkÞ
1 � f1 ¼ S

ðkÞ
1 1þf1ð Þ;

f2 ¼ 1 �
X#LTðpÞ

k¼1

S
ðkÞ
2 ¼ 1 �

X#LTðpÞ

k¼1

S
ðkÞ
1 1þf1ð Þ

¼ 1 � 1þf1ð Þ
X#LTðpÞ

k¼1

S
ðkÞ
1 ¼ 1 � 1þf1ð Þ 1 � f1ð Þ ¼ f1ð Þ2;

S
ðkÞ
3 ¼ S

ðkÞ
2 þ S

ðkÞ
2 � f2 ¼ S

ðkÞ
2 1þ f1ð Þ2
� �

;

f3 ¼ 1 �
X#LTðpÞ

k¼1

S
ðkÞ
3 ¼ 1 �

X#LTðpÞ

k¼1

S
ðkÞ
2 1þf2ð Þ ¼1

� 1þf2ð Þ
X#LTðpÞ

k¼1

S
ðkÞ
2 ¼ 1 � 1þf2ð Þ 1 � f2ð Þ

¼ f2ð Þ2¼ f1ð Þ4;

S
ðkÞ
4 ¼ S

ðkÞ
3 þ S

ðkÞ
3 � f3 ¼ S

ðkÞ
3 1þ f1ð Þ4
� �

;

f4 ¼ 1 �
X#LTðpÞ

k¼1

S
ðkÞ
4 ¼ 1 �

X#LTðpÞ

k¼1

S
ðkÞ
3 1þf3ð Þ ¼1

� 1þf3ð Þ
X#LTðpÞ

k¼1

S
ðkÞ
3

¼ 1 � 1þf3ð Þ 1 � f3ð Þ ¼ f3ð Þ2¼ f1ð Þ8;

� � � � � �

SðkÞn ¼ S
ðkÞ
n�1 þ S

ðkÞ
n�1 � fn�1 ¼ S

ðkÞ
n�1 1þ f1ð Þ2n�2
� �

;

Therefore, we transform preceding formula in the fol-

lowing form:

S
ðkÞ
2 ¼ S

ðkÞ
1 1þf1ð Þ;

S
ðkÞ
3 ¼ S

ðkÞ
1 1þf1ð Þ 1þ f1ð Þ2

� �
¼ S

ðkÞ
1 1þf1þ f1ð Þ2þ f1ð Þ3
� �

;

S
ðkÞ
4 ¼ S

ðkÞ
1 1þf1ð Þ 1þ f1ð Þ2

� �
1þ f1ð Þ4
� �

¼ S
ðkÞ
1 1þf1þ f1ð Þ2þ f1ð Þ3
� �

1þ f1ð Þ4
� �

¼ S
ðkÞ
1 1þf1þ f1ð Þ2þ f1ð Þ3þ f1ð Þ4þ f1ð Þ5þ f1ð Þ6þ f1ð Þ7
� �

;

� � � � � �

SðkÞn ¼ S
ðkÞ
1 1þf1ð Þ 1þ f1ð Þ2

� �
1þ f1ð Þ4
� �

� � � 1þ f1ð Þ2n�2
� �

¼ S
ðkÞ
1 1þf1þ f1ð Þ2þ f1ð Þ3þ f1ð Þ4þ f1ð Þ5þ f1ð Þ6
�

þ f1ð Þ7þ � � � þ f1ð Þ2n�1
�

¼ S
ðkÞ
1 � 1 � f1ð Þ2n

1 � f1

:

Because 0\f1\1;

limn!1SðkÞn ¼ lim
n!1

S
ðkÞ
1 � 1 � f1ð Þ2n

1 � f1

¼ S
ðkÞ
1

1 � f1

¼ S
ðkÞ
1P#LTðpÞ

k¼1 S
ðkÞ
1

¼ pðkÞ
P#LTðpÞ

k¼1 pðkÞ
:

From the course of calculability, we can conclude the

normalized form for a PLTS LTðpÞ with
P#LTðpÞ

k¼1 pðkÞ\1

by
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LT 0ðpÞ ¼ LTðkÞ p0ðkÞ
� �

jk ¼ 1; 2; . . .;#LTðpÞ
n o

ð18Þ

where p0ðkÞ ¼ pðkÞ=pðkÞ
P#LTðpÞ

k¼1 pðkÞ � 0pt
P#LTðpÞ

k¼1 pðkÞ.
In addition, sometimes, the numbers of LTs in PLTSs

are usually different, it is necessary to standardize

the cardinality of a PLTS for the convenience of

computing.

Definition 10 (Pang et al. 2016) Let LT1ðpÞ ¼

LT
ðkÞ
1 p

ðkÞ
1

� �
jk ¼ 1; 2; . . .;#LT1ðpÞ

n o
and LT2ðpÞ ¼

LT
ðkÞ
2 p

ðkÞ
2

� �
jk ¼ 1; 2; . . .;#LT2ðpÞ

n o
be any two PLTSs,

and let #LT1ðpÞ and #LT2ðpÞ be the numbers of LTs in

LT1ðpÞ and LT2ðpÞ, respectively. If #LT1ðpÞ[#LT2ðpÞ,
then the #LT1ðpÞ �#LT2ðpÞ LTs need to be added to

LT2ðpÞ and make the numbers of LTs in LT1ðpÞ and LT2ðpÞ
equal. The added LTs are the smallest ones in LT2ðpÞ, and

their probabilities should be zero.

Let LT1ðpÞ ¼ LT
ðkÞ
1 p

ðkÞ
1

� �
jk ¼ 1; 2; . . .;#LT1ðpÞ

n o
and

LT2ðpÞ ¼ LT
ðkÞ
2 p

ðkÞ
2

� �
jk ¼ 1; 2; . . .;#LT2ðpÞ

n o
be any two

PLTSs, and then, the normalization can be performed as

follows:

(1) If
P#LTðpÞ

k¼1 p
ðkÞ
i \1, then by the formula (18), we

calculate LT 0
i ðpÞ; i ¼ 1; 2.

(2) If #LT1ðpÞ 6¼ #LT2ðpÞ, then according to Definition

10, we add some elements to the one with the

smaller number of elements.

Example 3 Let LT1ðpÞ ¼ S3 0:30ð Þ; S2 0:30ð Þ; S1 0:30ð Þf g
and LT2ðpÞ ¼ S2 0:60ð Þ; S3 0:40ð Þf g be two PLTSs, and

then: (1) according to formula (18),

LT 0
1ðpÞ ¼ S3 0:333ð Þ; S2 0:333ð Þ; S1 0:333ð Þf g; (2) since

#LT2ðpÞ\#LT1ðpÞ, then we add the LT S2 to LT2ðpÞ and

make the numbers of LTs in LT1ðpÞ and LT2ðpÞ identical,

and thus, we have LT 0
2ðpÞ ¼ S2 0:6ð Þ; S3 0:4ð Þ; S2 0ð Þf g.

3.3 Determining objective weights based on entropy

measures

It is important to determine a reasonable weight for each

attribute in the course of decision-making. Because the

DMs are usually influenced by their knowledge structure,

personal bias, and familiarity with the decision alternatives,

it is necessary to consider the MADM problem with

completely unknown weights of criteria, and we need

develop a weight determination method based on entropy

under probabilistic linguistic environment. The steps are

shown as follows.

First, transformed decision matrix R ¼ LTijðpÞ
� 


m�n
into

Z ¼ LPijðpÞ
� 


m�n
, where LTijðpÞ ¼

P#LTijðpÞ
k¼1 rðkÞpðkÞ

.

#LTijðpÞ: Next, calculate the entropy for attribute, the

entropy values for the jth attribute are

Hj ¼ � 1

lnm

Xm

i¼1

LTijðpÞ
� �

ln LTijðpÞ
� �

: ð19Þ

Then, the weight of each attribute can be defined by the

following:

xj ¼
1 � Hj

n�
Pn

j¼1 Hj

: ð20Þ

3.4 Procedure for probabilistic linguistic TODIM

method

In this sub-section, we will give decision-making steps of

the extended TODIM method for the MAGDM problems

with the PLTSs.

Step 1 Standardize decision matrix

In general, there are the benefit type and cost type in the

attributes. To keep all attributes compatible, we can

transform the cost type into benefit one as follows.

~LTijðpÞ ¼
LTijðpÞ; for benefit attribute

Cj LTijðpÞ
� �c

; for cost attribute Cj:

�
ð21Þ

where LTijðpÞ
� �c

is complement of LTijðpÞ, LTijðpÞ
� �c

¼

negðLT ðkÞ
ij Þ p

ðkÞ
ij

� �
jk ¼ 1; 2; . . .;#LTijðpÞ

n o
. In addition,

we need to normalize each attribute value according to the

above steps. First, if
P#LTijðpÞ

k¼1 p
ðkÞ
ij \1, and then, by the

formula (18), we calculate LT 0
ijðpÞ. Then, if the numbers of

LTs in LTijðpÞ are not equal, then we need do a normal-

ization according to Definition 6.

Step 2 Obtain attribute weight vector xj ¼
x1;x2; . . .;xnð ÞT of the C1;C2; . . .;Cnf g by

Eqs. (19) and (20).

Step 3 Obtain the relative weight wjr of the attribute Cj

to the reference Cr by

wjr ¼ wj
�
wr

; r; j 2 N; ð22Þ

where wj is the weight of the attribute Cj and

wr ¼ max wjjj 2 N
� �

:

Step 4 Obtain the dominance of each alternative xi over

each alternative xt by
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# xi; xtð Þ ¼
Xn

j¼1

/j xi; xtð Þ; 8 i; tð Þ; ð23Þ

where

/j xi; xtð Þ

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
wjrd ~LTij; ~LTtj

� �
=
Pn

j¼1 wjr

q
; if ~LTij � ~LTtj

0; if ~LTij � ~LTtj

� 1

h

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

j¼1
wjr

� �
d ~LTij; ~LTtj
� �

=wjr

r

; if ~LTij 
 ~LTtj:

8
>>>><

>>>>:

ð24Þ

Step 5 Obtain the overall prospect value of the alterna-

tive xi by

d xið Þ

¼
Pm

t¼1 # xi; xtð Þ � mini

Pm
t¼1 # xi; xtð Þ

� �

maxi

Pm
t¼1 # xi; xtð Þ

� �
� mini

Pm
t¼1 # xi; xtð Þ

� � ;

i 2 M:

ð25Þ

Step 6 Sort the alternatives by d xið Þ i 2 Mð Þ . The bigger

the dominance degree d xið Þ is, the better alter-

native Ai is.

4 An example

In this part, we cited an example from Pang et al. (2016) to

show the application and the steps of the proposed approach.

A company wants to develop large projects for the

future 5 years, and five members are invited to evaluate

them. Three initially selected projects xi i ¼ 1; 2; 3ð Þ are

evaluated by four attributes (suppose that all attributes are

benefit type) and include (1) C1: economic and social

perspective; (2) C2: the service satisfaction perspective; (3)

C3: market perspective; (4) C4: growth perspective. Sup-

pose that their weight vector is completely unknown. The

goal is to rank the three projects.

4.1 The steps of the probabilistic linguistic TODIM

method

We can solve this problem by the proposed probabilistic

linguistic TODIM method, and the steps are shown as

follows.

Step 1 The five members used the following LTS:

S ¼ S0f ¼ none, S1 ¼ very low, S2 ¼ low, S3 ¼
medium, S4 = high; S5 = very high, S6 ¼ perfectg to eval-

uate the projects xi i ¼ 1; 2; 3ð Þ by selecting a LT. The

original information given five members is shown in

Tables 1, 2, 3, 4, and 5. Note that the blanks ‘‘–‘‘of

Tables 1, 2, 3, 4, and 5 mean that the DM cannot give the

evaluation information. By directly synthesizing the

information from the five tables, we can obtain the group’s

decision matrix (Table 6) by the PLTSs; for example,

about evaluation information of x2 with respect to C2,

because one of five members selects s2, two select s3, one

selects s4, and one cannot give the evaluation information;

this result can be expressed by PLTS

s3 0:40ð Þ; s4 0:20ð Þ; s2 0:20ð Þf g, and because 0.4 ? 0.2 ?

0.2\ 1, we can normalize it to s3 0:50ð Þ; s4 0:25ð Þ;f
s2 0:25ð Þg. Using formulas (18) and Definition 10, the

normalized matrix is shown in Table 7.

Table 1 Evaluation informa-

tion from the first member
C1 C2 C3 C4

x1 s3 s4 s4 s5

x2 s3 s3 s2 s3

x3 s4 s3 – s4

Table 2 Evaluation informa-

tion from the second member
C1 C2 C3 C4

x1 s4 s2 s4 s5

x2 s3 – s1 s3

x3 s4 s3 s4 s5

Table 3 Evaluation informa-

tion from the third member
C1 C2 C3 C4

x1 s4 s4 s4 s3

x2 s5 s2 – s4

x3 s3 s3 s4 s6

Table 4 Evaluation informa-

tion from the fourth member
C1 C2 C3 C4

x1 s4 s4 s4 s3

x2 s3 s4 s3 s3

x3 s3 – s3 s4

Table 5 Evaluation informa-

tion from the fifth member
C1 C2 C3 C4

x1 s3 s4 s3 s5

x2 s3 s3 s2 s3

x3 s3 s4 – s4
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If there is same weight for the DMs, it can be done as

mentioned above. Otherwise, we can determine the weight

of LT for each PLTS according to the weight vector of

DMs, respectively. For example, suppose that the weight

vector of DMs is x ¼ 0:2; 0:1; 0:3; 0:15; 0:25ð ÞT , about

evaluation information of x2 with respect to C2, two DMs

select s3 with weights 0.2 and 0.25, one DM selects s4 with

weight 0.15, and last one DM selects s2 with weight 0.3,

and then, we can get the result by PLTS

s3 0:45ð Þ; s4 0:15ð Þ; s2 0:3ð Þf g:

Step 2 Calculate the attribute weight vector xj ¼
x1;x2; . . .;xnð ÞT by Eqs. (14) and (15), and we

can get

Hj ¼ �0:457;�0:278;�0:36;�1:003ð ÞT

xj ¼ 0:239; 0:210; 0:223; 0:328ð ÞT :

Step 3 Obtain the relative weight wjr of the attribute Cj

to the reference attribute Cr

Since w4 ¼ max w1;w2;w3;w4f g, then C4 is the

reference attribute and the reference weight is

wr ¼ 0:328. Therefore, the relative weights for

all the attributes Cj j ¼ 1; 2; 3; 4ð Þ are

w1r ¼ 0:729, w2r ¼ 0:640, w3r ¼ 0:680, and

w4r ¼ 1, respectively.

Step 4 Obtain the dominance of each alternative xi over

each alternative xt by Eqs. (23) and (24) (h ¼ 1).

For each attribute Cj, we can get the dominance degree

matrices according to the Eq. (24) as follows:

/1 ¼

x1 x2 x3

x1 0 0:17 0:32

x2 �0:69 0 0:34

x3 �1:32 �1:43 0

2

6664

3

7775
;

/2 ¼

x1 x2 x3

x1 0 0:48 0:37

x2 �2:27 0 �1:57

x3 �1:76 0:33 0

2

6664

3

7775

/3 ¼

x1 x2 x3

x1 0 0:53 �2:26

x2 �2:40 0 �1:72

x3 0:50 0:38 0

2

6664

3

7775
;

/4 ¼

x1 x2 x3

x1 0 0:37 �0:59

x2 �1:13 0 �1:25

x3 0:19 0:41 0

2

6664

3

7775
:

Then, we can get the overall dominance degree between

alternatives by Eq. (23):

# ¼

x1 x2 x3

x1 0 1:55 �2:17

x2 �6:49 0 �4:20

x3 �2:38 �0:31 0

2

664

3

775

Step 5 Obtain the overall prospect value of the alternative

xi according to the Eq. (25), and then, we can get

the results d xið Þ i ¼ 1; 2; 3ð Þ shown in Table 8.

Step 6 Sort the alternatives by their d xið Þ. The bigger

d xið Þ is, the better alternative Ai is, we get

x1 � x3 � x2:

Therefore, the best choice is x1:

4.2 Effect from the attenuation factor of the losses

Kahneman and Tversky (1979) suggested that the param-

eter h can get the value from 1.0 to 2.5, so we can rank the

three projects according to the different value h by step 0.1,

and the ranking results are listed in Table 9.

In Table 9, we can notice the values of h from 1 to 2.5 by

adding 0.1 for each simulation and then record the ranking

results. As can be seen from the results, the change of the h
from h ¼ 1 to h ¼ 2:5 has no effect on the ranking results. In

other words, the ranking results are usual consistent with all

the change of the attenuation index of losses h.

4.3 Further discussions for the case

To verify the effective and explain the advantages of the

proposed method, we can compare with the existing methods.

4.3.1 Compare with the methods based on probabilistic

linguistic information proposed by Pang et al. (2016)

This example got from reference (Pang et al. 2016), so we

can directly compare with it. From the ranking results of

the alternatives, there is a ranking result x1 � x3 � x2 in

(Pang et al. 2016), so we can get the same ranking result

from these two methods. This will show the effectiveness

of the proposed method.

The advantage of the method proposed by Pang et al.

(2016) is that it can consider the preferences in qualitative

setting, namely, express the attributes with several possible

LTs. Naturally, the proposed method in this paper remains

the same advantage. Furthermore, the proposed method can

consider the DMs’ psychology and behavior, and can pro-

duce more reasonable ranking result, while the method
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proposed by Pang et al. (2016) has not this characteristic.

Obviously, our proposed method is more reasonable and can

also get a better decision result, because the proposed method

can effectively consider the DMs’ psychology and behavior.

4.3.2 Compare with the TOPSIS method based

on the traditional HFLTSs proposed by Pang et al.

(2016)

The ranking of the proposed method by Pang et al.

(2016) is x3 � x1 � x2. Obviously, it is different from

the result produced by the propose method. The main

reason is that the proposed TOPSIS method based on

the traditional HFLTSs can note use the original prob-

abilistic information in the PLTSs, so it can produce the

distortion of decision results. However, the proposed

method in this paper can give the comprehensive values

of each alternative by fully using probabilistic infor-

mation, and further give the ranking results. In addition,

our proposed method can consider the DMs’ psychology

and behavior. Furthermore, this method is able to cap-

ture the loss and gain under uncertainty from the view

of reference point. Especially, when the DM is more

sensitive to the loss, the proposed method can be

regarded as a useful bounded rationality behavioral

decision-making method.

Table 6 Group decision matrix in PLTSs

C1 C2 C3 C4

x1 s3 0:40ð Þ; s4 0:60ð Þf g s2 0:20ð Þ; s4 0:80ð Þf g s3 0:20ð Þ; s4 0:80ð Þf g s3 0:40ð Þ; s5 0:60ð Þf g
x2 s5 0:20ð Þ; s3 0:80ð Þf g s2 0:20ð Þ; s3 0:40ð Þ; s4 0:20ð Þf g s1 0:20ð Þ; s2 0:40ð Þ; s3 0:20ð Þf g s4 0:20ð Þ; s3 0:80ð Þf g
x3 s3 0:40ð Þ; s4 0:60ð Þf g s3 0:60ð Þ; s4 0:20ð Þf g s3 0:20ð Þ; s4 0:20ð Þ; s5 0:20ð Þf g s4 0:80ð Þ; s6 0:20ð Þf g

Table 7 Normalized group decision matrix in PLTSs

C1 C2 C3 C4

x1 s4 0:60ð Þ; s3 0:40ð Þ; s3 0:00ð Þf g s4 0:80ð Þ; s2 0:20ð Þ; s2 0:00ð Þf g s4 0:80ð Þ; s3 0:20ð Þ; s3 0:00ð Þf g s5 0:60ð Þ; s3 0:40ð Þ; s3 0:00ð Þf g
x2 s3 0:80ð Þ; s5 0:20ð Þ; s3 0:00ð Þf g s3 0:50ð Þ; s4 0:25ð Þ; s2 0:25ð Þf g s2 0:50ð Þ; s3 0:25ð Þ; s1 0:25ð Þf g s3 0:80ð Þ; s4 0:20ð Þ; s3 0:00ð Þf g
x3 s4 0:60ð Þ; s3 0:40ð Þ; s3 0:00ð Þf g s3 0:75ð Þ; s4 0:25ð Þ; s3 0:00ð Þf g s3 0:33ð Þ; s4 0:33ð Þ; s5 0:33ð Þf g s4 0:80ð Þ; s6 0:20ð Þ; s4 0:00ð Þf g

Table 8 Overall prospect

values for all alternatives
x1 x2 x3

d xið Þ 1 0 0.7952

Table 9 Influence of the parameter h on the ranking results of this example

h ¼ 1:0 h ¼ 1:1 h ¼ 1:2 h ¼ 1:3 h ¼ 1:4 h ¼ 1:5

d Order d Order d Order d Order d Order d Order

x1 1 1 1 1 1 1 1 1 1 1 1 1

x2 0 3 0 3 0 3 0 3 0 3 0 3

x3 0.7952 2 0.7950 2 0.7948 2 0.7946 2 0.7944 2 0.7943 2

h ¼ 1:6 h ¼ 1:7 h ¼ 1:8 h ¼ 1:9 h ¼ 2:0 h ¼ 2:1

d Order d Order d order d order d order d order

x1 1 1 1 1 1 1 1 1 1 1 1 1

x2 0 3 0 3 0 3 0 3 0 3 0 3

x3 0.7941 2 0.7939 2 0.7938 2 0.7936 2 0.7935 2 0.7933 2

h ¼ 2:2 h ¼ 2:3 h ¼ 2:4 h ¼ 2:5

d Order d Order d Order d Order

x1 1 1 1 1 1 1 1 1

x2 0 3 0 3 0 3 0 3

x3 0.7932 2 0.7931 2 0.7929 2 0.7928 2
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5 Conclusion

In this paper, we explore an extended TODIM method to

process the information of PLTSs. We first introduced the

some basic knowledge of PLTSs and the TODIM method.

Then, we proposed probabilistic linguistic TODIM method

for MADM and describe the operational processes in detail.

Finally, an example is given to describe the decision steps of

developed method and to verify its effectiveness. Its promi-

nent characteristic is that it can consider the decision maker’s

psychological behavior. Therefore, it is more flexible for

processing probabilistic linguistic MAGDM problems.

Because the DMs are more sensitive to the loss and their

bounded rationality, there is urgent need about the proba-

bilistic linguistic TODIM method to solve the related MADM

problems. In the further research, it is necessary and mean-

ingful to extend some new methods based on the PLTSs,

because the PLTSs are an effective mathematical approach of

depicting preferences with different weights in qualitative

setting; for example, the VIKOR method or GRA method is

extended to process the PLTSs. Meanwhile, we can further

study MADM problems on information aggregation operators

with PLTSs or interval-valued PLTS environments.
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