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Abstract
Bridges are playing a major role in the socio-economic development of any country over the world. Suspension highway 
bridges are one of the most sensitive structures to various external influences and loads. Therefore, the need for structural 
monitoring system, maintenance, and deformation prediction for these structures is important and vital. One of the main 
objectives of monitoring the structural deformation is predicting the deformation values, which will help to avoid sudden 
failure and accidents in the future. Artificial neural networks (ANNs) and adaptive neuro-fuzzy inference systems (ANFIS) 
have proven successful solution in many engineering applications and problems. This paper investigates an integrated moni-
toring system using GNSS observations for studying the deformation behavior and displacement prediction for suspension 
highway bridge, taking into consideration the effect of wind, temperature, humidity and traffic loads during the operational 
and short-term measurements. Due to the complexity of the mathematical processing of large GNSS monitoring data for 
obtaining reliable results, adequate model of several alternatives should be chosen. One of the main objectives of this paper 
is to investigate the optimum predictive model for analysis of GNSS observations and displacement prediction. Several 
models are applied and compared for prediction of suspension bridge displacement for both kinematic and dynamic models. 
The resulting predicted displacement values by applying artificial neural networks (ANNs) and ANFIS provide a significant 
improvement for predicting the structure deformation values for suspension highway bridges from GNSS observations.
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Introduction

Automatic monitoring of structures is the process of auto-
mated day and night observations and recording all the nec-
essary deformation parameters. The purpose of structure 
monitoring process is to prevent emergencies and damage 
or destruction of structures. Prediction (forecasting) of struc-
tural deformation helps to track any expected changes of 
the structure and its individual elements in the near future, 
which makes it possible to prevent the occurrence of nega-
tive events [1, 2]. Deformation of engineering structures is 
divided into slow and fast movements based on the variation 
of time scale [3]. Deformation of bridges comes almost from 

the heat and compressive load, constant stress, strong wind 
load and seismic action of vehicle loads … etc. Deformation 
can be defined by distance or displacement points, angular 
displacement and stress conditions [4].

Suspension bridges are important structure and widely 
used, especially in regional and urban infrastructure for 
various transport types due to the speed of its construction 
and cost [5]. One component of the safety system of these 
bridges can be an automatic geodetic monitoring system 
using global navigation satellite systems (GNSS) observa-
tions technology. Nowadays, GNSS have become an effec-
tive and valuable geodetic observations methods due to its 
continuous operation in real time [6]. Differential GNSS 
(DGNSS) is a method which can be applied to reduce or 
eliminate the influence of the ionosphere, the troposphere, 
and errors in the orbit. In addition, satellite clock error or 
receiver error may be eliminated by calculating the differ-
ence between the two receivers, or two satellites, respec-
tively. Displacement of any bridge depends not only on the 
time but also on the impact of traffic volume and wind on 
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natural-technical system of cable-stayed bridge. This com-
plicates the task of building a predictive model [5, 7].

Artificial neural networks (ANNs) and adaptive neuro 
fuzzy inference system (ANFIS) have been applied in sev-
eral engineering applications by several researchers [8–10]. 
ANNs technique is composed of multiple nodes which imi-
tates biological neurons in the human brain. The neurons 
connect to each other through links. The ANFIS is a kind 
of ANN that is based on Takagi–Sugeno fuzzy inference 
system [10]. Researchers have successfully used ANFIS and 
ANN techniques in different fields of science.

Deformation of any structure can be determined by the 
displacement of several monitoring points fixed and distrib-
uted on the structure itself. Let the vector position of point P 
in 3D coordinate system (XP, YP, ZP) before and after occur-
rence of the deformation equal to rp and r/

p, respectively. 
Then vector r/

p may be expressed as [11]:

where: t = time variation between two observations epochs.
From Eq. (1), the position of any monitoring point on the 

monitored structure depends mainly on their initial posi-
tion and time. Therefore, the displacement vector dp for any 
monitoring point P can be calculated as following:

A  prediction  or forecasting is a statement about a 
future event. A prediction model is a study which provides 
information on the possible states of the monitored object 
in the future, or how and when to implement them. Predic-
tive modeling uses statistics to predict outcomes. Prediction 
methods are based on mathematical extrapolation, in which 
the choice of the approximating function is a subject of the 
conditions and limitations of object prediction.

The prediction methods can be classified according to the 
prediction time [3]:

(1)	 Operational prediction—The prediction period with 
anticipation to 1 month.

(2)	 Short-term prediction—The prediction period with 
anticipation from 1 month to 1 year.

(3)	 Medium-term prediction—The prediction period with 
anticipation from 1 to 5 years.

(4)	 Long-term prediction—The prediction period with 
anticipation from 5 to 15 years.

The conditional correlation function is used in the form 
of predictive models to find the best predictions for predic-
tion process and thus predicting accuracy of forecasting. The 
average error of approximation can be calculated as follows:

(1)r
∕

P
= f

(
xp, yp, zp, t

)
.

(2)
dP = r

∕

P
− rP = f

((
xP − x0

)
,
(
yP − y0

)
,
(
zP − z0

)
,
(
t − t0

))

where: yi—empirical values of resultant variable; yx—the 
theoretical values of resultant variable.

Several researchers have used several and different mathe-
matical algorithmic and techniques for structural monitoring 
in both static and kinematic mode [1, 7, 12]. For analysis and 
interpretation of structural deformation of the studied sus-
pension bridge, two deformation models have been applied:

(a)	 Kinematic model

This model compares the geometrical properties of the 
monitored structure between two (or more) time intervals. 
This model takes into account the time factor only indirectly 
or based on predetermined or intended function of time 
(speed, acceleration, etc.).

(b)	 Dynamic model

In this model, deformation as the output signal, is a func-
tion of time and loads and immediately react to changes in 
causal forces. In addition to the kinematic model, the rela-
tionship between deformation and affecting factors are also 
taken into consideration.

The objectives of this paper are

(1)	 To investigate the capability of using ANN and ANFIS 
in GNSS observations analysis and displacement pre-
diction for suspension highway bridge in kinematic and 
dynamic models.

(2)	 Several models are applied for modeling GNSS obser-
vations and predicting the displacement values of sus-
pension bridges. Comparisons between the applied 
models were carried out to investigate the optimum 
predictive model.

(3)	 Study the effect of the amount of data observed and 
confidence limit on the applied models and techniques 
for GNSS observations processing and displacement 
prediction for suspension bridges.

Applied mathematical models used for analysis 
of GNSS observations and displacement prediction

In this section, several models and functions are presented 
to analyze GNSS observations and predict the values of dis-
placements (in X and Y directions) for monitoring stations 
fixed on the studied suspension highway bridge.

(1)	 Regression models

(3)� =
1

n
⋅

∑ ||yi − yx
||

yi
⋅ 100
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Regression analysis  is a set of statistical processes 
for estimating relationships among variables. It includes 
several techniques and functions for modeling and analyz-
ing multiple variables, when the focus is on the relationship 
between a dependent variable and one or more independent 
variables. Regression analysis helps to understand how the 
typical value of the dependent variable changes when any 
one of the independent variables change, while the other 
independent variables are fixed. The regression function 
is defined in terms of a finite number of unknown param-
eters that are estimated from the data. Several models for 
carrying out regression analysis have been applied in this 
paper.

(a)	 Types of regression models applied for kinematic solu-
tion:

In all kinematic models, the dependent variable is the dis-
placement and independent variable is the observations time 
(t). The applied regression models in this paper are Linear, 

Logarithmic, Inverse, Quadratic, Cubic, Power, Compound, 
S-curve, Logistic, Growth and Exponential functions.

(b)	 Types of regression models used for dynamic solution:

 Two multiple regression models were applied for dynamic 
solution. The purpose of multiple regression is to build a 
model with a large number of factors such as wind, tempera-
ture, humidity and traffic loads, determining at the same time 
and taking into consideration the influence of each factor 
of them separately, as well as their cumulative impacts on 
the simulated index. The two applied multiple regression 
functions are:

	 (i)	 The first assumed model is:

	 (ii)	 The second used model is: 

(4)XReg1
(H,F, T ,W,X) = a1 + a2F + a3W + a4T + a5H

(5)

XReg2(H,F, T ,W,X) = a1 + a2F + a3W + a4T + a5H

+ a6FW + a7F T + a8F H + a9W T + a10W H

+ a11H T + a12F2 + a13W
2 + a14T

2 + a15H
2

where: F—load vehicles on the bridge (ton); W—wind speed 
(m/s); T—temperature (°C); H—Δhumidity (%), X-displace-
ment (or Y-displacement).

Each presented regression model for dynamic deforma-
tion prediction (Eqs. 4 and 5) has one or more unknown 
parameters of the approximating model (a1, a2, a3, …, an) 
which must be accurately determined. This statement of the 
problem requires an optimization procedure in the sense of 
some criterion selected utility. This can be a set of parameter 
estimates of observed items and options for their refinement. 
Many mathematical functions can be applied to support a 
diverse set of parameters (coefficients). This is an unavoid-
able problem of choosing the most appropriate mathematical 
model based on experimental data:

The general expression for any errors using the method 
of least squares can be written as follow:

There are many different approaches to solve the matri-
ces in Eq. (7) based on different mathematical theories and 
methods. Therefore, the least squares adjustment technique 
should be applied to determine the parameters of each model 
and its accuracy using the designed software programming 
written by MATLAB language.

Artificial neural networks

A neural network is a set of elements connected in some way 
so that provides interaction between them. These elements, 
referred to as neurons or nodes that represent simple proces-
sors, have a certain combination rule input and rule activa-
tion allowing calculating the output signals for the aggregate 
input signals. The output signal of the other elements may 
be sent on weighted connections, which is associated with 
weighting factor or weight. Depending on the value of the 
weight coefficient, the transmission signal is amplified or 
attenuated [13, 14].

Thus, the operation of a neuron can be described by Eq. 8 
[15]:

(6)
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where xi—neuron input signals; wi,j—weights; si—sum 
input effects on neuron activation function; x0 and w0—(it 
is also often called offset coefficient) in each artificial neural 
introduced specifically for the network initialization; usually 
x0 =  + 1; all coefficients w0, like the rest of wj (j = 1, …, n) 
are set in the learning process Fig. 1.

ANNs are characterized by their architecture: the struc-
ture of connections between neurons, the number of lay-
ers, the activation function of neurons, learning algorithms. 
From this point of view can be listed as follows [15]:

•	 Static networks;
•	 Dynamic networks;
•	 Fuzzy neural network;
•	 Network self-organization.

The most widely used multi-static neural networks with-
out feedback (80% of all applications of neural networks). 
Artificial neural networks (ANNs) have been applied for sev-
eral engineering problems, including deformation prediction 
and forecasting over traditional statistical methods where 
ANNs do not require complex constitutive models [14].

Adaptive neuro‑fuzzy inference systems 
(ANFIS) based prediction

This method is based on systems combining fuzzy logic and 
neural networks. The simple forms of the artificial neural 
networks (ANNs) are not able to give any explicit knowl-
edge or causal relationships for a system [10, 15]. Roger 
[16] developed ANFIS technique that could overcome the 
shortcomings of ANNs and fuzzy systems.

(8)si =

n∑
k=1

wikxi + wi0x0 =

n∑
j=0

wijxi,

The fuzzy part of the ANFIS is constructed by means 
of input and output variables, membership functions, fuzzy 
rules and inference method. The training inputs are also 
called energy drivers and are variables that can affect the 
output, such as, in the case study: the effect of wind, temper-
ature, humidity and traffic loads. The membership functions 
of the system are the functions that define the fuzzy sets. 
The fuzzy rules have a form of if–then rule and define how 
the output must be for a specific value of membership of its 
inputs. In general, the fuzzy systems have different kind of 
inference methods but ANFIS is based on a particular type 
of fuzzy system with Takagi–Sugeno rules as the inference 
method. Figure 2 shows the architecture of an ANFIS struc-
ture with two inputs, four if-else rules and one output [0].

Observations site and methodology

Huangpu Bridge was the third longest suspension bridge 
in China. Construction of the bridge began in December 

Fig. 1   Artificial neural network 
process

Fig. 2   ANFIS architecture with two inputs, four rules and one output
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2003 and it was opened for traffic in December 2008. The 
bridge has a total length of 2270 m. On the south bank of 
the Huangpu River, the bridge is a suspension bridge with 
two towers. The main passage 1108 m is suspended from the 
supports of the two main cables, while the spans are sup-
ported by the bottom side pillars. On the north bank of the 
Huangpu River Bridge is a cable-stayed bridge with main 
span of 383 m. The opposite side near the suspension bridge 
has a length of 197 m. The height of the main pylon cable-
stayed bridge is 201 m [5]. The base station is 1.00 km away 
from point 107, and 1.00 km away from point 101 Fig. 3.

Data applied in this paper was collected continuously for 
nearly 72 h. For all that time period, the bridge has 13 GNSS 
receivers, and one base station was on the bank, Fig. 3. 
GNSS receivers collected information with a data rate of 
10 Hz or higher. In addition, meteorological measurements 
were performed near the location of the GNSS receiver west. 
Operating air temperature, pressure, relative humidity and 
wind velocity and direction were observed every 15 s.

Solution steps

A program using MATLAB was designed and used to calcu-
late the coefficients of the equation. Figure 4 shows a flow-
chart diagram explaining the steps of applied solution for 
finding the parameters of the approximating model, for any 
argument with the monitoring time.

Results and analysis

In this paper, data applied (GNSS observations) were col-
lected continuously for nearly 72 h. Several mathematical 
models for observations analysis and displacement predic-
tion and two cases of data amount for dynamic and kin-
ematic state are applied and compared with confidence inter-
val with a probability ρ = 0.95, Δ =  ± 2σ. Several trials were 
done as following:

First trial: Taking 66.67% of all available data to analyze 
the GNSS observations and build up the prediction model 
and the remaining 33.33% of data for checking the model 
with the confidence interval with a probability ρ = 0.95, 
Δ =  ± 2σ.

Figures 5 and 6 show samples of the results of modeling 
GNSS observations in the X-direction for one receiver sta-
tion using 66.67% of all available data where the X-axis 
expresses the observations time in minutes and the Y-axis 
expresses the values of X coordinates component and the red 
line or curve represents the modified model.

(1)	 Solution using kinematic models
(2)	 Solution using dynamic models

(a)	 Using regression formulae

These parameters were obtained for regression equations as 
a part of a new technique of predicting the displacement of 
the suspension bridge taking into consideration the effect of 
several variables such as traffic load and meteorological fac-
tors (wind, temperature and humidity) as shown in Table 1.

Empirically the regression models for predicting derived 
mathematical equations showing the relation between the 
displacement in cm and some meteorological parameters 
(wind, temperature, humidity) and traffic load.

(b)	 Using artificial neural network (ANNs)

Second trial: Taking 50% of all available data to analyze 
GNSS observations and build up the prediction model and 
the remaining 50% of data were used for checking (validat-
ing) that model with the confidence interval and probability 
as ρ = 0.95, Δ =  ± 2σ (Figs. 7 and 8). 

Figures 9 and 10 show samples of the results of modeling 
GNSS observations in the X-direction for one receiver using 
50% data of all available data in specified where the X-axis 
expresses the observations time in minutes and the Y-axis 
expresses the values of the X coordinates component Fig. 11 
and 12.

(1)	 Solution using kinematic models
(2)	 For dynamic solution

(a)	 Using regression models
(b)	 Using ANNs

Fig. 3   Numbering of GNSS 
critical points of the studied 
suspension bridge
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By comparing the results between the two trials (two dif-
ferent input data amounts for building the model) for two 
models (kinematic and dynamic) to compute the coefficients 
of the equations at the same condition (with the confidence 
interval with a probability ρ = 0.95, Δ =  ± 2σ), it is deduced 
that ANNs model is better than regression models for pro-
cessing GNSS observations and displacement prediction. 
Using 66.67% of data for building up the model is better than 
using 50% of all data because it improves the correlation 

coefficient by 5–10% when using artificial neural network 
and by 25–33% when using regression models.

Third trial: using ANFIS for solution

Two cases of amount data also are studied using adaptive 
neuro-fuzzy inference systems (ANFIS) for the two different 
solutions (kinematic and dynamic) as following:

Fig. 4   Flowchart diagram explains the steps of applied solution for finding the prediction model
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Fig. 5   The results of GNSS observations and prediction of X-displacement using kinematic models from regression analysis using 66.67% of all data



	 Innovative Infrastructure Solutions (2021) 6:109

1 3

109  Page 8 of 15

(1)	 For kinematic solution (displacement and time only)

(a)	 Taking 66.67% of all available data to analysis 
the GNSS observations and build up the predic-
tion model and the remaining 33.33% of data for 
validation.

	   Figure 13 shows the results of modeling GNSS 
observations in the Y-direction (for example) 
for one receiver using 66.67% of data where the 
X-axis expresses the observations time in minutes 
and the Y-axis expresses the differences of Y com-
ponent coordinates value in cm (for example).

(b)	 Taking 50% of all available data to analysis the 
GNSS observations and build up the prediction 
model and the remaining 50% of data were used 
for checking (validating) that model.

	   The following figures show the results of mod-
eling GNSS observations in the Y-direction for 
one receiver using 50% of data where the X-axis 
expresses the observations time in minutes and the 
Y-axis expresses the differences of the Y compo-
nent coordinates value in cm.

(2)	 For dynamic solution

(a)	 Taking 66.67% of all available data to analysis 
the GNSS observations and build up the predic-
tion model and the remaining 33.33% of data for 
validation.

	   The following figures show the results of mode-
ling GNSS observations in the Y-direction for one 
receiver using 66.67% of data where the X-axis 

Fig. 6   The results of GNSS observations and prediction of X-displacements using kinematic models from artificial neural network (ANNs) using 
66.67% of all data

Table 1   The coefficient of regression formulae for dynamic models using 66.67% of all available data

(a) First regression formula

Equation XReg1(H,F,T ,W,X) = a1 + a2F + a3W + a4T + a5H

Coefficients
Coefficient a1 a2 a3 a4 a5
Value 3.2351 −0.0003 0.1196 −0.1312 −0.021
(b) Second regression formula

Equation XReg2(H,F,T ,W,X) = a1 + a2F + a3W + a4T + a5H + a6FW + a7F T + a8F H + a9W T + a10W H + a11H T + a12F2+

a
13
W

2 + a
14
T
2 + a

15
H

2

Parameter a1 a2 a3 a4 a5 a6 a7 a8 a9 a10
Value 2.6403 −0.015 0.774 −0.042 −0.352 −0.002 −0.004 0.0006 0.039 0.159

Equation

 Coefficient a11 a12 a13 a14 a15
 Value −0.015 0 0.03 −0.0032 0.0075
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expresses the observations time in minutes and 
the Y-axis expresses the differences of the Y com-
ponent displacements value in cm.

(b)	 Taking 50% of all available data to analysis the 
GNSS observations and build up the prediction 

Fig. 7   The results of prediction for X-displacements using regression formula models using 66.67% of all data

Fig. 8   The results of GNSS observations and prediction of X-displacements using dynamic model from artificial neural network (ANNs) using 
66.67% of all data
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Fig. 9   The results of GNSS observations and prediction of X-displacement using kinematic models from regression analysis using 50% of all data
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model and the remaining 50% of data were used 
for checking (validating) that model.

From Figs. 13, 14, 15 and 16, it is deduced that the root 
mean square error is improved by amount 14% when using 
66.67% of all data than using 50% of all data for kinematic 
solution using adaptive neuro-fuzzy inference systems 

Fig. 10   The results of GNSS observations and prediction of X-displacements using kinematic models from artificial neural network (ANNs) 
using 50% of data

Fig. 11   The results of prediction for X-displacements using regression formula models
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(ANFIS) but it is improved by 60% for dynamic solution. 
This means that the amount of data has a great effect on the 
applied prediction model, therefore it is recommeneded that 
when building a satisfactory prediction model using GNSS 
observations, it should be use a large amount of data at dif-
ferent day times and at different days.

To compare all techniques applied in this paper for 
processing GNSS observation and find out the optimum 

displacement prediction model, the mean values of corre-
lation coefficient for all monitoring points for all applied 
models are presented in Table 2.

From the results arrived in Table 2, it is clear that (ANNs) 
and (ANFIS) get the best values for correlation coefficient 
rather than any other models.

Fig. 12   The results of GNSS observations and prediction of X-displacements using dynamic model from artificial neural network (ANNs) using 
50% of data

Fig. 13   The results of prediction for Y-displacements using evolutionary ANFIS using only 66.67% of data for kinematic model
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Fig. 14   The results of prediction for Y-displacements using evolutionary ANFIS using only 50% of data for kinematic model

Fig. 15   The results of prediction for Y-displacements using evolutionary ANFIS using only 66.67% of data for kinematic model
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Conclusion

Based on the analysis of results, the following conclusions 
can be drawn:

(1)	 The proposed geodetic automatic monitoring technique 
of the studied suspension bridge using GNSS observa-
tions technology can provide a large amount of infor-
mation and valuable data every few seconds, which 

Fig. 16   The results of prediction for Y-displacements using evolutionary ANFIS using only 50% of data for kinematic model

Table 2   Correlation coefficients 
for all applied models and cases 
for all available data

Model Function Correlation coefficient (R)

Using 66.67% of all data for 
building up prediction model

Using 50% of all data for 
building up prediction 
model

Kinematic models Linear 0.221 0.203
Logarithmic 0.235 0.195
Inverse 0.197 0.184
Quadratic 0.281 0.221
Cubic 0.254 0.218
Power 0.211 0.190
Compound 0.206 0.161
Growth 0.198 0.172
Exponential 0.342 0.306
ANNs 0.921 0.905
ANFIS 0.954 0.93

Dynamic models Regression formula 1 0.372 0.311
Regression formula 2 0.391 0.328
ANNs 0.942 0.911
ANFIS 0.961 0.946
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help to understand and evaluate the health and safety 
of that structure, and therefore makes the assessment 
of their security more reliable.

(2)	 There are several mathematical models and techniques 
which can be used to process GNSS observations of 
suspension bridges as presented. These models are used 
to predict the deformation and morphological values of 
bridge structural elements in kinematic and dynamic 
cases. The resulting predicted displacement values by 
applying ANNs and ANFIS, which used a confidence 
interval with a probability of ρ = 0.95, Δ =  ± 2σ, are 
more accurate and reliable than any other applied math-
ematical methods, therefore ANNs and ANFIS can pro-
vide an improvement of understanding and predicting 
the structure deformation values.

(3)	 The applied models and techniques for GNSS obser-
vations processing and displacement prediction for 
suspension bridges depend mainly on the amount of 
data observed and confidence limit. In this paper, using 
66.67% of all available data for building up the model 
is better than using 50% of data because it improves the 
correlation between the observations (original data) and 
the resulting observations of the model by 5–10% when 
using artificial neural network (ANNs and ANFIS) with 
a confidence interval with a probability of ρ = 0.95, 
Δ =  ± 2σ and by 25–33% when using regression models.

(4)	 Adaptive neuro-fuzzy inference systems (ANFIS) can 
be considered as the optimum model and technique for 
GNSS observations processing and displacement pre-
diction for suspension bridge or any other structure for 
kinematic (displacement and time only) and dynamic 
state [displacement and other factors (vehicle load, 
wind, temperature, humidity, time)].
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