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Abstract
Sentiment analysis, a transformative force in natural language processing, revolutionizes diverse fields such as business, social
media, healthcare, and disaster response. This review delves into the intricate landscape of sentiment analysis, exploring its
significance, challenges, and evolving methodologies. We examine crucial aspects like dataset selection, algorithm choice,
language considerations, and emerging sentiment tasks. The suitability of established datasets (e.g., IMDB Movie Reviews,
Twitter Sentiment Dataset) and deep learning techniques (e.g., BERT) for sentiment analysis is explored. While sentiment
analysis has made significant strides, it faces challenges such as deciphering sarcasm and irony, ensuring ethical use, and
adapting to new domains. We emphasize the dynamic nature of sentiment analysis, encouraging further research to unlock the
nuances of human sentiment expression and promote responsible and impactful applications across industries and languages.
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1 Introduction

In recent years, sentiment analysis has emerged as a piv-
otal field within natural language processing (NLP), driven
by the exponential growth of digital data and the increasing
need to extract insights from textual information. With the
prevalence of social media platforms, online reviews, and
customer feedback, understanding the sentiments expressed
in a text has become essential for various applications, rang-
ing from business intelligence to social sciences and beyond.

Sentiment analysis, also known as opinion mining, refers
to the computational process of identifying, extracting, and
analyzing subjective information from a text to determine the
overall sentiment or attitude expressed toward a particular
entity, product, topic, or event [1–3]. This process involves
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classifying text into pre-defined categories such as positive,
negative, or neutral sentiments, or more nuanced emotions
and opinions [1–3].

Traditionally, sentiment analysis was performed using
machine learning algorithms such as support vector machine
(SVM), Naive Bayes, Logistic Regression, and Random
Forest. However, as the scope of sentiment analysis has
widened and new gaps have been identified within senti-
ment analysis classifications, there has been a shift toward
utilizingmore complex algorithms to address emerging chal-
lenges [4]. Deep learning algorithms, which are part of the
machine learning architecture, offer promising solutions to
these challenges, with architectures such as convolutional
neural networks (CNNs), long short-term memory networks
(LSTMs), and recurrent neural networks (RNNs) demon-
strating efficacy in handling complex sentiment analysis
tasks [4].

Furthermore, recent advancements in deep learning have
introduced a new algorithm known as bidirectional encoder
representations from transformers (BERT) [5]. Developed by
Google, BERThas garnered attention for its ability to capture
contextual relationships within text and has shown superior
performance compared to other deep learning techniques in
sentiment analysis tasks.

The proliferation of social media platforms has signif-
icantly contributed to the availability of vast amounts of
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textual data for sentiment analysis. For instance, data from
Facebook and Twitter indicate a substantial increase in active
users over the past few years, with billions of users collec-
tively expressing their opinions through comments, reviews,
posts, and statuses on various topics of interest [6, 7]. This
abundance of data presents unprecedented opportunities for
research and analysis, underscoring the importance of effec-
tive sentiment analysis methodologies [8].

This paper aims to provide a comprehensive reviewof sen-
timent analysis tasks, applications, and the utilization of deep
learning techniques in this domain. We begin by clarifying
the fundamental concepts of sentiment analysis, including
various tasks such as document-level, sentence-level, aspect-
based, and emotion detection, among others. Subsequently,
we delve into the diverse applications of sentiment analy-
sis across domains such as business, social media, finance,
politics, and disaster management, highlighting its signifi-
cance in informing decision-making processes and driving
actionable insights.

Furthermore, we explore the landscape of deep learn-
ing techniques employed in sentiment analysis, discussing
their advantages over traditional approaches and presenting
a detailed overview of architectures such as convolutional
neural networks (CNNs), recurrent neural networks (RNNs),
long short-term memory networks (LSTMs), gated recurrent
units (GRUs), bidirectional encoder representations from
transformers (BERT), large language models (LLMs), and
graph neural networks (GNNs). By synthesizing existing
literature and empirical studies, we aim to elucidate the
strengths, limitations, and performance characteristics of
these deep learning models in sentiment analysis tasks.

Through an extensive methodology encompassing lit-
erature search, data extraction, and analysis, we examine
the current state-of-the-art in sentiment analysis, identify
common challenges, and assess the performance of deep
learning techniques across different domains and languages.
Additionally, we discuss implications for future research
directions and potential avenues for overcoming existing lim-
itations in sentiment analysis methodologies.

In essence, this paper serves as a comprehensive guide for
researchers, practitioners, and enthusiasts alike, seeking to
deepen their understanding of sentiment analysis, explore its
diverse applications, and harness the power of deep learning
techniques to extract valuable insights from textual data.

1.1 Related works

To gain a deeper understanding of existing research and iden-
tify potential gaps in knowledge, this section reviews relevant
scholarly literature on sentiment analysis tasks, applications,
and deep learning methods. We were able to identify three
survey papers that try to focus on the same issues as ours.

Firstly, the paper [9] explores various deep learning architec-
tures for sentiment analysis. It highlights the effectiveness
of deep learning techniques in this domain and predicts
future advancements in deep learning for sentiment analy-
sis. Deep learning architectures explored in the paper were
CNN, RNN, LSTM, attention mechanism RNN, memory
network (MemNN), and recursive neural network (RecNN).
Sentiment analysis tasks highlighted in the survey paper
were document-level sentiment classification, sentence-level
sentiment classification, aspect-level sentiment classifica-
tion, aspect extraction and categorization, opinion expression
extraction, sentiment Composition, opinion holder extrac-
tion, temporal opinion mining, sentiment analysis with word
embedding, sarcasm analysis, emotion analysis, and mul-
timodal data for sentiment analysis. Although the paper
mentions deep learning, no experimental analysis proves
which deep learning architecture is superior to the other, and
the paper fails to mention relevant field application exam-
ples. Following this, the paper [10] presents a comprehensive,
state-of-the-art review of research work completed on var-
ious aspects of sentiment analysis from 2002 to 2014. The
paper analyzes research work across six key areas: subjectiv-
ity classification, sentiment classification, review usefulness
measurement, lexicon creation, opinion word and product
aspect extraction, and various applications of opinion min-
ing. While the paper primarily focuses on sentiment analysis
tasks, it refers to some field application examples but fails to
acknowledge deep learning architectures. Finally, paper [11]
is similar to the above two papers where the primary goal
of this paper was to disseminate knowledge on the differ-
ent types of tasks involved in sentiment analysis and opinion
mining. Although the majority of the tasks were looked into,
research still needs to look into popular tasks and capture if
any experiments have been done on these tasks or not.

Table 1 highlights the contributions and limitations of
recent existing survey papers that are similar to this review
paper.

Having reviewed the current landscape of sentiment anal-
ysis research, the following section details our contributions
to this field.

1.2 Our contributions

This research aims to illuminate promising avenues for future
advancements in sentiment analysis by exploring six key
questions. By addressing the limitations identified in exist-
ing literature, this study seeks to bridge critical knowledge
gaps and propel the field toward more robust and effective
sentiment analysis techniques. The following sections delve
into each research question, highlighting the limitations in
current research and outlining how this study will contribute
to a deeper understanding and practical application of senti-
ment analysis with deep learning techniques.
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Table 1 Limitations of recent survey papers in the area of sentiment analysis tasks and deep learning

References Year Contribution Limitation

[12] 2024 The paper argues that deep learning offers superior
accuracy compared to other methods, particularly in
handling large datasets, complex features, and
contextual information. It highlights deep learning’s
ability to overcome limitations like negation and
modifiers in sentences
The authors conduct a critical analysis of existing deep
learning sentiment analysis methods, including their
tools, advantages, disadvantages, research gaps, and
findings

The paper acknowledges the ongoing need for exploring
new computational techniques to further improve the
accuracy of sentiment analysis, particularly in social
media and related domains
The paper identifies the need for advancements in
handling multimodal data (text, image, audio), multiple
data sources, live data streams, and feedback data
The study recognizes that sentiment analysis based
solely on text can struggle with factors like coherence,
negation, intensifiers, and semantic meaning

[13] 2024 The emergence of models like BERT and GPT is
identified as a major breakthrough. These models
leverage pre-training and fine-tuning, leading to
significant improvements in NLP benchmarks
compared to previous methods
The paper emphasizes the ability of these models to
tackle challenges like limited data, adapting to new
domains, and handling multiple languages. This
broadens the applicability of NLP techniques

The study identifies the need to integrate symbolic
knowledge, potentially combining deep learning with
rule-based approaches, for further advancements
There’s a call for developing more efficient deep
learning models to improve scalability and potentially
reduce the computational resources required
The paper highlights the potential of exploring
multimodal approaches, where NLP is combined with
other data types like images or audio, for a richer
understanding of language

[14] 2020 The paper addresses the lack of comparative analysis
between common deep learning models (CNN, RNN,
LSTM) for sentiment polarity analysis. The authors
conduct experiments to compare the performance of
these models on different datasets
The paper highlights the benefit of combining deep
learning models with word embedding techniques over
TF-IDF for sentiment analysis tasks

The experiments focus on sentiment polarity analysis,
which is a simplified form of sentiment analysis. Future
work is needed to explore more nuanced aspects like
aspect-based sentiment analysis
The study uses datasets with specific characteristics.
The authors acknowledge the need for testing deep
learning methods on a wider variety of datasets to
ensure the generalizability of findings
The paper fails to highlight the different types of
sentiment analysis tasks

[15] 2019 This paper contributes to the field of sentiment analysis
by providing a comprehensive survey of deep learning
architectures used for both sentence-level and
aspect-level sentiment analysis. The authors delve into
the advantages and drawbacks of various
state-of-the-art methodologies
However, the study reveals a clear trend in aspect-level
sentiment analysis: a shift from traditional word-based
approaches toward a semantic concept-centric
approach. This paves the way for the development of
next-generation algorithms that can reason with
language and context at a more sophisticated level,
combining deep learning with semantic concepts

The optimal deep learning architecture hinges on the
specific sentiment analysis task, making it challenging
to recommend a single best method for all scenarios
The absence of standardized evaluation methods hinders
a definitive comparison of different deep learning
approaches across various domains

[16] 2019 This paper offers a comprehensive survey of sentiment
analysis using deep learning architectures. It presents a
well-structured classification of sentiment analysis
approaches, including handcrafted and
machine-learned features, alongside a detailed
analysis of deep learning models like CNNs, RNNs,
LSTMs, and more
It identifies the potential of sentiment analysis in
various domains like implicit sentiment detection,
spam filtering, and medical applications. Additionally,
it explores the possibilities of multimodal data
analysis for sentiment understanding

The major challenge identified is the lack of sufficient
training data for specific sentiment analysis tasks. Deep
learning models often require large datasets for optimal
performance
The paper highlights the issue of limited datasets
containing both sentiment and topic information for text
retrieval tasks
The paper identifies a strong trend towards transfer
learning approaches, emphasizing the need for robust
dataset creation
The study acknowledges the need for extensive training
data to achieve improved performance in fine-grained
sentiment analysis
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Table 1 (continued)

References Year Contribution Limitation

[17] 2019 Deep learning models outperform shallow models (like
SVMs and basic neural networks) due to their complex
architecture with multiple hidden layers. This allows
them to capture intricate patterns in data, leading to
more accurate sentiment prediction
Deep learning models can be trained in supervised or
unsupervised ways, eliminating the need for manual
feature engineering, which saves time and effort

Deep learning models require vast amounts of data for
training. This can be a barrier for applications with
limited datasets
Training these complex models can be very expensive
due to the need for powerful hardware like GPUs and
the extended training time involved

First, by identifying well-established sentiment analysis
tasks and those with limited research, We aim to illumi-
nate unexplored territories. While several studies [9–11,
15, 16] provide a comprehensive overview of sentiment
analysis tasks, limitations exist in identifying unexplored
territories [14]. This research aims to address this gap by thor-
oughly examining sentiment analysis tasks and pinpointing
areas with a limited research focus. This will guide future
researchers toward unaddressed challenges and potentially
lead to breakthroughs in sentiment analysis techniques.

Second, We will investigate the performance of various
deep learning techniques in sentiment analysis tasks. This
evaluation will provide valuable insights into which tech-
nique excels in specific scenarios. The effectiveness of deep
learning for sentiment analysis is well-established [12, 17],
but a clear understanding of which technique excels in spe-
cific scenarios is still needed. Studies like [9, 16] offer a
broad survey but lack in-depth performance comparisons.
This research aims to bridge this gap by conducting a rigorous
evaluation of various deep learning techniques across differ-
ent sentiment analysis tasks. By identifying the strengths and
weaknesses of these techniques, the research can contribute
to the development ofmore effectivemodels, ultimately lead-
ing to more accurate and reliable sentiment analysis tools.

Third, the research explores how deep learning models
can be effectively applied in real-world applications, such
as customer feedback analysis. While the potential of sen-
timent analysis in various domains is acknowledged [10,
16], limited research explores its practical application. This
research addresses this limitation [15] by investigating how
deep learningmodels can be effectively applied in real-world
scenarios, such as customer feedback analysis. Demonstrat-
ing the practical value of sentiment analysis can pave the way
for its wider adoption across various industries.

Fourth, We will analyze how deep learning techniques
perform across datasets from different domains and lan-
guages. This is crucial for their broader applicability. While
the importance of generalizability across domains and lan-
guages is acknowledged [16], limited research explores how
deep learning techniques perform in these diverse contexts.

This research will analyze how deep learning techniques per-
form on datasets from diverse domains and languages. By
revealing their strengths and weaknesses in these contexts,
the research can inform strategies for improving their adapt-
ability and broadening their applicability.

Fifth, by exploring commonly used datasets for sentiment
analysis with deep learning, the research can contribute to
the standardization of practices in this field. The lack of
standardized practices regarding datasets used for sentiment
analysis with deep learning is a recognized limitation [13].
This research aims to contribute to dataset standardization
by exploring commonly used datasets and their characteris-
tics. This analysis will facilitate data sharing, collaboration,
and the development of more robust and generalizable deep
learning models.

Finally, the research will identify and address common
challenges in sentiment analysis, such as handling negation,
sarcasm, and complex emotions. Shedding light on these per-
sistent issues can pave the way for the development of more
nuanced and accurate sentiment analysis techniques, signifi-
cantly improving the field’s overall effectiveness. Sentiment
analysis faces challenges such as handling negation, sarcasm,
and complex emotions [11, 12, 14]. This researchwill address
these challenges by identifying effective techniques for sen-
timent analysis models to overcome them. By shedding light
on these persistent issues, the research can pave the way for
the development of more nuanced and accurate sentiment
analysis techniques, significantly improving the field’s over-
all effectiveness.

1.3 Paper structure

The paper is distributed into eight sections. Section 2 con-
tains the methodology that has been applied to this review
paper, Sect. 3 delves into the sentiment analysis tasks and
applications, and Sect. 4 elaborates on the seven deep learn-
ing techniques for sentiment analysis with a look at their
strengths and limitations. In Sect. 5, we perform evaluations
on all seven deep learning techniques and identify common
sentiment analysis challenges, Sect. 6 includes a discussion
that looks into the main objectives of this study, and Sect. 7
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Fig. 1 Paper layout

Section 8: Conclusions

Section 7: Future Works

Section 6: Discussions

Section 5: Performance Evaluation & Challenges in Sentiment Analysis

Section 4: Deep Learning Techniques for Sentiment Analysis

Section 3: Sentiment Analysis & Applications

Section 2: Methodology

Section 1: Introduction

highlights the future works and latest trends that need to be
explored. Finally, Sect. 8 concludes the paper. Figure 1 high-
lights how the paper will be structured.

2 Methodology

2.1 Objectives

This paper aims to provide a comprehensive review of sen-
timent analysis tasks and applications, with a particular
emphasis on the utilization of deep learning algorithms.
Through a thorough literature review, we aim to achieve the
following:

• Identify the various types of sentiment analysis tasks that
have been addressed and those with potential for further
exploration.

• Analyze deep learning algorithms used in sentiment anal-
ysis, exploring their strengths, weaknesses, and suitability
for different tasks.

• Highlight key challenges associated with sentiment anal-
ysis in general.

• Identify real-world applications of sentiment analysis, par-
ticularly those that can significantly impact the customer
service industry.

2.2 Research questions

Since my research focuses on sentiment analysis, the follow-
ing six research questions will guide my investigation:

1. What are themain sentiment analysis tasks that have been
addressed in existing literature, and which areas offer
potential for further research?

2. What are the different deep learning algorithms used in
sentiment analysis, and how do their performances com-
pare across various tasks and datasets?

3. How can deep learning models be effectively utilized
in real-world applications, such as customer feedback
analysis, to extract valuable insights?

4. How does the performance of deep learning algorithms
vary when applied to sentiment analysis tasks using
datasets from different domains or languages?

5. What are the common datasets used to evaluate deep
learning models for sentiment analysis tasks?

6. What are the major challenges still faced in sentiment
analysis, and how can these challenges be addressed?

These questions will provide a focused framework for my
literature review and analysis.

2.3 Literature search procedure and criteria

Since this research paper focuses on reviewing existing
research on sentiment analysis using deep learning algo-
rithms, a comprehensive literature search is crucial. This
section outlines the search criteria and process followed to
identify and review high-quality papers.

2.3.1 Constructing the search terms

Our research questions guided the development of specific
keywords for our literature search. These keywords included
terms like sentiment analysis, opinion analysis, sentiment
mining, sentiment applications, sentiment tasks, and combi-
nations with machine learning and deep learning algorithms
(e.g., “sentiment analysis with deep learning”). Additionally,
we included specific algorithm names such as CNN, RNN,
LSTM, BERT, GRU, LLM, and GNN.
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Table 2 Databases and results for
literature search No Databases Total search results Primary selection Final selection

1 IEEE Xplore digital library 13,890 210 51

2 Science direct 11,093 115 29

3 Springer 5129 68 26

4 Google scholar 17,672 112 45

5 Wiley online library 1562 27 6

6 ACM digital library 7341 59 24

The search terms were refined through two strategies.
First, we identified synonyms for key terms. For exam-
ple, “sentiment analysis” and “opinion mining” are often
used interchangeably. Second, we combined terms to narrow
down the search. For instance, the combination of “sentiment
analysis using deep learning algorithms” or “sentiment anal-
ysis using deep learning techniques” ensured that retrieved
papers contained both aspects relevant to our research. This
approach helped us identify relevant studies while excluding
irrelevant ones.

2.3.2 Search strategy

Wesearched a variety of academic databases, including IEEE
Xplore, ScienceDirect, and Springer, as detailed in Table 2.
The initial search yielded a large number of papers.

2.3.3 Publication selection

We employed a two-phase selection process to identify
relevant and high-quality research papers. The first phase
involved a primary selection based on titles, keywords, and
abstracts. Papers that appeared relevant to our research ques-
tions were selected for further review.

The second phase involved a final selection after thor-
oughly reading the shortlisted papers. During this phase,
we focused on the research objectives, experimental design,
results, gaps, and limitations identified by the authors. This
in-depth review allowed us to select papers that would sig-
nificantly contribute to our own research. Mention about text
data used and not image data.

2.3.4 Range of research papers

The literature review primarily encompasses research papers
published between 2014 and 2024. In total, 178 papers were
utilized in this reviewpaper andFig. 2 highlights those papers
selected from a specific year. The focus of the experimental
results analysis is on papers published between 2019 and
2024 which is also illustrated in Fig. 3. While the focus is
on recent research, a few key papers from earlier years have
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also been included, particularly those that discuss significant
challenges in sentiment analysis.

By following this rigorous literature search and selection
process, we were able to gather a comprehensive collection
of high-quality research papers that will form the founda-
tion for our review of sentiment analysis using deep learning
algorithms.

2.4 Data extraction and analysis

A standardized approach was used to extract relevant data
from the reviewed papers to answer our research questions.
These data included details such as:

• Sentiment analysis tasks addressed
• Real-world application focus
• Deep learning algorithms or models used
• Gaps and challenges highlighted
• Datasets and data size
• Language used
• Performance measures (e.g., F1 score, accuracy)

The following sections summarize the key findings related
to each research question:
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Fig. 3 A simplified paper
extraction process

2.4.1 Main sentiment analysis tasks

We were able to identify several sentiment analysis tasks
from the literature review. These tasks include document-
level sentiment analysis, sentence-level sentiment analysis,
aspect-based sentiment analysis, aspect extraction, emotion
detection, multi-domain sentiment classification, multilin-
gual sentiment analysis, multimodal sentiment analysis,
opinion summarization, opinion spam detection, opinion
holder extraction and classification, time extraction and stan-
dardization, visual sentiment analysis, and graded sentiment
analysis. All these mentioned sentiment analysis tasks have
appeared in several papers where the majority of the research
focuses on general sentiment analysis and now research
is being done extensively on the first six mentioned tasks
[9–11, 15, 16]. From the literature review, we found out
that more sentiment analysis tasks might be looked into
in the near future and no research has been done on them
as of now [9–11, 15, 16]. These are entity extraction and
categorization, aspect extraction and categorization, senti-
ment or opinion classification, sentiment intersubjectivity,
lexicon expansion, financial volatility prediction, opinion
recommendation, stance detection, sarcasm analysis, sub-
jectivity detection, opinion polarity classification, argument
expression detection, emotion detection, emotion polarity
classification, emotion classification, and emotion cause
detection.

2.4.2 Deep learning techniques in sentiment analysis

From our literature review, we found out that there are seven
common deep-learning algorithms used in sentiment anal-
ysis. These include convolutional neural networks (CNNs),
recurrent neural networks (RNNs), long short-term mem-
ory (LSTM), gated recurrent unit (GRU), transformer-based
model known as BERT, large language models (LLMs),
and graph neural networks (GNNs). LSTM/BiLSTM and
GRU/Bi-GRU are variants of RNN. To identify which
algorithm performed the best, we looked into several exper-
imental papers where a specific sentiment analysis task is
mentioned and noted the F1 and accuracy scores together
with the algorithm/model used and the respective datasets
that were used in the experiments [12, 17].

2.4.3 Real-world applications of sentiment analysis

While going through several research articles, it was found
that there are several use cases and application-based scenar-
ios where sentiment analysis-based applications were used
to tackle certain issues [15]. This spans several domains
such as education, brand monitoring and business intelli-
gence, social media, finance, and stockmarketing, enhancing
customer service and experience, market research and analy-
sis, politics, crime prediction, disaster assessment, response,
and management, and demonetization. These application
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domains will enable us to identify some research gaps and
scope.

2.4.4 Performance variations across different domains
or languages

We looked into research articles that focused on different
domains or languages. There was a total of ten different lan-
guages that were identified from the literature search. These
languages were English, Hindi, Chinese, Turkish, Sinhala,
Slovene, Arabic, Persian, Indonesian, and Vietnamese. Since
English language datasets were mostly used by researchers,
it becomes very difficult to compare and contrast which
language domain would provide the best result. There is
scope for research using other languages as well not only
English [16]. Determining the best language would alterna-
tively depend on the language section, the algorithm used,
the dataset size, and the preprocessing tasks used.

2.4.5 Common datasets for sentiment analysis

We identified common datasets used for sentiment analy-
sis tasks with deep learning algorithms. Examples include
IMDB, SemEval 2014–2016, Twitter, Sentiment140, Chi-
neseTextCorpora,AmazonReview,Twitter, and someonline
review datasets. The dataset size ranged from 1000 to any-
where more than 1,000,000+ . From the literature review, we
saw that several experiments were done using custom online
review datasets which is not common as datasets could be
manipulated to get the required accuracy [13].

2.4.6 Challenges in sentiment analysis

We identified and extracted common challenges associated
with sentiment analysis in general and the tasks as well.
Some of the major challenges found were sarcasm and irony
detection, algorithm optimization, language model issues,
subjectivity, tone-setting polarities, and data inconsistency
among others. The majority of the research emphasized the
need for improved models that could classify sarcasm and
irony [11, 12, 14].

By extracting and analyzing this data, wewere able to gain
valuable insights into the current state of sentiment analysis
research using deep learning algorithms. This information
will be crucial for developing a comprehensive review and
identifying potential areas for further research.

2.5 Quality assessment

To ensure the quality and credibility of the selected research
articles, we implemented a rigorous quality assessment pro-
cess. Two independent reviewers evaluated the papers against

the criteria established for our research questions. This eval-
uation included:

• Relevance to the research questions
• Appropriateness and soundness of the methodology
• Overall contribution to the field of sentiment analysis using
deep learning

• Validity and significance of the experimental results

By employing this two-reviewer approach, we aimed
to minimize bias and ensure the inclusion of high-quality
research articles that would form the foundation for our
review.

3 Sentiment analysis and applications

3.1 Definition and importance of sentiment analysis

Sentiment analysis, also known as opinion mining, is a
rapidly growing field in natural language processing (NLP)
that automatically identifies the sentiment (positive, negative,
or neutral) expressed in textual data. This analysis is cru-
cial for businesses to understand customer opinions, monitor
brand perception, and gather valuable feedback on products
and services. The origins of sentiment analysis can be traced
back to ancient Greece [18], but its use has exploded in recent
years, with applications spanning various domains like edu-
cation, brand monitoring, social media analysis, finance, and
market research [16, 19, 20].

Sentiment analysis can categorized into various tasks
such as document-level sentiment analysis, sentence-level
sentiment analysis, aspect-based sentiment analysis, aspect
extraction, emotion detection, multilingual sentiment analy-
sis, multimodal sentiment analysis, opinion summarization,
opinion spam detection, opinion holder extraction and clas-
sification, time extraction and standardization, graded senti-
ment analysis, and visual sentiment analysis [1].

Sentiment analysis can be performed using various meth-
ods. Lexicon-based approaches rely on sentiment dictionar-
ies that assign positive, negative, or neutral values to words
[1]. Machine learning approaches train models on labeled
data to automatically identify sentiment [1]. Deep Learning,
a powerful sub-category of Machine Learning, has emerged
as a leading approach due to its ability to handle complex
data patterns [1].

3.2 Sentiment analysis tasks

3.2.1 Document-level sentiment analysis (DLSA)

Document-level sentiment analysis (DLSA) typically exam-
ines text within a document to determine its overall sentiment
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(positive, negative, or neutral) [21]. This analysis is usually
applied to text exceeding 40 characters. Currently, DLSA
supports sentiment analysis in English, French, German,
Spanish, and Italian [21].

Example: “Tim buys a brand-new Samsung smart-
phone. He likes the phone, although he finds the screen
size a bit large for his taste. The touchscreen feels
responsive, and the voice quality is good. Overall, Tim
enjoys his new smartphone.”

DLSA excels when a single author expresses their opin-
ions or feelings about a single entity in a document. In this
case, the entity is the Samsung smartphone [21].

3.2.2 Sentence-level sentiment analysis (SLSA)

Sentence-level sentiment analysis (SLSA) typically involves
two key tasks: subjectivity classification and sentiment
classification. Subjectivity classification: Sentences are cate-
gorized as either subjective (expressing opinions or feelings)
or objective (presenting facts) [22]. Sentiment classification:
Subjective sentences are further classified as positive or nega-
tive.Objective sentences provide factual information relevant
to the topic, while subjective sentences focus on emotions,
viewpoints, and personal feelings. In SLSA, algorithms like
Naive Bayes can be used to identify and remove sentences
that lack sentiment or relevant entities (targets of opinions)
sentence-level sentiment analysis.

Example: “Asco Motors are doing well in this bad
economy”.

While document-level and sentence-level sentiment anal-
ysis are valuable, they have limitations. They do not neces-
sarily reveal what aspects people like or dislike, nor do they
identify the specific targets of opinions.

3.2.3 Aspect-based sentiment analysis (ABSA)

Aspect-based sentiment analysis (ABSA) is a targeted
approach that focuses on analyzing specific aspects within
a sentence and determining the sentiment (positive, neutral,
or negative) associated with those aspects. This analysis uti-
lizes an aspect-based classifier to identify these aspects and
their corresponding sentiment [16].

Example: “The food at the restaurant was delicious,
but the service was slow.”

ABSAwould identify “food” and “service” as aspects. It
would then classify the sentiment for “food” as positive and
the sentiment for “service” as negative.

3.2.4 Aspect extraction (AE)

Aspect extraction (AE) focuses on identifying the specific
elements (aspects) within a sentence that are being evalu-
ated [23]. These aspects are often nouns or noun phrases that
represent entities like products, services, or features.

Example: “The food tasted great, but the service was
really poor,”

AE would identify “food” and “service” as the aspects
being evaluated for sentiment. AE plays a crucial role in
aspect-based sentiment analysis as it helps pinpoint the tar-
gets of opinions expressed in a sentence [23]. Generally,
pre-trained models are used in AE to identify aspects accu-
rately.

3.2.5 Emotion detection (ED)

Emotion detection is a more nuanced form of sentiment anal-
ysis compared to other approaches. It goes beyond basic
sentiment (positive, negative, neutral) and aims to iden-
tify specific emotions such as happiness, sadness, anger,
and frustration. Analyzing these emotions often requires
advanced techniques like lexicons or complexmachine learn-
ing algorithms. Lexicons are large databases of words with
pre-assigned emotional values. However, they have limi-
tations. Lexicons often struggle with nuanced language or
sarcasm.

For example, a lexicon might categorize “your product is
bad” and “your customer support is killing me” as negative,
even though the latter expresses frustration through hyper-
bole.

Similarly, “this is badass” and “you’re killing it” might
be misconstrued as negative due to words like “bad” and
“killing”. Machine learning algorithms offer a more sophis-
ticated approach to emotion detection. These algorithms can
learn from large datasets of text labeled with specific emo-
tions, allowing them to handle complex language and identify
emotions more accurately. The field of emotion detection
emerged around 2005 [24].

3.2.6 Multi-domain sentiment classification

Multi-domain sentiment classification tackles the challenge
of analyzing sentiment across different domains (areas of
focus) in text data. Imagine a document containing topics
relevant to both finance and sports. Multi-domain senti-
ment classification aims to understand the sentiment within
each domain. This process typically involves transfer learn-
ing, where a model trained on one domain (source domain)
is adapted to analyze sentiment in another domain (tar-
get domain). The knowledge gained from training on the
source domain helps the model perform better in the target

123



International Journal of Data Science and Analytics

domain. Research by [25] utilized a deep learning model
with word embeddings to create NeuroSent, a tool for multi-
domain sentiment analysis. Another study [26] proposed the
domain attention model (DAM), which specifically focuses
on modeling features relevant to sentiment analysis in differ-
ent domains.

3.2.7 Multilingual sentiment analysis

Multilingual sentiment analysis presents the most signifi-
cant challenge among the discussed analysis options. This
is because it requires extensive preprocessing to handle the
complexities of different languages. Additionally, it often
relies on external resources such as sentiment lexicons (word
lists with emotional values) specifically designed for each
language, translated corpora (large collections of text), or
noise detection algorithms to remove irrelevant data. Strong
coding skills and familiarity with natural language process-
ing techniques are beneficial for tackling this challenge.
An alternative approach involves using a language detector.
The field of multilingual sentiment analysis emerged around
2009, with pioneering work by Boiy and Moens [27].

3.2.8 Multimodal sentiment analysis (MMSA)

Multimodal sentiment analysis (MMSA) tackles the most
complex form of sentiment analysis by considering infor-
mation from various communication channels: spoken lan-
guage, written text, and visuals. This approach goes beyond
analyzing just words to understand the sentiment conveyed
through different communication mediums. Soleymani et al.
[28] identified three main categories of MMSA: analyzing
spoken reviews and vlogs, analyzing images and socialmedia
tags, and analyzing human–machine interactions. While the
field gained traction with the work of Morency et al. in 2011
[29], MMSA continues to be an evolving area of research.

3.2.9 Opinion summarization

Opinion summarization is a technique used in sentiment anal-
ysis to generate concise summaries of shared opinions or
viewpoints on a specific topic. This process typically involves
several steps, including data preprocessing, where the text is
cleaned and formatted, tokenization (breaking the text into
individual words or phrases), and stemming (reducing words
to their root form) [30]. Opinion summarization is particu-
larly valuable in analyzing social media data. For example,
imagine a social media post about a new political candidate.
Hu and Liu are credited with pioneering the field of opinion
summarization in their work published in 2004 [31].

3.2.10 Opinion spam detection (OSD)

Opinion spam detection (OSD) tackles the issue of deceptive
online activity that aims to mislead users and sentiment anal-
ysis tools. This includes tactics like creating fake reviews,
blogs, and social media posts to promote a particular entity
(product, service, person) or damage its reputation. Essen-
tially, OSD focuses on identifying and filtering out bogus
reviews, fake data, and misleading information circulating
online. For example, imagine a news article claiming a “20%
Pay Rise to All Civil Servants in Fiji”. OSD algorithms could
help identify this as potential fake news. Jindal and Liu’s
2008 scientific paper is credited as one of the first to explore
Opinion Spam Detection [32].

3.2.11 Opinion holder extraction and classification

Opinion holder extraction and classification is a technique
used in sentiment analysis to identify and categorize the enti-
ties expressing opinions within a sentence. These entities can
be nouns, verbs, or adjectives.

Example: “Tim had intentions to go out tonight”.

Here, “intentions” is the opinion holder, suggesting Tim
has an opinion about going out.

Another example: “Jane was skeptical about the weath-
er”.

In this case, “skeptical” is the opinion holder, indicating
Jane’s doubt regarding the weather.

Similarly, “Jane criticized Sarah”.
Here, “criticized” is the verb acting as the opinion holder,

implying Jane has a negative opinion of Sarah. Pioneering
work by [33] laid the groundwork for models that can handle
both opinion holder extraction and classification.

3.2.12 Time extraction and standardization

Time extraction and standardization play a vital role in sen-
timent analysis. By identifying and standardizing temporal
references (mentions of time) within text data, analysts can
track shifts in sentiment over time [33]. Extracting time
references can be achieved through various methods: rule-
based methods, machine learning algorithms, and natural
language processing (NLP) techniques. Once extracted, time
references need standardization to facilitate analysis and
comparison across diverse texts and data sources. Standard-
ization can be achieved either manually or using automated
techniques. Manually: This involves human reviewers man-
ually converting time references to a consistent format (e.g.,
all dates converted to YYYY-MM-DD format). Automated
techniques: Machine learning or NLP techniques can auto-
mate the standardization process for improved efficiency.
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The task of time extraction and standardization was first
addressed in the work of [33].

3.2.13 Visual sentiment analysis

Visual sentiment analysis is a growing field within sentiment
analysis that tackles the challenge of understanding emotions
conveyed through visual content. This increasing interest
stems from the rise of visual communication, with people
expressing themselves more and more through photographs,
emojis, and other visual elements [34]. This technology has
valuable applications in various fields such as Social media
marketing, Customer input analysis, and Advertising and
market research [34]. This approach is particularly useful
for analyzing content uploaded on social media platforms
like Facebook, Twitter, and Instagram, where images play a
prominent role in brand promotion and user feedback.

3.2.14 Graded sentiment analysis (GSA)

Graded sentiment analysis, also known as fine-grained sen-
timent analysis, provides businesses with a more nuanced
understanding of customer sentiment. This technique goes
beyond a simple positive, negative, or neutral classification.
Instead, it typically uses a five-point scale: very positive, pos-
itive, neutral, negative, and very negative [35]. This approach
is particularly useful for analyzing product ratings, often
expressed as star ratings (1–5). A 1-star rating would be cate-
gorized as “very negative,” indicating the customer is highly
dissatisfied. Conversely, a 5-star rating would be considered
“very positive,” suggesting a high level of customer satisfac-
tion.

3.3 Applications of sentiment analysis

The explosion of Web 2.0 ushered in a new era of online
interaction and data generation. This era saw the rise of e-
commerce platforms, social media, personalized company
websites, cloud-based systems, and a significant increase in
online traffic [36]. As a result, conducting business online has
become the norm for many consumers, especially evident
during the COVID-19 pandemic when businesses pivoted
online for survival. This digital landscape has created a space
for users to express their opinions and sentiments regard-
ing products and businesses. Online reviews and ratings are
now crucial factors for businesses, as today’s consumers rely
heavily on themwhenmaking purchasing decisions or choos-
ing service providers. It is a common practice for people
to conduct “background checks” online by reading reviews
before buying a product or working with a company [36].
Positive experiences often lead to positive online reviews,
while negative experiences can result in critical feedback.
The applications of sentiment analysis extend beyond just

products and e-commerce. Here, we’ll explore how senti-
ment analysis is utilized in various industries and business
areas.

3.3.1 Education

Sentiment analysis holds immense potential to improve edu-
cational quality at all levels. As highlighted by [19], it can
be effectively utilized in several key areas within the edu-
cation sector such as instructional evaluations, institutional
decision-making and policy-making, intelligent information
and learning systems enhancement, and assignment evalua-
tion and feedback improvement.

Instructional Evaluation: Sentiment analysis can analyze
student surveys, comments, and reviews to gauge their per-
ception of teachers and courses [37–39]. This real-time
feedback allows for prompt intervention and adjustments if
necessary. Studies by [40, 41] demonstrate the effectiveness
of using sentiment analysis on student feedback provided
after lectures on platforms like Moodle.

Institutional Decision-Making and Policy-Making: Social
media analysis can be used to understand student and par-
ent sentiment regarding university operations and rank [40,
41]. Similarly, sentiment analysis of parent feedback during
meetings can inform improvements to university programs
and services [42].

Intelligent Information and Learning Systems Enhance-
ment: Sentiment analysis can be integrated into learning
platforms to identify student needs and provide targeted
assistance. Research by Scaffidi [43] proposes a model that
analyzes forum messages for sentiment and suggests solu-
tions based on the identified issues. Similarly, research by
[44] explores using sentiment analysis to provide emotional
support and guidance within adaptive e-learning systems.

Assignment Evaluation and Feedback Improvement: Sen-
timent analysis models can be used to evaluate student work
that relies heavily on opinion and sentiment, such as essays
[45]. This approach can help identify areas for improvement
and provide more targeted feedback. Cummins et al. [44]
argue that sentiment analysis can also reveal student attitudes
that might contribute to poor performance.

The analytical power of sentiment analysis opens doors
for significant research opportunities in education. By min-
ing educational data effectively, sentiment analysis can help
address issues like early dropout rates, the impact of social
media on student performance, and the correlation between
student sentiment and academic achievement [46, 47].

3.3.2 Brandmonitoring and business intelligence

In today’s tech-driven world, artificial intelligence plays a
central role in brand monitoring. Businesses use data analy-
sis to gauge the performance of their products and services.
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Sentiment analysis takes this a step further by analyzing
online reviews, comments, and ratings to understand pub-
lic perception. Positive reviews are a valuable indicator that
a business is on the right track. They highlight customer
satisfaction and areas where the business excels. Nega-
tive reviews, while sometimes disheartening, offer valuable
insights for improvement. By analyzing these reviews, busi-
nesses can identify shortcomings and take corrective actions
before problems escalate.

Research by Chaturvedi et al. [48] explored various
approaches to sentiment analysis for product evaluation.
They identified a crucial challenge: the lack of a universal
solution for all businesses. This underscores the potential
for developing new,more generalized approaches. Benedetto
and Tedeschi presented a case study using an intelligent
sentiment analysis approach [49]. They targeted prominent
electronic products on Twitter and devised a system to score
both the polarity (positive/negative) and popularity of the
sentiment expressed.

3.3.3 Social media

Social media platforms such as Twitter and Facebook have
become a powerful force for public opinion. Users can
express their views on anything and everything, from prod-
uct reviews to social commentary. The sheer volume of data
generated on these platforms is constantly growing, as evi-
denced by statistics from the past three years [6, 7]. This
data offers a rich resource for researchers like Cheng and
Tsai [50]. They observed the emergence of new communica-
tion styles on social media, including shortened text, slang,
emojis, and acronyms. Recognizing the potential for future
research, they created a unique dataset capturing these ele-
ments alongside sentiment analysis. This dataset empowers
other researchers to developmodels and applications that can
understand this evolving online language.

The COVID-19 pandemic significantly impacted the
world, and social media became a platform for expressing
a wide range of emotions. Research by Nemes and Kiss [51]
employed sentiment analysis using a deep learning algorithm
to analyze comments, hashtags, tweets, and posts related to
COVID-19. Their findings revealed a mix of positive and
negative emotions among the public, reflecting the complex
nature of the pandemic. Similarly, Bhat et al. [52] conducted
research in the medical domain, highlighting the importance
of identifying public sentiment regarding the cost of living,
lockdowns, hospital capacity, healthcare worker deaths, and
other pandemic-related issues.

Social media plays a crucial role in e-commerce, with
companies leveraging these platforms to advertise and reach
a wider audience. Research in sentiment analysis and social
media has openeddoors for the development of recommender
systems [53, 54]. By analyzing social media sentiment, these

systems can identify well-received products and those that
are not performing as well. Armed with this information,
sellers can gain valuable insights into customer sentiment
and make informed decisions to improve their products or
marketing strategies.

3.3.4 Finance and stock monitoring

The financial world, including stock markets and digital cur-
rencies, can be significantly swayed by social media activity.
A prime example unfolded in 2021, 2022, and 2023 with
the surge of digital currencies. Tweets from influential fig-
ures like Elon Musk, even those using emojis instead of text,
could dramatically alter market sentiment for these curren-
cies. Digital currencies like Shiba Inu, Dogecoin, andBitcoin
experienced overnight price fluctuations, sometimes creating
instant millionaires based on a single social media post. Crit-
ics argue that some influencers might manipulate the market
by buying shares at low prices and then using their social
media reach to encourage followers to invest, driving up the
price before cashing out for a hefty profit.

Researchers are exploring the potential of sentiment anal-
ysis to predict stockmarketmovements. Sousa et al. proposed
a model using a BERT deep learning algorithm to analyze
sentiment in news articles that could potentially impact the
stock market [55]. Their model achieved an accuracy of
82.5% in predicting stock price movements, demonstrating
its effectiveness. However, a limitation identified was the use
of a relatively small dataset.

Similar research by Ren, Wu, and Liu developed a
model that combines sentiment analysis with a support vec-
tor machine to forecast stock price changes [56]. Their
model achieved an impressive accuracy of 89.93%, poten-
tially aiding investors in making informed decisions. Pagolu
et al. proposed a model that analyzes public sentiment on
social media (using Twitter data) to understand how a com-
pany’s performance is perceived after stock price fluctuations
[57]. Their model, which employed Random Forest with
Word2Vec and N-gram techniques, achieved an accuracy of
70.49%. Khedr, Salama, and Yaseen presented a model that
predicts stock market behavior by considering both histori-
cal price data and sentiment analysis of financial news [58].
Their model boasts a prediction accuracy of up to 89.80%,
suggesting its potential effectiveness compared to other exist-
ing models.

3.3.5 Enhancing the customer experience and service

For any business to thrive, understanding customer sentiment
is crucial. Happy customers translate to a loyal customer base
and business success. The key to achieving this lies in actively
listening to customer feedback and opinions. The digital age
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has ushered in a wealth of customer feedback readily avail-
able online. Platforms like product review sites, business
rating services, and social media provide a treasure trove
of customer opinions and sentiment. Tools like “web scrap-
ers” can be used to efficiently extract this valuable data from
various online sources. In-depth analysis of this data is key to
gaining valuable insights into customer sentiment and identi-
fying areas for improvement. The rise of e-commerce and the
COVID-19 pandemic have further amplified the importance
of online customer reviews. Businesses can leverage these
reviews, often posted on their websites or social media pages,
to gain valuable feedback on product quality, customer expe-
rience, and marketing effectiveness [59]. Recognizing the
importance of online reviews, many businesses, both online
and offline, actively monitor their ratings and reviews.

Researchers like Jain and Dandannavar proposed a sen-
timent analysis framework that addresses the need for a
scalable, flexible, and fast approach to analyzing customer
sentiment on platforms like Twitter [60]. This framework uti-
lizes machine learning methods and Apache Spark to extract
valuable insights from large datasets of customer reviews.
By harnessing the power of sentiment analysis, businesses
can transform customer feedback into actionable insights,
ultimately leading to improved products, enhanced customer
experiences, and effective marketing strategies.

3.3.6 Market research and analysis

Sentiment analysis enables businesses to conduct market
research and identify competitive landscapes in different
areas and regions. With this information, businesses can pin-
point locations that are likely to be successful and avoid those
with intense competition. Additionally, sentiment analysis
can be used to explore market opportunities, identify a com-
petitive edge, and forecast future trends [20, 61]. This area
of application is under-researched, with limited publications
showcasing its use in real-world scenarios [62]. However,
research byRambocas and Pacheco highlights the challenges
associated with this approach [62]. These challenges include
technical limitations such as accuracy, reliability, and valid-
ity of sentiment analysis models, practical limitations such as
cost concerns, miscoding sentiment due to sarcasm or slang,
cross-cultural variations in expression, and the prevalence
of deceptive reviews, and ethical considerations such as the
right to user privacy and the potential for exploitation of user
data.

3.3.7 Politics

The realm of politics is highly sensitive, demanding careful
handling of data and analysis. During the 2016 US presiden-
tial election, traditional newsmedia like theWashington Post
and ABC News projected polls heavily favoring Clinton [1].

However, Trump emerged victorious, highlighting the sig-
nificant influence of social media and public sentiment on
traditional polling methods [1]. This unexpected outcome
spurred a surge in research on sentiment analysis in politics.
One such study by Haselmayer and Jenny [63] explored the
creation of a dictionary-based technique for detecting nega-
tive sentiment. Their experiment utilized Australian political
data from 2013. Human coders were employed to identify
negative sentiment, and these findings were used to build a
German political language dictionary specifically designed
to analyze political party statements and media reportage.
Their results revealed that media outlets primarily focused
on larger parties, neglecting smaller ones. Additionally, the
study found that negative statements often targeted the oppo-
sition, and attempts to manipulate language using certain
English phrases were identifiable through the German dic-
tionary [63].

Kušen and Strembeck [64] investigated the 2016 Aus-
trian presidential election. They analyzed 343,645 Twitter
messages, combining sentiment analysis techniques with
network science to uncover key insights. Their research
yielded five key findings: Neutral Tweets from the Winner,
Dominance of Negative Sentiment, Follower Polarization,
Engagement Differences, and Misinformation by Support-
ers. Further research by Kuamari and Babu in India [65]
focused on identifying emotions related to the two major
political parties, the Bharatiya Janata Party (BJP) and the
IndianNational Congress (INC), extracted from social media
data. By understanding these classified emotions, political
parties can identify areas for improvement and focus on poli-
cies that better address the needs of the people [65].

3.3.8 Crime prediction

Security intelligence in today’s world is crucial for every
nation. The rise of Web 2.0 has blurred the lines between
traditional and online crimes. To effectively address both
types of crime, artificial intelligence (AI) needs to be inte-
grated into security systems. Research suggests that AI can
be a valuable tool in this fight. For instance, Boukabous and
Azizi proposed a hybrid solution that utilized the BERT deep
learning algorithm and a lexicon-based dataset containing
crime-related data [66]. Their real-time experiment using
Twitter data yielded promising results, achieving an accuracy
of 94.91% and an F1 score of 94.92% [66]. Similarly, Han-
nach and Benkhalifa proposed a hybrid model that leveraged
WordNet semantic relations and aTerm-Weighting scheme to
identify specific aspects of crime data [67]. Their model out-
performedNaiveBayes, SVM, andRandomForest classifiers
when tested against twoproposed approaches: implicit aspect
sentence detection (IASD) and implicit aspect identification
(ISI). These findings highlight the potential of WordNet for
improved classification in crime-related text analysis [67].

123



International Journal of Data Science and Analytics

Azeez and Aravindhar (2015) proposed two practical
approaches that could benefit local police departments [68].
The first involves developing a visual analytics system to
aid in decision-making, optimizing resource allocation, and
officer deployment. The second approach focuses on utiliz-
ing real-time data from social media platforms like Twitter
and Facebook. The authors emphasize the extensive research
already conducted on the importance of data in crime analy-
sis [68]. Gerber’s research proposes a newmodel that utilizes
tagged tweets for crime prediction [69]. This model incor-
porates Twitter-based linguistic analysis and statistical topic
modeling to identify crime-related topics across different US
cities. Experimental results demonstrated the model’s effec-
tiveness in reducing response times and improving crime
identification. When compared to traditional methods, the
proposed model achieved better results in 19 out of 25 crime
prediction cases by leveraging Twitter data [69].

3.3.9 Disaster assessment, response, andmanagement

Natural disasters are inherently unpredictable, causing
immense distress due to their uncertain severity. While
current technologies can predict disasters beforehand, pin-
pointing their exact intensity remains a challenge. Recent
years have seen a rise in earthquakes, bushfires, cyclones,
floods, and heat waves across the globe. Social media during
these events is often filledwith negative sentiments expressed
by users. However, along with these emotions, users also
share crucial information for authorities, such as the loca-
tion of the disaster, its severity, people in distress, and the
time of the incident. Research by Sufi and Khalil proposes
a fully automated algorithm that leverages AI and NLP to
extract location-based sentiment data related to global disas-
ters [70]. This system can handle 110 languages and utilizes
Twitter data for its analysis. The experiment yielded promis-
ing results, achieving an accuracy of 97% and an F1 score of
90%. The authors claim their study is the first of its kind to
report on location-based disaster intelligence derived from
sentiment analysis [70].

Similar research by Mendon et al. proposes a new hybrid
framework that utilizes K-means clustering and TF-IDF to
classify disaster-related sentiment [71]. Their experiment
analyzed 243,746 tweets related to the 2018 Kerala floods in
India. The findings shed light on the varying public emotions
during the disaster, and howgovernment and other stakehold-
ers could leverage sentiment analysis to understand public
sentiment based on location and time, ultimately leading to
more effective disastermanagement [71]. However, the study
does not include a user-friendly graphical interface (GUI) for
government agencies to utilize in future disaster response
efforts. Maharani investigated emergency response, situa-
tional awareness, and management during the Jakarta floods
using sentiment analysis [72]. The research employed the

BERT algorithm and a data crawler to collect tweets related
to the flooding. The experiment focused on whether appro-
priate actions were taken based on public sentiment and how
awareness was instigated. While achieving an accuracy of
90%, the author identified a significant limitation: the data
used was not adequately cleaned [72].

Finally, another study introduced a big data approach
for disaster response using sentiment analysis [73]. This
model collects real-time data from Twitter and categorizes it
based on the level of assistance required by people affected
by the disaster. The experiment found that the lexicon-
based approach for sentiment analysis outperformed all other
methods, leading the authors to recommend it for future
applications [73].

3.3.10 Demonetization

Demonetization refers to the process of withdrawing a par-
ticular currency denomination from circulation, rendering it
invalid legal tender. This policy can have significant eco-
nomic and social impacts, as seen in India’s case when the
government abruptly demonetized 500 and 1000 rupee notes
in 2016 [74]. The stated objectives of demonetization were
to curb terrorism financing, corruption, and inflation. How-
ever, the public perception was that the implementation was
poorly planned and executed.

Research by Singh, Sawhney, and Khalon employed
sentiment analysis to investigate the impact of the Indian
government’s demonetization policy [74]. While initial pub-
lic opinion leanedheavily towardnegativity, sentiment turned
positive once new notes were released. The researchers ana-
lyzed Twitter data from all 30 Indian states. Nine states
initially expressed strong opposition to demonetization, with
residents highlighting challenges such as difficulty obtaining
new notes due to rural location or agricultural background,
lack of convenient banking facilities, and a perceived lack
of warning, particularly in rural areas [74]. Similarly, Roy
et al. conducted sentiment analysis on Twitter data to exam-
ine the public’s perception of demonetization and identify
areas for improvement in future policy implementation [75].
Their findings indicated that 45% of the public expressed
positive sentiment, 22% were neutral, and 33% expressed
negative sentiment [75].

4 Deep learning techniques for sentiment
analysis

4.1 Deep learning versus other approaches

Deep learning has revolutionized sentiment analysis by offer-
ing several advantages over traditional methods. Unlike
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approaches that rely onmanually crafted features, deep learn-
ing models can automatically discover and learn relevant
features directly from the data itself [76]. This eliminates the
need for time-consuming and potentially error-prone feature
engineering by human experts. Furthermore, deep learning
models can capture complex relationships within the data
that might be missed by handcrafted features.

This automatic feature learning capability is particularly
beneficial when dealing with large datasets, which are com-
monplace in sentiment analysis tasks involving social media
posts or customer reviews [77]. Deep learning algorithms
excel at processing vast amounts of data due to their paral-
lel processing capabilities and ability to learn from intricate
patterns within the data. This makes them well-suited for
handling the large datasets encountered in sentiment analy-
sis.

Studies have shown that deep learningmodels can achieve
superior accuracy compared to traditional methods [78].
Their ability to learn intricate relationships and adapt to new
data leads to more robust and generalizable models that per-
formwell on unseen data.Additionally, deep learningmodels
offer versatility across various sentiment analysis tasks. They
can be effectively applied for tasks beyond basic sentiment
polarity classification, such as aspect-based sentiment anal-
ysis or even for identifying emotions within text data.

In contrast, deep learning offers a powerful and versatile
approach to sentiment analysis. Its ability to automatically
learn features, handle large datasets, achieve high accu-
racy, and adapt to various tasks makes it a valuable tool for
researchers and practitioners working in this field.

4.2 Deep learning techniques

Extensive research has been conducted on sentiment analy-
sis and traditional machine learning algorithms like random
forest, Naive Bayes, and support vector machines (SVMs)
are increasingly being outperformed by newer methods. This
shift is driven by challenges related to data complexity, algo-
rithm performance, and processing limitations [79].

According to [79], support vector machines and conven-
tional neural networks struggle to competewith deep learning
networks for sentiment analysis tasks. Deep learning net-
works excel at handling massive amounts of data, allowing
them to outperform traditional algorithms.However, the opti-
mal algorithm choice within deep learning depends on the
specific application and dataset involved. Recent research
suggests that recurrent neural networks (RNNs) are surpass-
ing the previously preferred convolutional neural networks
(CNNs) in sentiment analysis [79]. For tasks involving long-
term dependencies within the data, two variations of RNNs
are particularlywell-suited: gated recurrent units (GRUs) and
long short-term memory (LSTM) networks [79].

4.2.1 Convolutional neural network (CNN)

Introduced in 1989, convolutional neural networks (CNNs)
are a type of feed-forward neural network [80]. Initially,
CNNs were applied in the field of artificial intelligence
(AI) to identify the visual cortex in animals. In this con-
text, each neuron within the CNN analyzes a small receptive
field. These receptive fields overlap, allowing the network
to progressively build a representation of the entire object.
These overlapping regions are also referred to as filterswithin
CNNs [81]. A CNN architecture typically consists of three
main layers. Input Layer: This layer receives raw input data
and transforms it into a suitable format for further pro-
cessing. Feature Extraction Layer: This layer is comprised
of two sub-layers: convolutional layers and pooling layers.
Convolutional layers identify and learn new features within
the data, while pooling layers downsample the data, reduc-
ing its dimensionality. Classification Layer: This layer uses
fully connected networks with a classifier to categorize the
extracted features and make predictions.

Collobert andWeston (2008) were the first to successfully
applyCNNs to natural language processing (NLP) tasks [82].
Since then, CNN models have achieved impressive results
in various NLP domains, including sentiment analysis [83,
84]. Research by [85, 86] explored approaches and mod-
els utilizing CNNs for sentiment classification. One of the
advantages of CNNs is their efficiency. Compared to tra-
ditional neural networks with fully connected layers, CNNs
have fewer parameters, leading to faster training times. Addi-
tionally, CNNs excel at learning contextual features within
text data through the use of filters. However, CNNs also have
limitations in sentiment analysis tasks. When dealing with
long-term dependencies within text data, CNNs require a
deep network architecture, which can be computationally
expensive [87, 88]. This limitation paved the way for the
introduction of recurrent neural networks (RNNs).

4.2.2 Recurrent neural network (RNN)

Recurrent neural networks (RNNs) are a type of neural net-
work that departs from the traditional feed-forward structure.
In contrast to feed-forward networks, RNNs incorporate a
memory element, allowing them to retain information from
previous computations and use it to inform subsequent pro-
cessing. This capability is rooted inElman’s principle (1980),
which emphasizes the importance of memory in sequential
information processing [89]. RNNs offer several advantages
for tasks involving sequential data, such as text analysis. First,
they are adept at modeling sequences of varying lengths,
enabling them to handle long-range dependencies within the
data [90]. This means that RNNs can effectively capture the
context of a sequence, even if relevant information appears
earlier in the sequence.
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However, RNNs also have limitations. One challenge is
the issue of vanishing or exploding gradients, which can
occur when processing long sequences [91]. These gradient
problems can hinder the network’s ability to learn effec-
tively from long-range dependencies. Additionally, RNNs
struggle with sequential data that doesn’t follow a linear
structure, such as tree-like data. To address these limitations,
several variations of RNNs have been developed, including
long short-termmemory (LSTM), bidirectional LSTM (BiL-
STM), gated recurrent unit (GRU), and bidirectional GRU
(Bi-GRU). These variants aim to overcome the shortcomings
of the original RNN architecture [91]. Despite these limita-
tions, RNNs have demonstrated exceptional performance in
sentiment analysis tasks. Experimental results continue to
support the effectiveness of RNNs in this domain [90].

4.2.3 Long short-termmemory (LSTM)

In 1997, Hochreiter and Schmidhuber proposed the long
short-term memory (LSTM) network to address the vanish-
ing gradient problem that plagued traditional RNNs [92].
LSTMs achieve this by incorporating a gating mechanism
into the RNN architecture. This gating mechanism allows
memory cells to store information for longer durations and
retrieve past computational results as needed. While LSTMs
offer a powerful solution, their architecture can be complex.
To address this complexity, the gated recurrent unit (GRU)
was introduced as a simpler alternative [92].

LSTMs are widely used in sentiment analysis tasks due to
their effectiveness. One advantage of LSTMs is their ability
to process information in both directions, unlike traditional
unidirectional RNNs. This bidirectional capability (known as
BiLSTM) is particularly valuable for sentiment analysis, as
it allows the network to identify aspects and entities that con-
tribute to the overall sentiment within a text sequence [92].
Internally, LSTMs utilize three gating mechanisms, often
referred to as gates. Input Gate: This gate determines what
information from the current input and the previous cell state
will be stored in the cell state. Forget Gate: This gate decides
what information to forget from the cell state. Output Gate:
This gate controls the information that gets passed on to the
next step in the network.

4.2.4 Gated recurrent unit (GRU)

The gated recurrent unit (GRU) is a variant of the recur-
rent neural network (RNN) architecture, similar to the long
short-term memory (LSTM) network [93]. However, unlike
LSTMs with their three gates, GRUs utilize a simpler archi-
tecture with only two gates. These two gates are responsible
for controlling the flow of information within the network.
Reset Gate: This gate combines new input data with infor-
mation from the previous cell state, effectively determining

what information needs to be updated. Update Gate: This
gate controls which information from the previous cell state
is retained and which information is discarded.

By streamlining the gatingmechanism,GRUsoffer amore
computationally efficient alternative to LSTMs while main-
taining a similar level of effectiveness [93]. This efficiency
makesGRUs a valuable option for taskswhere computational
resources are limited. The viability of GRUs in sentiment
analysis tasks has been explored through research experi-
ments [93]. Based on the results of these studies, GRUs can
be further modified and adapted for various research appli-
cations. Similar to LSTMs, GRUs also have a bidirectional
variant known as Bi-GRU.

4.2.5 BERT

BERT (Bidirectional Encoder Representations from Trans-
formers) is a groundbreaking natural language processing
model developed by Google in 2018 [5]. Since its introduc-
tion, it has revolutionized our ability to understand language.
BERT’s secret weapon is its bidirectional architecture, allow-
ing it to consider both the preceding and following words in a
sentence, resulting in a deeper contextual understanding [5].

This powerful model leverages a unique transformer
architecture that employs a self-attention mechanism. This
mechanism allows BERT to capture and identify relation-
ships between words within a sentence. BERT utilizes a
two-step approach: pre-training and fine-tuning. Through
pre-training on massive amounts of text data using tasks
like masked language modeling and next-sentence predic-
tion, BERT learns rich word representations. It can also
tokenize text into subword units, enabling it to handle var-
ious linguistic complexities. BERT’s applications extend to
text classification, translation, sentiment analysis, and more,
consistently setting new benchmarks across various NLP
domains [5]. It has inspired subsequent models and remains
a cornerstone in modern NLP, propelling advancements in
understanding and generating human-like text.

4.2.6 Large languagemodels (LLMs)

Large language models (LLMs) have emerged as a powerful
force in the field of natural language processing (NLP) [94].
These are complex AI models trained on massive datasets
of text and code, enabling them to understand and gener-
ate human-like language. They possess a remarkable ability
to grasp intricate relationships between words, analyze con-
text, and perform a variety of NLP tasks, including sentiment
analysis. LLMs are trained on vast amounts of text data,
encompassing diverse sources like books, articles, social
media posts, and code repositories. This exposure allows
them to learn complex language patterns and nuances that
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are crucial for accurate sentiment analysis [95]. Unlike sim-
pler models, LLMs excel at understanding the context within
a sentence. They can analyze the surrounding words, sen-
tence structure, and even cultural references to determine the
intended sentiment, even when the explicit words might be
ambiguous. This is particularly valuable for tasks like sar-
casm detection, where the literal meaning of the text might
differ from the underlying sentiment [95].

LLMs can be fine-tuned for specific sentiment analysis
tasks by leveraging their pre-trained knowledge. This sig-
nificantly reduces the time and resources required to develop
task-specific sentiment analysismodels,making them readily
applicable to various domains [95]. The impact of LLMs on
sentiment analysis is undeniable. Theyoffer greater accuracy,
adaptability, and efficiency compared to traditional methods.
As LLM technology continues to evolve, we can expect even
more sophisticated sentiment analysis capabilities, unlock-
ing valuable insights from textual data across diverse fields
like customer reviews, social media monitoring, and market
research [95].

4.2.7 Graph neural networks (GNNs)

Sentiment analysis has traditionally relied on methods that
analyze text as a sequence of words. However, a recent
advancement in the field involves the use of graph neural
networks (GNNs) for sentiment analysis tasks. GNNs are a
type of deep learning architecture specifically designed to
work with data represented as graphs, where nodes represent
entities (like words in a sentence) and edges represent rela-
tionships between them [96]. GNNs can effectively capture
the complex interdependencies between words within a sen-
tence. By analyzing the relationships between words, GNNs
can understand how the sentiment of one word can be influ-
enced by others. This is particularly valuable for tasks like
aspect-based sentiment analysis, where the sentiment toward
different aspects of a product or service needs to be identi-
fied [96]. GNNs can seamlessly integrate external knowledge
bases into the sentiment analysis process. These knowledge
bases can include information about word ontologies, syn-
onyms, and even sentiment lexicons. By incorporating this
additional context, GNNs can achieve amore nuanced under-
standing and improve sentiment classification accuracy [97].

GNNs are well-suited for analyzing complex text struc-
tures that go beyond simple linear sequences. For example,
they can effectively handle nested sentences, sarcasm detec-
tion (where sentiment can be conveyed through the structure
of the sentence rather than individual words), and senti-
ment analysis in dialog settings (where the sentiment of one
speaker can influence the sentiment of the next) [96]. While
GNNs offer promising potential for sentiment analysis, there
are also challenges such as scalability and interpretability
that need to be addressed [97]. Despite these challenges, the

potential benefits of GNNs in sentiment analysis are sig-
nificant. As research progresses and these challenges are
addressed, GNNs are poised to become a powerful tool for
extracting deeper insights from textual data and understand-
ing the nuances of human sentiment.

4.3 Strengths and limitations of deep learning
techniques

Deep learning algorithms offer a powerful approach to sen-
timent analysis, but it is crucial to understand their inherent
strengths and limitations. Table 3 highlights the strengths and
limitations of the different deep learning algorithms thatwere
identified within this literature.

In the upcoming section, we will look into how the above-
mentioned deep learning architectures perform against sev-
eral attributes in an experimental environment.

5 Performance evaluation and challenges
in sentiment analysis

Despite significant advancements, sentiment analysis still
faces challenges that can hinder its accuracy. This section
explores both performance evaluation methods and the key
challenges encountered in sentiment analysis.

5.1 Sentiment analysis performance

Evaluating the effectiveness of a sentiment analysis model is
crucial for ensuring its reliability and usefulness in real-world
applications, here we explore some of the recent experiments
conducted using the seven deep learning algorithms against
sentiment analysis tasks, dataset and size, and language.

Sentiment analysis has been experimentedwith using clas-
sical machine learning algorithms, deep learning algorithms,
and hybrid approaches. In this section, we will look into the
five deep learning algorithms and tabulate them individu-
ally to better understand the algorithm performance based
on a specific dataset. The table was designed to collect
and compare publication year specifically, sentiment anal-
ysis tasks, language, algorithm or model, the dataset used,
and the scores. All these are important in understanding how
the experiment was conducted and how the accuracy and F1
scores were attained.

We prioritized research articles published between 2019
and 2024 to ensure our analysis reflects the latest advance-
ments. The following tables provide an overview of the
number of experimental papers published within the past
year, categorized by specific deep learning algorithms. Table
4 showcases recent experimental papers that utilize con-
volutional neural networks (CNNs) for sentiment analysis.
Our search identified only seven prominent papers in this
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Table 3 Strengths and limitations of deep learning algorithms

Deep learning
techniques

Strengths Limitations

CNN [16, 98–100] Fewer parameters need to be trained
Computationally faster and less expensive compared to
LSTM, GRU, and RNN
Ability to extract features from sentences
LSTM combined with CNN gets better performance
Ability to identify patterns
CNN performs best with emotion-based sentences and
long sentiment
Is non-linear

Has reservation issues with preserving long-term
dependency
Huge demand for data
Ignores dependency features that help understand
semantic and syntactic sentences

RNN [16, 98, 101] Performs better than CNN by focusing on the word order
(sequential data) in the data
Ability to save past computations
Maintains fewer parameters through weight sharing
Has the ability to capture long-distance dependence traits
that reflect syntactic and semantic information that CNN
ignores
Assists in maintaining the word order in an input sequence
The ability to create a fixed-size vector that summarizes
the sequence while taking into consideration the weighted
combination of all words thanks to a distributed hidden
state that can store previous calculations
No need for a huge dataset

Inability to process extremely lengthy sequences
It can be disadvantageous for NLP applications like
sentiment analysis due to the vanishing gradient and
expanding gradient problem
Requires fewer parameters
The final concealed state is chosen to represent the
sentence, which could result in an inaccurate
prediction
Neglecting to identify long-term dependencies

LSTM [16, 102–104] Can selectively forget and remember things, which is
significantly better for categorizing feelings
Capable of keeping track of inputs from earlier steps to
prevent the vanishing and growing gradient problem in an
RNN
Outperforms CNNs by a wide margin thanks to its
capacity to account for the text’s sequence when
predicting mood
Text can assist in representing and encoding a sentence’s
semantics
Can be utilized for aspect-based sentiment analysis to
extract sequential information in the aspect target
sequence

Applying back propagation after calculating the
output each time is computationally intensive
Finding the best approach could be more difficult
because each weight needs to be trained separately.
Additionally, this substantially slows down this
network
To obtain the label for the complete sentence, the
output produced at each time step (for each input
word) must be reconciled to the full phrase

GRU [16, 105, 106] It has fewer gates, making it faster and more affordable
computationally
Addresses the issue of vanishing and exploding gradients
that RNN has
The structure is less complex than LSTM
Can be helpful in document-level sentiment classification
for capturing interdependencies across sentences of
review documents
Able to detect emotion in a clamorous speech

Lacks a memory unit, exposing all concealed
information without control
Due to their greater capacity for memory retention,
LSTMs outperform GRUs on larger texts

BERT [5, 107] BERT is effective for task-specific models
Suitable for smaller, specific tasks due to massive training
corpus
Metrics are adjustable and immediately applicable
Constant model updates for exceptional accuracy
Achieved through effective fine-tuning
Pre-trained BERT versions for 100 + languages are
available
Beneficial for non-English initiatives

The model is large due to the training framework and
corpus
Training time is lengthy due to size and weight
updates
Costly due to increased computing needs
Needs adjustment for downstream tasks, designed
for integration rather than standalone use
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Table 3 (continued)

Deep learning
techniques

Strengths Limitations

LLMs [108, 109] LLMs can learn some aspects of language structure and
meaning without explicit symbolic rules
Transformers have achieved excellent results on a broad
range of NLP tasks, including sentiment analysis, natural
language inference, and question answering
While some argue LLMs struggle with generalization, the
paper acknowledges they can perform well on new data
sets in certain cases
Even if LLM learning differs from humans, their success
suggests alternative ways to acquire language knowledge
from data
Research is ongoing to improve LLM performance in
areas like abstract reasoning and real-world knowledge
tasks
Transformers can be trained on various data types (text,
images, etc.) potentially leading to more comprehensive
understanding

LLMs are argued to mainly combine existing
information from their training data, lacking true
innovation
LLMs lack semantic grounding, meaning they
cannot connect words to real-world objects or
intentions
LLMs do not represent symbolic systems like
grammar, which may be crucial for language
understanding
While some propose combining LLMs with
symbolic systems, current efforts haven’t shown
significant improvement
It’s debated whether LLMs learn language similarly
to humans. Even if different, it doesn’t necessarily
make them ineffective
LLMs are evaluated based on task performance, not
necessarily how they achieve those results. This can
be seen as a weakness by those who prioritize
understanding human cognition

GNNs [110, 111] Well-suited for representing and reasoning about graphs
(networks)
Can capture complex relationships between nodes and
edges
Can learn generalizable patterns from graph data and be
applied to various graph-structured tasks
They can learn node and edge representations directly
from graph data, with no need for pre-defined features
Can model complex graph structures with various
message-passing mechanisms
Can be parallelized for efficient training and inference on
large graphs (depending on the specific GNN architecture)
Can be combined with other deep learning models (e.g.,
CNNs, RNNs) for tasks involving both graph and
non-graph data

Difficulty in handling large and dynamic graphs
May struggle with generalizing to unseen graph
structures
Learned features might be difficult to interpret
May struggle with very deep or long-range
dependencies in graphs
Training complex GNNs can still be
computationally expensive
Requires careful design to ensure compatibility and
efficient information flow

Table 4 CNN for sentiment analysis

References Year Sentiment analysis
tasks

Language Deep learning
model

Dataset Dataset
size

Accuracy or F1 score

[112] 2021 Consumer sentiment
analysis

English CNN-LSTM Twitter Airline
Data

14,640 Acc � 91.3% & F1
� 87.5%

[113] 2021 Aspect-based
sentiment
classification

English CNN SemEval 2014 5000 Acc � 88.5% & F1
� 88.4%

[114] 2022 Document-based
sentiment analysis

English CNN IMDB 50,000 Acc � 92.0%

[115] 2019 Sentiment analysis Hindi CNN Hindi Movie
Reviews

7354 Acc � 95.4%

[116] 2020 Sentiment analysis English CNN-LSTM Twitter Dataset 1,600,000 Acc � 81.2%

[117] 2020 Sentiment analysis
based on
sentiment lexicon

Chinese SLCABG Chinese
e-Commerce
Site Review

100,000 Acc � 93.5% & F1
� 93.3%

[4] 2020 Sentiment
classification

Turkish CNN-LSTM Twitter Dataset 17,289 Acc � 82.1%
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category. Notably, some of these papers explore hybrid
approaches, combining CNNs with other algorithms to
improve model performance.

Table 5 highlights the use of recurrent neural networks
(RNNs) in sentiment analysis. Based on the performance
results, RNNs often rely on hybrid approaches to achieve
improvements compared to other algorithms. According to
the accuracy and F1 scores, RNN should not be considered
one of the major deep learning techniques to apply.

Table 6 highlights the use of long short-term memory
(LSTM), a variant of the recurrent neural network (RNN)
architecture, in sentiment analysis. LSTMs are widely used
for sentiment analysis tasks and have demonstrated compet-
itive accuracy. However, the findings suggest that LSTMs
often benefit from being combined with other algorithms
to achieve optimal performance. While the introduction of
BiLSTM (bidirectional LSTM) did not yield significant
improvements in this specific case, its effectivenessmay vary
depending on the sentiment task being analyzed.

Table 7 explores the use of the gated recurrent unit (GRU)
algorithm, another variant of the RNN architecture similar
to LSTM. The findings suggest that GRUs are not currently
the preferred choice for sentiment analysis experiments. This
aligns with the observed trend of hybrid approaches, where
GRU performance also appears to benefit from being com-
bined with other algorithms.

Table 8 highlights the use of BERT, a currently trend-
ing algorithm in the NLP domain. This table showcases a
significant number of published papers (20) that explore sen-
timent analysis using BERT. Notably, BERT demonstrates
strong performance not only with English datasets but also
exhibits comparable effectiveness with other languages. Fur-
thermore, BERT achieves competitive results even without
fine-tuning, surpassing other deep learning algorithms on
its own. When combined with other algorithms in a hybrid
approach, BERT’s performance remains unmatched, setting
a benchmark that other hybrid models struggle to reach.

Table 9 highlights the use of large language models
(LLMs) and in this case, we can see that LLMs work well
as a hybrid model. However, comparing the accuracy and F1
with the likes of BERT and GNN shows that this approach
is not a suitable option.

Table 10 highlights the use of graph neural networks
(GNNs). Based on the accuracy and F1 scores, GNNmodels
show promising results and in some instances, results may be
better than other deep learning techniques that offer similar
experimental approaches.

Based on the findings presented in Tables 4–10, Section
VI will discuss the performance variations of deep learning
algorithms for sentiment analysis.

5.2 Challenges in sentiment analysis

In the past few years, we have seen an increase in the num-
ber of publications published in sentiment analysis using
deep learning algorithms or publications trying to focus
on a specific sentiment task. Within these publications, the
experiments carried out have some limitations and these can
be classified as challenges because these are some com-
mon challenges that have been noticed in other publications.
Although publications and research are being carried out to
solve the limitations and gaps identified, many feel that this
will take an extended time. Table 11 highlights some of the
recent challenges observed in various publications ranging
from 2019 to 2024.

6 Discussions

In the below section, we look into the various attributes of
sentiment analysis after analyzing them and pay attention to
the six research questions.

6.1 Sentiment analysis tasks

Building on the findings from the literature review, this
section delves into sentiment analysis tasks. The literature
review highlighted various challenges in sentiment analysis
[31]. These challenges have now been categorized into spe-
cific tasks. Addressing these tasks can significantly advance
research outcomes.

Figure 4 illustrates the current research focus on sentiment
analysis tasks. Notably, aspect-based sentiment analysis and
general sentiment analysis remain key areas of investiga-
tion as researchers strive to improvemodel accuracy. Beyond
these core tasks, researchers are exploring new and emerging
sentiment analysis tasks that present exciting opportunities
for further exploration.

While general sentiment analysis and aspect-based senti-
ment analysis remain dominant research areas, a significant
opportunity exists to explore other sentiment analysis tasks.
Among the reviewed studies on general sentiment analysis,
research using CNNs with Hindi movie review data achieved
an accuracy of 95.4%. This represents the highest reported
accuracywithin this category.However, it is important to con-
sider that the chosen dataset (Hindi movie reviews)might not
be generalizable to other domains like social media (Twitter)
or movie reviews in a different language (IMDB). There-
fore, the accuracy might vary depending on the dataset used.
Similar considerations apply to the accuracy reported for
aspect-based sentiment analysis.
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Table 5 RNN for sentiment analysis

References Year Sentiment
analysis tasks

Language Deep learning
model

Dataset Dataset size Accuracy or F1 score

[113] 2021 Aspect-based
sentiment
classification

English RNN SemEval2014 5000 Acc � 54.2% & F1
� 64.2%

[59] 2020 Sentiment
analysis

English RNN Sentiment140 1,600,000 Acc � 90.5% & F1
� 94.1%

[118] 2021 Aspect-based
sentiment
analysis

Arabic RNN-SVM Arabic Online
Review Dataset

1513 Acc � 95.4% & F1
� 93.4%

[119] 2020 Aspect-based
sentiment
analysis

English RNN-RecNN SemEval2014 5000 Acc � 81.4%

[120] 2024 Sentiment
analysis

English RNN + LSTM Twitter 100,000 Acc � 91.0%

[121] 2024 Sentiment
analysis

English SA-RNN-BERT University Online
Comments

3820 Acc � 84.0% & F1
� 83.0%

[122] 2023 Deep sentiment
analysis

English D-RNN (DSA) Twitter 10,000 Acc � 86.0% & F1
� 89.8%

Table 6 LSTM for sentiment analysis

References Year Sentiment analysis
tasks

Language Deep learning
model

Dataset dataset
size

Accuracy or F1 score

[123] 2021 Sentiment analysis
using
sentence-state

Sinhala S-LSTM Sinhala Online
Newspaper
Reviews

4,500,000 Acc � 87.9% & F1
� 87.9%

[124] 2021 Transparent
aspect-level
sentiment
analysis

English BiLSTM-DGCN Twitter Dataset 6051 Acc � 75.4% & F1
� 73.1%

[113] 2021 Sentiment analysis English LSTM-LDA Online Phone
Reviews of
OPPO, Huawei,
and Xiaomi

31,825 Acc � 89.5%

[125] 2020 Sentiment analysis English LSTM Amazon Review
Dataset

120,000 Acc � 70.0% & F1
� 70.3%

[8] 2022 Sentiment analysis Chinese LSTM Chinese Text
Corpora

3483 Acc � 83.2%

[126] 2020 Aspect-based
sentiment
analysis

English BiLSTM +
KGCapsAN

Twitter Dataset 6248 Acc � 88.5% & F1
� 70.7%

[127] 2024 Document-level
model

English LSTM + CNN Maritime Law
Legislation Data

98,000 Acc � 98.05%

The sentiment analysis tasks described above have been
the subject of extensive research and experimentation. How-
ever, a significant portion of this research has focused on
general sentiment analysis, which doesn’t delve into the spe-
cific aspects being evaluated. Future research directions aim
to move beyond basic sentiment classification. The goal is to
develop techniques that can:

• Differentiate between finer-grained sentiment categories:
This includes tasks like aspect extraction and catego-
rization, where the system identifies not just the overall
sentiment but also the specific aspects of an entity being
evaluated (e.g., positive sentiment toward a phone’s cam-
era but negative sentiment toward its battery life).
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Table 7 GRU for sentiment analysis

References Year Sentiment analysis
tasks

Language Deep learning
model

Dataset Dataset
size

Accuracy or F1 score

[128] 2022 Aspect-level
sentiment
analysis

English CPA-SA SemEval2014 400,000 Acc � 89.0% & F1 �
72.4%

[129] 2021 Intent-based
sentiment
analysis

English GRU IMDB 50,000 Acc � 89.0%

[125] 2020 Sentiment analysis English GRU Amazon Review
Dataset

120,000 Acc � 71.0% & F1 �
71.3%

[130] 2019 Aspect-based
sentiment
analysis

English B-RDAM SemEval2015 2000 F1 � 87.2%

[131] 2021 Aspect-based
sentiment
analysis

Chinese GRU-CNN Chinese Online
Review

120,000 Acc � 89.6% & F1 �
89.6%

[132] 2024 Sentiment analysis English MPNet-GRUs IMDB 50,000 Acc � 94.71%

[133] 2023 Sentiment analysis Chinese T-E-GRU Chinese Comments
Dataset

700,000 Acc � 90.09% & F1
� 90.07%

• Analyze sentiment intersubjectivity: This involves under-
standing whether an opinion expressed is personal or
reflects a broader sentiment.

• Predict financial volatility: Sentiment analysis can be used
to analyze financial news and social media data to poten-
tially predict fluctuations in the market.

• Extract and categorize entities: This involves identifying
and classifying the entities (people, organizations, prod-
ucts) being discussed in text data.

• Expand sentiment lexicons: This refers to developingmore
comprehensive dictionaries of words with emotional asso-
ciations.

• Perform advanced analysis tasks: This includes tasks like
sarcasm analysis, opinion polarity classification (strength
of positive or negative sentiment), emotion cause detection
and classification, and even recommending opinions based
on user preferences.

The research article by [31] identified these and other
potential areas for future exploration in sentiment analysis.

6.2 Deep learning algorithms

The literature review indicates that traditional approaches,
such as lexicon-based and rule-based methods, as well as
machine learning algorithms like Naive Bayes, Support Vec-
tor Machines, and decision trees, are no longer considered
themost suitable for sentiment analysis [1]. The review high-
lights that hybrid models and, particularly, deep learning
algorithms are now the preferred approaches for sentiment
analysis [1]. Figure 5 shows the most commonly used deep

learning algorithms. BERTby far is themost preferred option
due to it having the following attributes that include contex-
tual understanding, the ability to train large corpora, transfer
learning, word and sentence embeddings, handling out-of-
vocabulary, and performing fine-grained sentiment analysis.

However, even BERT’s performance is highly dependent
on the chosen dataset. As mentioned earlier, datasets can
vary in size, quality, and suitability for training a specific
model. Figure 5 highlights that SemEval andOnline Reviews
datasets are generally considered as decent choices. While
the Twitter dataset has not yet been explored with this model,
Figs. 6 and 7 illustrate the impact of dataset selection on
accuracy. The online reviews dataset yields BERT accu-
racy scores ranging from 84.0 to 97.7%, while the SemEval
dataset achieves accuracy between 87.0 and 95.2%. These
accuracy ratings are questionable because only three datasets
(IMDB, Catering Industry Dataset, and SST) had data sizes
that exceeded 50,000 sentences. IMDB had 50,000 with an
accuracy of 95.2%, Catering Dataset had 105,000 with an
accuracy of 88.6%, and SST had 400,000 with an accuracy
of 88.6%. Other datasets had data anywhere from 2961 to
16,000 sentences while experimenting with BERT.

Similarly, when we compare CNN, RNN, LSTM, GRU,
LLM, andGNNwith the online reviewsdatasetwe can expect
to see similar results where CNN and RNN both achieve
an accuracy score of 95.4%. LSTM achieves an accuracy
of 89.5% while GRU yields 89.6%. BERT outperforms all
these four models having achieved 97.7% accuracy. To get
the best results, we need to experiment using the same dataset
and the same preprocessing tasks to accurately compare the
models and determine which is best for future use cases.
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Table 9 LLMs for sentiment analysis

References Year Sentiment analysis
tasks

Language Deep learning
model

Dataset dataset
size

Accuracy or F1 score

[153] 2024 Sentiment analysis Arabic LLM + Ensemble SemEval2017 1823 Acc � 86.71% & F1
� 81.06%

[154] 2024 Financial sentiment
analysis (domain
specific)

English BLOOMZ (HAD) CMC 13,545 Acc � 87.67% & F1
� 92.95%

[94] 2023 Sentiment analysis English GPT3.5 + GPT4 +
InstructGPT3.5
(LLM
Negotiations)

Yelp 598,000 Acc � 96.3%

[155] 2023 Financial sentiment
analysis (domain
specific)

English LLM + RAG Twitter 2388 Acc � 88.1% & F1 �
84.2%

[156] 2023 Market sentiment
analysis (domain
specific)

English PaLM-540B Reddit Posts 20,000 Acc � 72.0%

[157] 2024 Sentiment
classification

English Llama 2 Amazon N/A Acc � 93.5%

[158] 2024 Emotion analysis English Distilled LLM Financial
Dataset

1,000,000 F1 � 84.0%

Table 10 GNNs for sentiment analysis

Reference Year Sentiment analysis
tasks

Language Deep learning
model

Dataset Dataset
size

Accuracy or F1 score

[96] 2024 Sentiment analysis Persian RGCN Digikala 100,000 Acc � 91.17% & F1
� 74.15%

[159] 2022 Sentiment analysis Chinese GNN-LSTM Weibo 120,000 Acc � 95.25% & F1
� 95.22%

[160] 2021 Sentiment analysis Chinese GACNN SMP-ECISA2019 19,917 F1 � 88.16%

[161] 2023 Aspect-based
Sentiment analysis

English RDGCN +
BERT

SemEval2014 3044 Acc � 87.49% & F1
� 81.16%

[162] 2024 Sentiment analysis English BUGE Movie Review 10,662 Acc � 80.44% & F1
� 79.73%

[163] 2024 Aspect-based
Sentiment analysis

English TextGT +
BERT

SemEval2014 3044 Acc � 92.21% & F1
� 81.48%

[164] 2021 Sentiment analysis English TGNN SST 9613 Acc � 83.1%

When it comes to selecting an online reviews dataset, we
should be careful as these generally could be manipulated
and yield a positive or higher accuracy. It is best to carry out
experiments with different datasets to see if you are getting
similar results. Not all deep learning architecture may be
suitable for a specific dataset which is why people opt for
hybrid solutions.

6.3 Applications

Sentiment analysis plays a pivotal role in various application
domains, including education, brand monitoring and busi-
ness intelligence, social media, finance, and stock market
monitoring, customer experience and service enhancement,
market research and analysis, politics, crime prediction, dis-
aster management, and demonetization. It creates value in
healthcare by analyzing patient feedback and mental health.
Product reviews and brand impressions help e-commerce,
while consumer sentiment insights help travel and hospi-
tality improve services. The entertainment industry benefits
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Table 11 Challenges identified in sentiment analysis tasks

References Sentiment analysis tasks Challenges

[165] Sentiment analysis The author focuses on Sentiment Analysis of Code-Mixed Data, Anaphora,
and Coreference Resolution, Spam Detection, Negation Handling, Word
Sense Disambiguation, Low-resource Languages, and Sarcasm Detection

[166] Sentiment analysis Challenges include Fake Reviews, Accuracy improvement of subjectivity
Detection, Subjectivity Detection, Context dependency, and Computational
cost

[20] Sentiment analysis Subjectivity and Tone, Setting and Polarity

[112] Sentiment analysis Various optimization methodologies, as well as machine learning models for
sentiment analysis, can be used to speed up the process. These techniques
include feature selection, dimensionality reduction, model pruning, and the
use of hardware accelerators. The goal is to reduce processing time while
preserving or improving model performance, resulting in faster results and
better decision-making

[167] Sentiment analysis In sentiment analysis, dealing with cynicism, mockery, and consequences is a
significant problem. When addressing the opinions, subject or phrase
variances must also be considered. If we assume that there is some
relationship between words with equal polarity and reviews, then a list of
keywords may help determine polarity. Datasets for sentiment analysis are
extremely domain-specific, yet at the same time, assembling or creating them
is difficult

[168] Sentiment analysis Heterogeneous characteristics of big data, analyzing sparse, uncertain, and
incomplete data, semantic relations in multi-source data fusion
Does sentiment analysis help in designing enterprise strategies?
The influence of the post and the impact of social bots need to be looked into

[169] Sentiment analysis The time-consuming nature of CNN and RNN algorithms in temporal
processing is a significant disadvantage, as character-level analysis takes
longer than word- and sentence-level structures

[98] Aspect-based sentiment analysis The author highlights Domain Adaptation, Technical Requirements,
Multilingual Application, and Linguistic Complications

[170] Aspect-based sentiment analysis Researchers need to focus on domain-dependent study, data preprocessing,
multilingual sentiment analysis, classifying multiple targets, and multimodal
Analysis

[171] Aspect Category sentiment analysis ACSA frequently lacks direct sentence presence, making it difficult for models
to reliably detect their context and placement

[172] Multi-classification sentiment analysis There has been little research on identifying hidden emotions in brief text

[151] Multi-domain aspect extraction Inconsistency of aspects from target and source domains and context-based
semantic distance between ambiguous aspects

[28] Multimodal sentiment analysis A problem that still has to be solved is domain adaptation, such as applying a
model developed for sentiment analysis of product reviews to the analysis of
microblog postings. How to handle ambiguous circumstances and irony is
another key difficulty for sentiment analysis. As an illustration, a sarcastic
compliment is intended to send a negative message

[173] Multilingual sentiment analysis Unexplored issues in MSA include less-studied levels, developing setups,
different representations, sentiment-specific techniques, and low-resource
languages and dialects

[30] Opinion summarization It is difficult to navigate through all the daily tweets to analyze important
topics. Blogs and social media posts lack any established guidelines, are
utterly chaotic, and noisy, and have a casual dialect. They frequently include
emoticons, sarcasm, and terms that aren’t found in dictionaries. Additionally,
they contain many spelling, grammatical, punctuation, and capitalization
errors as well as constantly changing rules, and are written by non-specialists.
This suggests that we cannot use a dictionary or knowledge base
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Table 11 (continued)

References Sentiment analysis tasks Challenges

[174] Opinion mining How can one tell which user reviews compare two applications? How can we
interpret user preferences and opinions based on comparison reviews?
Comparisons are made indirectly regarding the precision of comparative
sentence mining, new applications, generic-sounding apps, improvement in
precision, analysis of the market at large, topic distribution, user studies, and
tool support

[124] Transparent aspect-level sentiment
analysis

First, a few models consider the texts’ natural language semantic properties.
Second, many models take into account the target words’ locational features
while ignoring the connections between individual target words and between
entire sentences. Thirdly, many models in sentiment analysis lack
transparency in data gathering, processing, and result generation. Through
dependency syntax analysis, the proposed BiLSTM-DGCN model links the
target words with the related emotive terms

Fig. 4 Sentiment Analysis Tasks

Fig. 5 Deep learning algorithms
used in SA
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Fig. 6 Datasets used with BERT

Fig. 7 Accuracy/F1 scores for BERT vs. datasets

by analyzing audience reactions to media material, while
sentiment research helps the real estate and car industries
understand consumer mood. Sentiment analysis impacts
decisions across many domains, from environmental con-
cerns and fashion trends to technology adoption and parent-
ing guidance. However, rigorous domain-specific adaptation
and ethical data handling are crucial for its responsible usage.

The applications of sentiment analysis reach far and wide,
influencing the world in diverse ways. Some applications
have the potential to make a positive impact, such as those
focused on crime prevention or disaster response. Others
serve crucial functions within specific industries, like credit
risk assessment in banking or demand forecasting in manu-
facturing. Beyond these established applications, numerous
unexplored areas are ripe for sentiment analysis exploration.
These include:

• Finance and Risk Management: Optimizing markdown
strategies in retail, identifying fraudulent claims and tax
activities, and detecting credit card fraud and money laun-
dering in the banking sector.

• Predictive Maintenance: Analyzing data to anticipate
maintenance needs in the aerospace industry.

• Public Sector: Analyzing electronic health records to
understand disease patterns.

• VideoSurveillance:Extracting insights fromvideo footage
for security purposes.

• Vehicle-Based Services: Personalizing services based on
customer sentiment.

• Travel and Tourism: Tailoring travel recommendations
based on customer feedback.

Research in these areas has the potential to yield novel
solutions and significant advancements [175, 176].

Sentiment analysis can be a powerful tool within the
customer-business domain. Businesses can gain valuable
insights into product performance and customer satisfaction
by analyzing customer sentiment. Research has explored this
concept, focusing on understanding customer sentiment and
its impact on product success. However, a gap exists in the
development of user-friendly applications. Ideally, graphical
user interfaces (GUIs) could empower customers to make
informed choices based on sentiment analysis data. Simi-
larly, businesses lack real-time sentiment analysis tools to
track the performance of popular products. By bridging these
gaps, sentiment analysis canbe leveraged to benefit both busi-
nesses and their customers.

6.4 Language scope

English is the most commonly used language in sentiment
analysis research due to its relative ease of processing.
However, even English, despite its perceived simplicity for
humans, presents challenges for sentiment analysis mod-
els. Jargon, sarcasm, and idioms can be particularly difficult
to interpret and categorize as positive, negative, or neutral.
Figure 8 identifies and shows the popular languages used
in the latest experiments that are also highlighted above as
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Fig. 8 Languages used in SA experiments

well. This dominance of English in research creates signifi-
cant opportunities for exploring sentiment analysis in other
languages.

6.5 Datasets

Datasets play a crucial role in training sentiment analysis
models. The more data a system is trained on, the better it
may understand and process future data. Figure 9 illustrates
that “Online Reviews”, “SemEval”, “Twitter”, and “IMDB”
datasets are popular choices. Online review datasets can
range from 1000 to over 1.6 m rows of data, while SemEval
datasets typically contain 3000 to 15,000 + rows. It is impor-
tant to note that all types of datasets, which are usually stored
in editable CSV files, can be manipulated.

6.6 Challenges

Our research identified several persistent challenges in sen-
timent analysis, particularly regarding sarcasm and irony
detection [62]. Some researchers propose that hybrid mod-
els incorporating the BERT transformer architecture may
offer solutions to these limitations [5]. This area presents a
promising avenue for further investigation. Other identified
challenges include dataset inconsistency, emotion discovery,
and negation handling.

From the above challenges, we can categorize key take-
aways into four different challenge types: data and annotation
challenges, modeling and computational challenges, social
media and user-generated content challenges, and trans-
parency and explainability challenges.

6.6.1 Data and annotation challenges

• Code-mixed data: Analyzing text sentiment that mixes
multiple languages.

• Anaphora andCoreferenceResolution:Understanding ref-
erences back to previously mentioned entities.

• Spam Detection: Identifying and filtering out irrelevant or
misleading content.

• Negation Handling: Accurately interpreting the sentiment
when negation words are present.

• Word Sense Disambiguation: Determining the intended
meaning of a word with multiple possible senses.

• Low-resource Languages: Limited training data for senti-
ment analysis in less common languages.

• SarcasmDetection: Identifying text that conveys the oppo-
site meaning through irony.

• Fake Reviews: Detecting fraudulent or misleading reviews
that distort sentiment analysis results.

• Data Bias: Datasets can be skewed toward certain view-
points or sentiment polarities.

• Domain Specificity: Models trained on one domain might
not generalize well to others.

• Data Scarcity: Difficulty in acquiring and creating large,
high-quality datasets for training models.

• Heterogeneous Big Data: Dealing with the complex and
diverse nature of big data for sentiment analysis.

• Sparse,Uncertain, and IncompleteData:Handlingmissing
or unreliable information within data.

6.6.2 Modeling and computational challenges

• Accuracy Improvement: Continuously improving the
accuracy of sentiment analysis, particularly for subjectiv-
ity detection.

• Context Dependency: Taking into account the surrounding
context to understand sentiment accurately.

• Computational Cost: Balancing processing speed with
model performance, especially for complex algorithms
like CNNs and RNNs.

• Domain Adaptation: Adapting models trained on one
domain to work effectively in another.

• Multilingual Applications: Developing sentiment analysis
models that can handle multiple languages effectively.

• Linguistic Complications: Dealing with the complexities
of human language, such as ambiguity and irony.

• Aspect-Based Sentiment Analysis (ABSA): Identifying
sentiment toward specific aspects of a product or service
within the text.

• Hidden Emotion Detection: Recognizing subtle emotions
in short text snippets.

• Unexplored Issues in Multimodal Sentiment Analysis
(MSA): Exploring sentiment analysis in non-text formats
like audio or video.

123



International Journal of Data Science and Analytics

Fig. 9 Popular datasets used in
experiments

6.6.3 Social media and user-generated content challenges

• Information Overload: Filtering and analyzing vast
amounts of social media data efficiently.

• Informal Language: Dealing with informal writing styles,
slang, emoticons, and grammatical errors common in
social media posts.

• Evolving Language: Keeping pace with the constantly
changing nature of online language.

• Comparison Review Analysis: Understanding how users
compare different products or services in their reviews.

6.6.4 Transparency and explainability challenges

• Model Transparency: Understanding how sentiment anal-
ysis models reach their conclusions.

• Data Bias: Mitigating biases present in the data used to
train sentiment analysis models.

Furthermore, the above discussion has assisted me with
answering my research questions:

RQ1: While general sentiment analysis and aspect-based
sentiment analysis remain well-researched areas, several
promising avenues exist for further exploration. Fine-grained
sentiment analysis, which delves into more nuanced classi-
fications, and irony/sarcasm detection are gaining traction.
Additionally, aspect extraction, emotion analysis, multilin-
gual sentiment comprehension, temporal sentiment tracking,
and user-level sentiment analysis are emerging areas of inter-
est.As technology evolves, exploring these nuanced tasks can

significantly enhance our understanding of user opinions in
diverse contexts.

RQ2: Various deep learningmethods are employed in sen-
timent analysis, which focuses on identifying emotions from
text. RNNs excel at processing sequences by remember-
ing past information, with LSTM and GRU variants adept
at capturing long-range dependencies. CNNs, originally
designed for image processing, can also be applied to capture
localized text patterns. Transformer models, which leverage
attention mechanisms to understand global word relation-
ships, have been a major breakthrough, offering impressive
performance. While transformer-based models, particularly
BERT variants, often shine due to their contextual aware-
ness, the ultimate “best” algorithm depends on the specific
dataset, available training data, and the unique problem being
addressed. Experimentation is crucial for achieving optimal
performance.

RQ3: Deep learning models offer significant value in
real-world applications like customer feedback analysis. To
leverage them effectively, here’s a recommended approach:

• Data Preparation: Assemble a diverse dataset and prepro-
cess the text for optimal model training.

• Model Selection: Choose a suitable deep learning architec-
ture, potentially considering pre-trained models for their
contextual understanding.

• Fine-tuning: Fine-tune the chosen model on your specific
customer feedback data to tailor it to your domain.

• Aspect-Based Analysis: Consider using aspect-based sen-
timent analysis to dissect feedback sentiment toward
specific aspects of your product or service.
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• Real-Time Processing: Establish a real-time processing
pipeline to continuously analyze new feedback data.

• Model Evaluation: Regularly evaluate the model’s per-
formance using appropriate metrics to identify areas for
improvement.

• ChallengeMitigation:Address challenges like imbalanced
data and customize the model for industry-specific lan-
guage.

• User Interface: Develop a user-friendly interface for easy
input and result visualization.

• CRM Integration: Integrate sentiment analysis with your
CRM system for practical use of insights.

• Feedback Loop: Establish a feedback loop to continuously
improve the model’s performance.

• Ethical Considerations: Adhere to ethical considerations
and data privacy regulations throughout the process.

By following these steps, deep learning models can be
harnessed to power accurate sentiment analysis, empowering
businesses with actionable insights from customer feedback.

RQ4: The performance of deep learning models in senti-
ment analysis can vary significantlywhen applied to different
domain or language datasets. Language structure, cultural
expressions, and contextual nuances all contribute to this dis-
parity.Models trained on data from one domainmay struggle
when confronted with data from another domain due to vari-
ations in attitudes and language patterns. Similarly, model
performance varies across languages due to distinct syntacti-
cal elements, idiomatic expressions, and cultural references.
The availability and quality of training data also change
across domains and languages, further impacting model effi-
cacy. While pre-trained models offer a valuable starting
point, their effectiveness can be influenced by domain and
language shifts, often requiring further fine-tuning. Addi-
tionally, issues like code-switching, multilingualism, and
resource constraints need to be addressed. Successful solu-
tions, such as cross-lingual transfer learning and domain
adaptation techniques, can alleviate these difficulties, result-
ing in improved sentiment analysis results across the board.

RQ5: Several established datasets serve as essential
benchmarks in the field of sentiment analysis using deep
learning techniques:

• IMDb Movie Reviews: This dataset offers a large collec-
tion of movie reviews labeled with positive or negative
sentiment, making it a valuable resource for general sen-
timent analysis tasks.

• Amazon Product Reviews: This dataset contains reviews
related to various products, facilitating evaluations within
the product context.

• Twitter SentimentAnalysisDataset: This dataset is specifi-
cally designed for socialmedia sentiment analysis, encom-
passing brief and informal tweet expressions.

• SemEval Sentiment Analysis Datasets: These datasets
encompass multilingual and multi-domain problems,
reflecting the complexities of real-world scenarios.

• Online Reviews Sentiment Datasets: These datasets focus
on sentiments regarding specific products and services.

Collectively, these datasets enable the training, assess-
ment, and comparison of deep learning models in sentiment
analysis. However, choosing datasets that are specifically
tailored to the task at hand remains crucial for optimal per-
formance.

RQ6: Sentiment analysis faces several challenges due to
the inherent complexities of human language. Sarcasm and
irony pose significant difficulties, as models often struggle
to recognize these linguistic strategies where the intended
meaning differs from the literal wording. Capturing the
nuances of these expressions requires a deeper understand-
ing of context, cultural references, and tone. Additionally,
mitigating the influence of data imbalances, domain shifts,
and multilingual complexities is crucial for improving sen-
timent analysis. Developing ethical and unbiased models,
along with increasing contextual memory and addressing
privacy concerns, are all critical areas that require further
attention. By tackling these challenges, future research can
enablemodels to effectively capture the vast spectrum of sen-
timents expressed in human language, leading to significant
advancements in sentiment analysis capabilities.

7 Future works

This research has identified several promising avenues for
further exploration in sentiment analysis. These future works
can be broadly categorized into challenges related to tasks,
data, and models.

7.1 Challenges related to tasks

The field of sentiment analysis can benefit from exploring
new and emerging sentiment tasks that go beyond basic sen-
timent classification. Fine-grained sentiment analysis offers
a more nuanced understanding by delving into detailed clas-
sifications beyond positive, negative, or neutral. Similarly,
irony and sarcasm detection can help models capture the
intended meaning behind words, even when they contradict
the literal sentiment. Extracting aspects and understanding
emotions from text can provide deeper insights into user
opinions. Expanding sentiment analysis to handle multiple
languages and track sentiment changes over time broadens
its applicability in a globalized world.

Develop and evaluate hybrid deep learning models that
integrate different architectures (e.g., transformers, recur-
rent neural networks) to tackle intricate sentiment analysis
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tasks like sarcasm and irony detection. These models could
leverage the strengths of each approach to achieve superior
performance and capture the nuances of human expression.
Finally, comprehending sentiment at the user level can be
crucial for understanding individual perspectives within a
larger dataset.

7.2 Challenges related to data

Data quality and availability present several challenges in
sentiment analysis. Imbalanced datasets, where one senti-
ment might be heavily overrepresented, can skew model
performance. Models trained on data from one domain may
not perform well when applied to a different domain due to
domain shift issues. Additionally, the increasing prevalence
of code-switching and multilingual data necessitates solu-
tions for handling these complexities. Integrate sentiment
analysis with XAI techniques to gain insights into how mod-
els arrive at their sentiment classifications. This transparency
can be crucial for building trust and ensuring the responsible
use of sentiment analysis in various domains.

7.3 Challenges related tomodels

Developing more robust deep learning architectures specif-
ically designed for sentiment analysis tasks can improve
overall accuracy and effectiveness. Furthermore, increasing
the contextual memory of models is crucial for capturing
the intricate relationships within the text and accurately
interpreting sentiment. However, advancements in model
development must be accompanied by a focus on ethical con-
siderations and mitigating bias to ensure fair and responsible
sentiment analysis. Finally, addressing privacy and security
concerns associated with user data is paramount for building
trust and ensuring the responsible use of sentiment analysis
in real-world applications.

Investigate and develop cutting-edge deep learning archi-
tectures specifically tailored for sentiment analysis tasks.
This could involve advancements in areas like transform-
ers and recurrent neural networks to achieve higher accuracy
and efficiency.

7.4 Generative models for sentiment analysis

This research primarily focused on deep learning architec-
tures for sentiment analysis. However, a recent and exciting
development in the field involves the exploration of gen-
erative models like ChatGPT for sentiment analysis tasks.
Generative pre-trained transformers (GPTs) like ChatGPT
are capable of generating realistic and coherent text. Their
potential application in sentiment analysis lies in two key
areas:

Data Augmentation: One of the major challenges in senti-
ment analysis is the availability of large, high-quality labeled
datasets. Generative models can create synthetic data with
specific sentiment labels [177]. This artificially generated
data can then augment existing datasets, improving the
training process and generalizability of sentiment analysis
models.

Sentiment Simulation: Generative models can simulate
human sentiment expression in various contexts. This can
be valuable for tasks like sarcasm detection, where models
need to understand the subtle nuances of language that con-
vey a sentiment different from the literal meaning [178]. By
simulating different types of sarcasm and irony, researchers
can develop models that are better equipped to identify these
complex linguistic features.

While generativemodels offer promisingpotential for sen-
timent analysis, there are also challenges to consider:

Quality Control of Generated Data: The quality of syn-
thetic data generated by GPTs is crucial for its effectiveness
in sentiment analysis. Techniques to ensure the accuracy
and consistency of generated sentiment labels are necessary
[179].

Bias and Fairness: Generative models themselves can
inherit biases present in the data they are trained on. It is
essential to develop methods for mitigating bias in gener-
ated data to ensure fair and responsible sentiment analysis
applications [180].

By tackling these future research directions, we can sig-
nificantly enhance the capabilities of sentiment analysis and
unlock its full potential for various real-world applications.

8 Conclusions

In conclusion, sentiment analysis has emerged as a trans-
formative force with its applications revolutionizing diverse
fields like education, brand management, finance, and dis-
aster response. This analytical tool empowers businesses
and organizations to shape strategies, improve customer
relations, and make data-driven decisions with greater con-
fidence.

Sentiment analysis has transcended basic sentiment clas-
sification, delving deeper into the intricacies of human
expression. Tasks like fine-grained sentiment analysis and
aspect-based sentiment assessment unveil nuanced insights,
enabling a more comprehensive understanding of opinions
and emotions.

Successfully navigating the landscape of sentiment anal-
ysis requires a strategic interplay between datasets, tech-
niques, and language considerations. While established
datasets like IMDb Movie Reviews and Twitter Sentiment
Dataset provide valuable resources, the choice of data should
be meticulously aligned with the specific analysis goals.

123



International Journal of Data Science and Analytics

Deep learning techniques, particularly the versatile BERT
model, offer a powerful combination of contextual under-
standing and transfer learning capabilities. However, the
optimal algorithm for a given task depends on factors such
as computational resources, domain relevance, and the intri-
cacies of the target language. BERT on its own is a powerful
algorithm but pairedwith the likes of RNN, LSTM, andGNN
in hybrid ensures better accuracy for sentiment analysis.

Despite its advancements, sentiment analysis still grap-
ples with challenges. The complex puzzle of sarcasm and
irony detection necessitates the development of solutions that
can decipher the subtle nuances of human communication.
Additionally, ethical considerations surrounding privacy and
bias remain paramount, especially when dealing with sensi-
tive data in healthcare or criminal prediction. Furthermore,
the exploration of novel sentiment tasks beyond conventional
classifications presents exciting opportunities for researchers
to unearth new insights and methodologies.

As sentiment analysis continues to evolve, its journey
reflects a relentless pursuit of accuracy, relevance, and ethical
integrity. This dynamic field indicates researchers and practi-
tioners to delve deeper, harnessing the power of cutting-edge
algorithms, expansive datasets, and cross-disciplinary col-
laboration. In essence, sentiment analysis ismore than just an
analytical tool; it is a transformative force driving innovation,
fostering deeper understanding, and empowering informed
decision-making across industries and languages.
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