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Abstract

The established performance of existing transformer-based language models, delivering state-of-the-art results on numerous
downstream tasks, is noteworthy. However, these models often face limitations, being either confined to high-resource lan-
guages or designed with a multilingual focus. The availability of models dedicated to Arabic dialects is scarce, and even those
that do exist primarily cater to dialects written in Arabic script. This study presents the first BERT models for Moroccan Ara-
bic dialect, also known as Darija, called DarijaBERT, DarijaBERT-arabizi, and DarijaBERT-mix. These models are trained
on the largest Arabic monodialectal corpus, supporting both Arabic and Latin character representations of the Moroccan
dialect. Their performance is thoroughly evaluated and compared to existing multidialectal and multilingual models across
four distinct downstream tasks, showcasing state-of-the-art results. The data collection methodology and pre-training process
are described, and the Moroccan Topic Classification Dataset (MTCD) is introduced as the first dataset for topic classification

in the Moroccan Arabic dialect. The pre-trained models and MTCD dataset are available to the scientific community.
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1 Introduction

The utilization of “transformers” [1] and language mod-
els (LMs) in scientific literature related to natural language
processing (NLP) has witnessed a substantial increase in
recent years, particularly highlighting the BERT model (Bidi-
rectional Encoder Representations from Transformers) [2].
However, the widespread use of BERT and analogous mod-
els is predominantly limited to high-resource languages,
including English (BERT), French (CamemBERT [3]), Span-
ish (BETO [4]), and a multilingual BERT model trained
on Wikipedia across 104 languages. This discrepancy is
attributed to the wealth of available data for these languages,
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a circumstance not mirrored in the case of low-resource lan-
guages.

The Arabic language stands out as a prime example of
a low-resource language, lacking dedicated models, espe-
cially tailored to its diverse dialects. Presently, the landscape
includes just three monodialectal BERT models for Arabic:
SudaBERT [5], TunBERT [6], and DziriBERT [7]. Other
models are either multidialectal or exclusively focused on
modern standard Arabic (MSA), significantly distinct from
dialectal Arabic (DA). Although there exist multidialectal
models encompassing various dialects, incorporating certain
aspects of the Moroccan dialect, the representation of the
Moroccan dialect in existing language models remains con-
strained. The scarcity of models dedicated to the Moroccan
dialect limits the available options, compelling researchers to
predominantly rely on multilingual or multidialectal models
for language understanding and processing tasks.

Existing multilingual models have a restricted focus on
representing the Arabic language, let alone its dialects [8].
Whereas multidialectal models lack the specificity needed
for an accurate representation of the Moroccan dialect, often
leading to the loss of dialect-specific features. Moreover,
there is no assurance of a satisfactory representation of
dialectal vocabulary, given the substantial differences among
Arabic dialects.
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In Morocco, MSA is the language used in official domains
and taught in schools, while Darija, a blend of MSA,
Amazigh, French, and Spanish, serves as the vernacular
language widely spoken in everyday life. Previously solely
spoken, Darija has recently acquired a written form due to
the widespread use of social networks and increased access
to technology. Nevertheless, owing to its recent emergence
in written form, Darija lacks standardization in its written
format and lacks established grammatical or syntactic rules.

Hence, implementing NLP applications that utilize text
written in the Moroccan dialect necessitates a specialized
BERT model. This paper presents three BERT models specif-
ically developed for the dialect: DarijaBERT, DarijaBERT-
arabizi, and DarijaBERT-mix, marking the initial imple-
mentation of BERT models exclusively dedicated to Darija,
regardless of its written form in either Arabic or Latin
script. Furthermore, the paper presents a benchmark of exist-
ing datasets containing Darija texts and introduces the first
dataset specifically crafted for topic classification in this
dialect.

The contributions of this paper are:

e Development of DarijaBERT, the first Moroccan dialect
transformer language model, with three different vari-
ants:

— DarijaBERT: Trained on Moroccan dialect written in
Arabic letters

— DarijaBERT-arabizi: Trained on Moroccan dialect
written in Latin letters

— DarijaBERT-mix: Trained on a larger dataset includ-
ing both Arabic and Latin letters

e Introduction and release of MTCD, the first annotated
dataset for Moroccan Arabic topic classification
e Fine-tuning and application of the models to:

Dialect identification
Sentiment analysis

— Sarcasm automatic detection
— Topic classification

e Release of DarijaBERT models on Github and Hugging-
face Hub.

The paper is organized in the following sections: Sect. 2
offers an overview of related work, Sect. 3 describes the
approach used for data collection and models pre-training,
Sect. 4 presents the evaluation process, Sects. 5 and 6 present
and discuss the results, and the work is finally summarized
in Sect. 7.
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2 Related work

Arabic, as a language, displays diglossia, where MSA is
employed in formal settings like communication, newspa-
pers, and education, while the dialects dominate everyday
life and social media. Designing NLP systems specifically for
Arabic dialects poses challenges due to the limited availabil-
ity of data and the intricate syntax and morphology of these
dialects. Moroccan Arabic exhibits syntactic complexity due
to the utilization of diverse sentence structures, as outlined
by Meftouh et al. [9]. On the morphological dimension,
the application of various affixes in Moroccan Arabic con-
tributes to the formation of more intricate lexemes compared
to MSA. An illustrative instance is the verb J (to write),

which can be modified to SO (he is writing) or LGl
(he will write) through the introduction of affixes K and L&
in conjunction with . In contrast, MSA represents these

verbs as oSG and u&.« Furthermore, the incorporation

of a straightforward negation in Moroccan Arabic involves
greater morphological complexity than its MSA counterpart.
In the former, the verb transforms into J..aﬁ" § W (he is not

writing) entailing the addition of four affixes, whereas in
MSA, it is rendered as _o Y.

While the first BERT model was published in 2018, it
was not until 2020 that the first MSA-specific models, such
as AraBERT [10] and ArabicBERT [11], were introduced.
The first dialect-specific models [5—7] were only published
in 2021, three years after the release of the original BERT
model.

AraBERT was the first model specifically designed for
MSA, trained on a 23-GB text corpus consisting of approx-
imately 3 billion words. It served as the reference model
for MSA until the publication of ARBERT [12], a sub-
sequent MSA-specific model that was trained on a larger
corpus of 61 GB (6.5 billion tokens) and achieved state-
of-the-art results on downstream MSA-related tasks. The
authors of ARBERT later introduced a multidialectal model,
called MARBERT [12], trained on a corpus of 128 GB
(15.6 billion tokens) incorporating texts from various Ara-
bic dialects. Although multilingual models like mBERT and
XLM-RoBERTa [13] are available for other languages, the
scarcity of monodialectal models for Arabic persists as a
substantial concern.

SudaBERT, TunBERT, and DziriBERT are the only exist-
ing models in this sense for Sudan, Tunisia, and Algeria,
respectively, among the 22 Arab countries. These models
were trained on various sources of text data, including 7
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million sequences from Twitter and Telegram public chan-
nels for SudaBERT, 500 thousand Tunisian social media
comments for TunBERT, and 1 million tweets for DziriB-
ERT. Currently, there is a lack of a dedicated model for the
Moroccan dialect. The use of a multidialectal model such
as MARBERT presents two significant limitations. Firstly,
the support for multiple dialects results in reduced cover-
age of dialect-specific features and vocabulary. Secondly, the
representation of the Moroccan dialect in the MARBERT
dataset is expected to be inadequate, given that Twitter is
more widely used in Gulf countries than in Morocco. Addi-
tionally, CAMeLBERT [14] offers three different models
for MSA, dialectal, or classical Arabic, while Qarib [15] is
another model that is based on both MSA and multidialectal
corpora.

It is worth noting that, except for DziriBERT, which
includes some text written in Latin characters (the proportion
of which is unknown), all other models exclusively recognize
dialects written in Arabic characters. This poses a disad-
vantage for these models, as they neglect a crucial form of
the Arabic dialect commonly employed on social networks,
known as Arabizi.

3 Methodology
3.1 Data collection

Having resources like Wikipedia and news articles for train-
ing BERT models is crucial for high-resource languages
like English. Unfortunately, this is not the scenario for low-
resource languages such as Darija. Furthermore, considering
the distinct situations and contexts in which dialects are uti-
lized compared to MSA is crucial when collecting data in
Darija. This requires a careful consideration of the diver-
sity and representativeness of the texts, while ensuring that a
sufficient amount of data is collected to effectively train the
models.

The written form of the Moroccan dialect is predominantly
found on social media and the internet and can be written in
either Arabic or Latin characters (referred to as Arabizi in
the latter case, see Sect.3.4.2). Hence, three sources were
selected for this purpose: YouTube, Twitter, and “Qessas”,!
a forum website specializing in stories written in Darija.’
Following that, a collection method tailored to each of these
sources was adopted.

1 https://9isas.modareb.info/.

2 No copyright claims have been made by the anonymous writers or
organizers, and we explicitly state that we do not assert any copyrights
to the text. The collected data is exclusively utilized for training models
and is not disseminated or shared in any manner.

For the 9essas website, the process involved straightfor-
ward scraping of the various stories from the website, given
their exclusive use of Darija. The scraped text was divided
into homogeneous sentences and through experimentation,
it was established that sentence sequences of approximately
40 words were optimal. As a result of this process, a dataset,
named “Stories" was formed, which consisted of approxi-
mately one million sequences.

For YouTube, comments were scraped from the most pop-
ular videos in Morocco as identified through Social Blade?
and HypeAuditor.4 A total of 46,106,073 comments were
collected from 40 different channels. Channels primarily
focused on music, religious content, or non-Moroccan con-
tent were excluded due to the predominantly song-related or
mixed language nature of the comments in these channels.
Subsequently, considering the mixture of comments in MSA,
French, English, and other languages, comments written pri-
marily in Latin characters were filtered out. Constructing
the final YouTube dataset involved a two-step process. In
the first step, a logistic regression classification model was
developed using a dataset of 560,000 Darija comments ran-
domly selected from Moroccan channels and 560,000 MSA
sequences from the Sabanews dataset [16], this model was
70% accurate. To further enhance the model’s performance,
the logistic regression model was applied iteratively to the
data, retaining only sequences with a prediction probabil-
ity of at least 90%. The prediction probability, derived from
the softmax output of the logistic regression model, repre-
sents the model’s confidence in classifying a given sequence
as belonging to the Moroccan dialect. Sequences that met
or exceeded the 90% prediction probability threshold were
considered highly likely to be in Darija and were included
in the training dataset for subsequent iterations. This iter-
ative process, often referred to as a self-learning method,
allowed the model to learn from its own predictions and
gradually improve its ability to accurately classify Darija
comments. This method resulted in the retrieval of 4 million
comments in Darija. For the remaining comments, with a
probability below 90%, a rule-based learning approach was
applied. The selection of keywords for this step involved
excluding commonly used words in MSA to focus on cap-
turing the unique features of the Moroccan dialect. Multiple
preprocessing techniques were applied, including removing
punctuation marks, filtering out short words, and excluding
laughing interjections. From the preprocessed dataset, the
most frequently used non-MSA words in the Stories dataset
were identified. The top 350 keywords were selected, repre-
senting the most commonly used non-MSA words specific
to the Darija dialect. This step resulted in the retrieval of an
additional 2 million comments.

3 https://socialblade.com/.
4 https://hypeauditor.com/.
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In the second step, a sample of the total 6 million com-
ments (4 million from the self-learning method and 2 million
from the rule-based learning process) along with Stories and
a sample of Twitter data were used to train DarijaBERT
(see Sect. 3.4.1). Subsequently, DarijaBERT was utilized as
a filtering mechanism for the initial dataset of 46,106,073
YouTube comments, aiming to obtain more refined predic-
tions. In this filtering process, only comments identified as
Darija, with a prediction threshold of at least 80%, were
retained. Choosing this threshold aimed to ensure the inclu-
sion of a broader spectrum of valid Darija comments while
maintaining a high level of accuracy in their classification.
Notably, owing to DarijaBERT’s superior classification per-
formance compared to logistic regression, it enables the
extraction of more precise Darija sequences even at lower
thresholds. As a result, a total of 5.5 million YouTube com-
ments written in Darija were retrieved. To ensure the validity
of the collected dataset, manual validation is performed on a
subset of 1,000 comments. This subset consisted of five sam-
ples, each comprising 200 comments, and was evaluated by
anative Darija speaker. The evaluation resulted in an average
accuracy rate of 92%(+£ 3%).

The process of filtering comments written in Latin charac-
ters was distinct from filtering those written in Arabic script.
In addition to Arabizi (Darija written in Latin letters), com-
ments written in French were commonly included in this
subset. To extract Arabizi comments, the LangDetect Python
library was utilized to remove comments identified as French.
The resulting dataset, referred to as Arabizi, consisted of 4.6
million comments.

For Twitter, The list of keywords from the Stories dataset
was refined to create a more focused selection of 31 words
specific to the Moroccan dialect®. This refinement aimed
to improve the relevance and quality of the collected data
by focusing on Moroccan-specific topics and keywords that
are likely to capture Darija tweets. In contrast to YouTube
comments, which require post-gathering filtering, on Twit-
ter, Darija tweets were directly collected using the selected
keywords, eliminating the need for additional filtering. The
keyword selection process for the Twitter comments involved
excluding common keywords shared between the Algerian

S‘Jj—it!{‘qi{b‘dt:{jﬂéﬁl{éﬁjjm {‘d}*‘{
LM)J‘.>4C.KA<LJ}JA;>>&;\AJL> L")(j.}\ij\{(\o‘jLur:J

coglesia cogladiy dj.\igadﬁ}aj (S9N (Gu K AM)U4J5M

dJLM‘ 425\4.:“ tWJJ ( &aaadl cg\;lijo Au:u\iKA L@qu\English
translation you see, he’s laughing, beautiful, she’s crying/you’re
crying, well, that, he’s watching, she’s watching/you’re watching,
okay, they’re adding, now, of, disgusting person, beauty, stupid, shame,
we don’t stay anymore/we won’t continue to, thugs, gibberish, he
speaks, little kid, I speak, they send him, they send him, the commercial
intermediaries, there is no, good, frustration, beautiful, a week, the
children/the boys.
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and Moroccan dialects, as well as MSA, focusing on spe-
cific keywords unique to the Moroccan dialect. Indeed, the
keyword selection process for the Twitter comments closely
aligned with the tweet retrieval process. The observation was
made that certain keywords predominantly retrieved Moroc-
can tweets, while others yielded a mix of Moroccan and
Algerian tweets. This indicated that the selected keywords
were not specific enough to the Moroccan dialect. Based
on this observation, the decision was made to exclude key-
words that were shared between the Moroccan and Algerian
dialects®. Furthermore, Very short keywords’ and ambiguous
words were eliminated to ensure clarity and reliability of the
dataset. To validate the collected data, a manual validation
was conducted on a subset of 1,000 tweets, consisting of five
samples of 200 tweets each. The tweets were evaluated by a
native Darija speaker, resulting in an average accuracy rate
of 94%(+2%). As a result of this methodology, a corpus of 3
million tweets written in Darija was successfully collected.

3.2 Data preprocessing

The preprocessing steps applied to the sequences aimed
to preserve their similarity to the original sequences while
ensuring data standardization. Specifically, the Arabizi dataset
underwent the following modifications: Repeated charac-
ters were consolidated into a single instance, hashtags, user
mentions, and URLs were replaced with the tokens “HASH-
TAG,” “USER;” and “URL,” respectively. Only sequences
with a minimum of three Latin words were retained and all
Latin words were converted to lowercase. A similar method-
ology was applied to the dataset containing Arabic letters,
with the exception that only sequences containing a mini-
mum of two Arabic words were retained, and the Tatweel
character (letter elongation) and diacritics were removed
(as illustrated in Table 1). Although sequences may con-
tain non-Arabic words, they were maintained in order to
preserve the overall meaning of the sequences. Attempts
to train a model using a dataset that excluded non-Arabic
words led to suboptimal performance and were consequently
discarded. The evaluation of the training process output
involved native Darija speakers participating in MASK fill-
ing tasks on diverse Darija sentences. The model configured
in this manner encountered challenges in delivering contex-
tually accurate and semantically meaningful completions for
masked words in a majority of instances.

6 Some Algerian/Moroccan words: . zuiJLSLo lQ}.‘oJK
7 Some short keywords: » Au%) ey 3]
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Table 1 Examples of

preprocessing steps Raw text

Preprocessed text

03958 U Law
O ni s e n sl oK anly g WG LIS U

O3k Y L
s s nE sl oK aaly & WG LU

3.3 Pre-training setup

The three models employed the same architecture, which
was based on the BERT-base architecture [2]. The architec-
ture consisted of 12 encoder blocks, 768 hidden units, and 12
attention heads. Whole-word masking was applied during the
training process with a 15% replacement probability. Tokens
selected for replacement were substituted with the [MASK]
token in 80% of cases, a random token in 10% of cases, and
the original token in the remaining 10%. The batch size was
set to 512, and the maximum sequence length was fixed at
128. It is worth noting that in the conducted experiments,
only the masked language modeling (MLM) task was uti-
lized, omitting the Next Sentence Prediction (NSP) task. This
decision was based on compelling evidence from recent stud-
ies [17-19] illustrating the minimal impact of the NSP task
on model performance. Also, given the independent nature
of the majority of the sequences in the dataset, incorporation
of the NSP task was deemed unnecessary.

A WordPiece tokenizer [20] was utilized to generate 80k,
110k, and 160k tokens for DarijaBERT, DarijaBERT-arabizi,
and DarijaBERT-mix, respectively. The models were trained
using Google’s Tensorflow Research Cloud (TRC?) TPU
v3.8 with the aid of the HuggingFace trainer. The learning
rate for all models is set to 1e~*. The hyperparameter settings
were chosen in accordance with the recommendations from
the original BERT paper to ensure consistency with estab-
lished practices and achieve optimal performance. The batch
size was based on available memory capacity. Additionally,
considering the nature of our data, which comprises short
sequences like comments and tweets, we set the sequence
length to 128.

3.4 Models
3.4.1 DarijaBERT

The first model developed was DarijaBERT, trained specifi-
cally on sequences composed of Arabic letters. The training
dataset for this model was created using a sample of 1 million
tweets and 1 million YouTube comments obtained during the
initial filtering step (Sect. 3.1), along with all sequences from
the Stories dataset. This resulted in a dataset consisting of 3
million sequences with a total size of 691 MB (as depicted in

8 https://sites.research.google/trc/about/.

Fig. 1). A WordPiece tokenizer was trained on the dataset pro-
ducing an 80k-token vocabulary. The training process lasted
49 h, encompassing 234,800 steps or 40 epochs, resulting in
a model with 147 million parameters. The model is publicly
available on the HuggingFace models’ hub.’

3.4.2 DarijaBERT-arabizi

Arabizi [21-23], also known as Latinized Arabic [24, 25]
or Arabic chat Alphabet [26, 27], is a form of writing Ara-
bic that uses Latin letters and Arabic numbers. It emerged
in the early 1990s as a means of communication among
young people in Arab countries who were using new tech-
nology that did not support the Arabic alphabet. Latin scripts
were used as a solution due to the similarity in pronuncia-
tion between some Arabic and Latin characters, along with
the use of Arabic digits that resemble specific Arabic char-
acters. This mode of communication is still prevalent today,
particularly on social networks. Table 2 contains a few sam-
ples of Arabizi sentences and their equivalents in Arabic
letters along with English translation. Therefore, the Ara-
bizi dataset, consisting of 5 million Darija sequences written
in Latin letters (287 MB), was used to create a dedicated
model named DarijaBERT-arabizi (see Fig.2). Initially, the
model was trained using a vocabulary of 80k tokens; how-
ever, the results of mask filling tests were not satisfactory. The
model was unable to predict the tokens that give meaning to
the test sentences, as confirmed by experiments conducted
by two native speakers of Darija. This could be due to the
various styles of writing that the same word can take in Ara-
bizi, as shown in Table 3. Therefore, the vocabulary size was
expanded to 110k and satisfactory results were obtained. The
model was trained for 60h, 364,280 steps equivalent to 40
epochs. The model has 170 million parameters in total and
is publicly available on the HuggingFace models’ hub.!?

3.4.3 DarijaBERT-mix

To support both Arabic and Arabizi writing styles, DarijaBERT-
mix was developed. The model was trained on a total
of around 14 million sequences, comprising 9.5 million
sequences in Arabic letters and 4.6 million in Arabizi from
the Arabizi dataset.

9 https://huggingface.co/SI2M-Lab/DarijaBERT.
10 https://huggingface.co/SI2M-Lab/DarijaBERT-arabizi.
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Fig.1 Data collection process for DarijaBERT training dataset
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1M sequences

DarijaBERT
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1M tweets
sample

DarijaBert

Training

1M comments
sample

Table 2 Examples of Arabizi

sequences Moroccan dialect

Arabizi English translation

gT)J!LA .,\JJJ\ doa

I went to the market
yesterday and
bought some apples
My father

bought me a nice toy

Mchit Ibare7 Issou9
w chrit ttffa7

Baba chra lia
lo3ba zwina

8adak lweld m2ddeb  This boy is well educated

The 9.5 million sequences were obtained using Dar-
ijaBERT instead of logistic regression to filter out the
Youtube comments not used for DarijaBERT (see Fig.2).
The DarijaBERT model trained on a smaller volume of data
(containing the initial 3 million sequences) was used to pro-
duce higher quality data for training DarijaBERT-mix. Built

@ Springer

on a vocabulary of 160k tokens, this model underwent train-
ing for approximately 96 h, covering 510,000 steps or about
10 epochs. The number of parameters in this model is 209
million. DarijaBERT-mix is also available on the Hugging-
Face models’ hub.!!

11 https://huggingface.co/SI2M-Lab/DarijaBERT-mix.
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DarijaBert_arabizi
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w.
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Fig.2 DarijaBERT-arabizi and DarijaBERT-mix datasets creation process

Table 3 Examples of different spellings in Arabizi Darija

- tkhebia, tkhbia, tkhabia

Arabizi spellings - Geltha lik, goltha lek, gltha Ik

- g g

- G G

CODA*[28] equivalent

-l
MSA "2
el LAs
. . - Hiding DarijaBert
English translation -1 told you

4 Evaluation

DarijaBERT was fine-tuned on four downstream tasks:
dialect identification (DI), sentiment analysis (SA), sar-
casm automatic detection (SAD), and topic classification
(TC). The latter was achieved using the MTCD dataset (see
Sect.4.3). Results were compared with those from six addi-
tional models supporting Arabic either fully or partially, as
shown in Table 4.

Except for CAMeLBERT-DA, exclusively trained on
Arabic dialects, existing models underwent training on a

g

l

DarijaBert_mix

Training

multi-lingual corpus, involving MSA and DA, as observed in
XLM-RoBERTa and mBERT, or have been fully trained on
MSA alone, as demonstrated in the case of AraBERT. Fur-
thermore, some models, such as MarBERT and Qarib, have
undergone training on a combination of MSA and DA.

The size of the vocabulary was found to be correlated with
the number of parameters in the model. This relationship was
observed to be linear, with the number of parameters ranging
from 109 million for CAMeLBERT-DA to 163 million for
MarBERT, corresponding to vocabulary sizes of 30,000 and
100,000 tokens, respectively (as shown in Fig.3a). Among
the models, MarBERT used the largest dataset of 128 GB,
while DarijaBERT used the smallest dataset of 691 MB. The
remaining models used datasets larger than 50 GB (as shown
in Fig. 3b).

Comprehensive gold standard datasets for the Moroccan
dialect are scarce. Existing datasets focusing on Darija are
relatively limited compared to datasets available for other
dialects, like Egyptian or Gulf dialects. Moreover, these
Darija datasets are not consistently accessible in the pub-
lic domain. To facilitate the evaluation of our models on
downstream tasks, a curated list of available datasets that
incorporate Darija is compiled and presented in Table 5.

In order to accurately evaluate models on downstream
tasks related to the Moroccan dialect, only publicly available

@ Springer
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Table4 BERT models comparison

Model Arabic composition Vocabulary size (ar/all) # Tokens (ar/all) Data size #Params #Steps
XLM-RoBERTa-Base [13] Partially (MSA+DA) 14K/250K 2.9B/295B 2.5TB 278M -
mBERT-uncased [2] Partially (MSA) 5K/110K 153M/1.5B - 167M -
AraBERTV0.2 [10] Fully (MSA) 60K/64K 2.5B/2.5B 77GB 136 M 3M
CAMeLBERT-DA [14] Fully (DA) 30K/30K 5.8B/5.8B 54GB 109M M
Qarib [15] Fully (MSA+DA) 64K/64K 14B/14B - 135M 10M
MarBERT [12] Fully (MSA+DA) 100K/100K 15.6B/15.6B 128GB 163M 17M
DarijaBERT Fully (DA) 80K/80K 100 M/100M 691MB 147M 235K
DarijaBERT-mix Fully (DA) 160K/160K - 1.7GB 209M 510K
mVocabulary size  -+-Number of parameters 163 tions, a stratified approach was implemented. Throughout
135 136 147 100000 all experiments, the default parameters of the Transformers
109 80000 library trainer class were utilized and the number of epochs
60000 60000 was set to 1. In line with previous studies [2], the [CLS]
token of the last hidden layer was used as the representation
30000 of the sequences, followed by the integration of a linear layer
l for classification purposes. The evaluations were performed
CAMeL-DA Qarlb  AraBERTV0.2 DarfjaBERT  MarBERT using an NVIDIA P100 GPU, except for the sentiment analy-

(a) Vocabulary size and number of parameters

128 GB
77 GB
54 GB
691 VB I
|
DarijaBERT CAMeL-DA  AraBERT v0.2 MarBERT

(b) Data size

Fig.3 Comparison of Arabic BERT models statistics

datasets that contain a substantial proportion of Darija-
labeled sequences were selected. Datasets with a high
number of inaccurately labeled Darija sequences or those
dominated by modern standard Arabic were excluded. Addi-
tionally, a translation of the Bible into the Moroccan dialect
was excluded due to its strong religious bias and the poten-
tial lack of text diversity and generalizability. Based on these
criteria, MADAR, MSTD, and MSDA were selected as eval-
uation datasets for their public accessibility and substantial
number of Darija-labeled sequences

During the evaluation process, cross-validation was
employed, with three folds for the larger datasets (MADAR
and MTCD) and five folds for the smaller datasets (MSTD
and MSDA). To address the issue of unbalanced distribu-
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sis (SA) and sarcasm automatic detection (SAD) tasks, which
were conducted using an NVIDIA T4 GPU. To ensure com-
parability, the same fine-tuning process was applied to all the
compared models.

4.1 Dialect identification

This task was conducted on two datasets:

e MSDA dialect detection dataset [46]: approximately
50k social media posts in different Arabic dialects. It is
transformed into a binary dataset, i.e., Moroccan dialect
vs. other dialects.

e MADAR [30]: approximately 111k sequences in 25 Ara-
bic dialects. The dataset was transformed into a binary
formatformat. One class represents Moroccan dialect,
while the other encompasses all remaining dialects.

Table 6 reveals the imbalance in both datasets, featuring 16%
and 13% of Darija sequences, respectively.

4.2 Sentiment analysis and sarcasm automatic
detection

The model underwent fine-tuning to detect sentiment polar-
ity and sarcasm in texts written in the Moroccan dialect,
making predictions on MSTD (Moroccan Sentiment Twit-
ter Dataset) [40]. This dataset comprises 12k tweets, labeled
as negative, objective, positive, or sarcastic. To facilitate the
analysis, two data subsets were created, one with sentiment
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Table6 MSDA and MADAR

datasets content description MSDA MADAR
Darija 7169 13,871
Other 38,351 97,035
Total 45,520 110,906

Table7 MSTD dataset
sentiment labels distribution

Label No. of sequences

Negative 2667
Objective 6220
Positive 732

Total 9619

Table 8 MSTD dataset sarcasm labels distribution

Label No. of sequences
Sarcastic 2176

Non sarcastic 9619

Total 10,895

labels and the other with a binary label for sarcasm (refer to
Tables 7 and 8 for the content description).

4.3 Topic classification

Initially, an attempt was made to classify topics using the
MSDA dataset, however, the resulting dataset was insuffi-
ciently small. Hence, a new dataset was created specifically
for topic classification in the Moroccan dialect and was
named the Moroccan Topic Classification Dataset (MTCD).
This dataset is the first of its kind for the Moroccan dialect and
has been made open source'? to encourage further research
in this area. The MTCD was curated by collecting comments
from four Moroccan YouTube channels covering topics such
as Gaming, Cooking, Sports, and General. Due to a shortage
of comments from the Sports channel, additional comments
from two popular Moroccan soccer teams’ Facebook pages
(Raja and Wydad) were included. The DarijaBERT model
was employed to filter comments in the Moroccan dialect,
retaining only those with a prediction probability exceed-
ing 80%. This filtering process resulted in a total of 64k
comments, as indicated in Table 9. A Darija native speaker
evaluated a sample of these comments, and the validation
yielded an accuracy rate of 94% in identifying Darija com-
ments.

12 https://github.com/ATOXLABS/DBert.
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Table9 MTCD dataset content

7 Topic No. of comments
description
Gaming 14,000
Cooking 10,000
Sports 20,000
General 20,000
Total 64,000
5 Results

The results of the evaluation of DarijaBERT for each of the
downstream tasks are presented and analyzed in this sec-
tion. The performance of DarijaBERT is compared to the
six models specified in Table 4. The comparison is not per-
formed with DarijaBERT-arabizi as the evaluation datasets
do not include Arabizi, and the models being compared only
support text written in the Arabic script. The findings are
reported in terms of accuracy and the appropriate F1 score
for the respective downstream task. The highest scores for
each metric are emphasized in bold.

5.1 Dialect identification

Results indicate that DarijaBERT displays superior perfor-
mance in accuracy and Flpgij, scores when applied to
the MSDA and MADAR datasets, as shown in Table 10.
DarijaBERT-mix surpasses DarijaBERT by 1.09 points for
MSDA and 0.39 points for MADAR in Flpgija scores.
MARBERT closely trails behind the DarijaBERT models,
being 1.75 and 7.44 points behind DarijaBERT-mix for
MSDA and MADAR, respectively. The other models show
similar results for MADAR, while for MSDA the Arabic
language models have an advantage over the multilingual
models. Regarding F1pg;ijq, DarijaBERT-mix performs on
average 9.6 points better than all other models (excluding
DarijaBERT) and 7 points better than the Arabic language
models (excluding DarijaBERT). The observed improvement
in performance of DarijaBERT-mix over DarijaBERT can be
attributed to its extensive training dataset, which includes
9.5 million sequences compared to DarijaBERT’s 3 million.
The larger dataset equips DarijaBERT-mix with a more pro-
found understanding of Moroccan dialect-specific patterns
and nuances, leading to enhanced proficiency in dialect iden-
tification tasks.

5.2 Sentiment analysis and sarcasm automatic
detection

Table 11 summarizes the sentiment analysis accuracy and
Flpy scores (positive and negative labels), as well as the
accuracy and F1g,, scores (for sarcastic label).
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Table 10 Dialect identification results

Model MSDA? MADAR
Acc. Flparija Acc. Flparija

XLM-RoBERTa-base 87.55 53.07 93.40 76.07
mBERT 89.07 59.37 93.83 71.74
AraBERT 90.90 67.49 93.44 77.57
CAMeLBERT-DA 91.31 70.10 93.59 78.86
Qarib 91.49 71.38 92.53 77.43
MarBERT 92.90 76.25 92.62 77.70
DarijaBERT 93.07 76.91 95.81 84.75
DarijaBERT-mix 93.43 78.00 95.93 85.14

4 Significant at the 5% level. p-value =0.000228. Note: ANOVA tests are
exclusively conducted for results derived from five folds experiments.
For experiments involving three folds, there is an insufficient number
of estimation points to perform robust statistical tests

Table 11 Sentiment analysis and sarcasm automatic detection results

Model SA? SAD

Acc. Flpn Acc. Flgar
XLM-RoBERTa-base 67.05 21.80 81.55 0
mBERT 67.10 17.33 81.87 18.01
AraBERT 69.90 31.50 82.37 27.42
CAMeLBERT-DA 72.31 45.75 82.61 31.82
Qarib 73.96 47.60 82.60 33.10
MarBERT 73.95 50.82 82.61 35.96
DarijaBERT 74.78 50.85 82.80 33.17
DarijaBERT-mix 71.50 26.20 81.90 11.80

@ Significant at the 5% level. p-value < 2e~'6. Note: ANOVA tests are
exclusively conducted for results derived from five folds experiments.
For experiments involving three folds, there is an insufficient number
of estimation points to perform robust statistical tests

Lower scores than the DI downstream scores were
reported, which can be attributed to the complexity of down-
stream tasks related to sentiment analysis. Additionally, the
F1 scores for sarcasm detection were observed to be lower
compared to those in sentiment analysis. It also turns out that
models trained on Arabic dialects perform better than other
models. Specifically, AraBERT trained on MS A shows lower
scores than models supporting DA (CAMeLBERT-DA,
Qarib, MarBERT, and DarijaBERT). DarijaBERT is the best-
performing model in terms of F1 py for SA, outperforming
Arabic models by 6.9 points on average. Regarding sarcasm
detection, the accuracy scores are consistently high and com-
parable, given the highly unbalanced nature of the dataset.
However, aside from the multilingual models and AraBERT,
the scores at the Flg,, level exhibit relative similarity. Mar-
BERT outperforms other models by an average of 4.6 points,
slightly ahead of DarijaBERT. Conversely, DarijaBERT-mix
falls short in sentiment analysis tasks, despite its success
in dialect identification. Indeed, it slightly outperforms the
multilingual models for SA and has the second-lowest SAR

Table 12 Topic classification results

Model MTCD
Acc. Fluacro

XLM-RoBERTa-base 82.61 82.78
mBERT 84.38 84.48
AraBERT 83.67 83.92
CAMeLBERT-DA 87.18 87.37
Qarib 88.52 88.68
MarBERT 89.10 89.26
DarijaBERT 90.52 90.77
DarijaBERT-mix 90.60 90.90

score. The performance difference between DarijaBERT-mix
and DarijaBERT in sentiment analysis can be ascribed to
their unique characteristics and training data. DarijaBERT-
mix, akin to a multilingual model, encompasses Moroccan
Arabic in both Arabic and Arabizi scripts, which broadens
linguistic patterns but may introduce noise and variability
absent in monolingual DarijaBERT. Indeed, sentiment anal-
ysis relies on grasping language-specific emotional nuances,
and the inclusion of mixed scripts and training data variations
in DarijaBERT-mix can complicate the capture of sentiment-
related features effectively.

5.3 Topic classification

The accuracy and macro-F1 scores of the different models
are shown in Table 12. Multilingual models achieve relatively
higher scores than the other downstream tasks. On one hand,
mBERT even outperforms AraBERT by 0.6 points in terms
of Fl,,4¢r0. On the other hand, AraBERT is in the second-
last position, exceeding only XLM-RoBERTa. DarijaBERT
models are more effective than all the other models in both
metrics. Indeed DarijaBERT-mix exceeds MarBERT by 1.64
points and is on average 4.8 points better than the rest of the
models (excluding DarijaBERT).

6 Discussion

DarijaBERT illustrates that a monodialectal model can out-
perform multilingual or multidialectal models, even with a
smaller dataset.This is evidenced by MarBERT’s training
dataset being approximately 190 times larger than Dar-
ijaBERT’s. Despite this, better results are obtained for
Moroccan dialect identification, sentiment analysis, and topic
classification. Additionally, results for automatic sarcasm
detection are ranked second, despite the complexity of
these two tasks. Contrary to expectations, more data for
DarijaBERT-mix does not produce better results than Dar-
ijaBERT on SA and SAD tasks. We hypothesize, that the
reason is the balance and diversity of the data utilized for
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DarijaBERT, obtained by combining three different sources
with equal shares of sequences.

The vocabulary size is also an essential parameter for
the model’s performance. When compared to models for
the Arabic language, DarijaBERT uses 80k tokens for train-
ing, which is only surpassed by MarBERT’s 100k tokens.
However, tests were conducted with both higher and smaller
vocabulary sizes (60k, 120k, and 160k) with no substan-
tial improvement in performance was observed. This leads
to the conclusion that a larger vocabulary size does not
always translate to higher performance, highlighting the
need to determine the optimal value for this parameter. It
is also important to note that the lack of dedicated datasets
for Arabizi Darija is a barrier to developing effective sys-
tems. Furthermore, the substantial vocabulary size utilized
in DarijaBERT-arabizi (110k) underscores the importance of
addressing Arabizi preprocessing to enhance the model’s per-
formance. Arabizi text poses challenges due to its informal
nature and lack of strict rules. One of the key issues that need
to be addressed by the language model is the wide range of
word forms that convey the same meaning. To tackle this, it
is crucial to employ appropriate tokenization techniques that
can effectively handle data sparsity and capture the variations
in word forms.

7 Conclusion

This paper introduces pioneering BERT models tailored to
the Moroccan Arabic dialect, referred to as Darija. The open-
sourced models cover both written forms of Darija, encom-
passing DarijaBERT for text in Arabic letters, DarijaBERT-
arabizi for text in Latin letters, and DarijaBERT-mix, trained
on both character types. These models outperformed other
multidialectal models (trained on approximately a 190 times
larger corpus) in Moroccan dialect identification, senti-
ment analysis, and topic classification tasks. As a result,
researchers will be able to create novel processing sys-
tems for the Moroccan dialect. The research uses diverse
data from YouTube, Twitter, and stories in Moroccan Ara-
bic, employing iterative self-learning to enhance models for
real-world Darija language nuances. Furthermore, MTCD
(Moroccan Topic Classification Dataset) is made publically
available, marking the first dataset for Darija topic classifi-
cation encompassing four distinct topic classes. It is planed
to extend the evaluations to other downstream tasks, create
Arabizi-specific datasets and improve the models through
text preprocessing. In summary, DarijaBERT models excel in
various tasks but face key limitations: the blending of dialects
in DarijaBERT-mix may impact certain tasks negatively, the
absence of Arabizi benchmark datasets poses challenges for
evaluation, and the scarcity of Moroccan dialect ground truth

@ Springer

data limits comprehensive comparisons. Overcoming these
limitations is vital for advancing Darija model development.
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