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Abstract
In our data-flooded age, an enormous amount of redundant, but also disparate textual data is collected on a daily basis on a
wide variety of topics. Much of this information refers to documents related to the same theme, that is, different versions of the
same document, or different documents discussing the same topic. Being aware of such differences turns out to be an important
aspect for those who want to perform a comparative task. However, as documents increase in size and volume, keeping up-
to-date, detecting, and summarizing relevant changes between different documents or versions of it becomes unfeasible. This
motivates the rise of the contrastive or comparative summarization task, which attempts to summarize the text of different
documents related to the same topic in a way that highlights the relevant differences between them. Our research aims to
provide a systematic literature review on contrastive or comparative summarization, highlighting the different methods, data
sets, metrics, and applications. Overall, we found that contrastive summarization is most commonly used in controversial
news articles, controversial opinions or sentiments on a topic, and reviews of a product. Despite the great interest in the topic,
we note that standard data sets, as well as a competitive task dedicated to this topic, are yet to come to be proposed, eventually
impeding the emergence of new methods. Moreover, the great breakthrough of using deep learning-based language models
for abstract summaries in contrastive summarization is still missing.

Keywords Contrastive summarization · Comparative summarization · Text summarization · Change analysis · Systematic
literature review · Survey

1 Introduction

In our highly digitized world, an enormous amount of infor-
mation in the form of text is collected on a daily basis.
Especially, user-generated data are increasing enormously
on the Internet through user reviews, news, blogs, social net-
works, idea contests, etc. This growth in text data has taken
on exponential proportions, with large amounts of redundant
information being collected [19].
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Due to this overload of data, it is becoming increas-
ingly difficult to pick out relevant information and obtain
an overview of a topic. It takes a lot of time and cognitive
effort to read and understand all the available content, mak-
ing it increasingly impossible. People are faced with a lot
of irrelevant, noisy and redundant content, so summarizing
textual data is becoming more and more important [5] as a
way to create a short summary of a single document or a
set of documents while maintaining the sense of the content.
Although automatic text summarization has always been an
important application of natural language processing, it is
now becoming more relevant due to the improved effective-
ness of pre-trained deep natural language models [16].

Despite these advances, text summarization generally
focuses on creating a single generic summary that covers the
most common points of one or multiple documents, likely
addressing the greatest similarities, as opposed to the great-
est differences [17]. In practice, however, multiple redundant
ideas, solutions, or different opinions are now produced with
user-generated data on a large-scale basis, which motivates
the identification of the most important differences as an
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alternative or complement to common text summarization
approaches. This is especially relevant when the content is
diverse and varied, making it difficult for humans to effec-
tively process and understand all the distinct information
available. By automating the process of comparing and sum-
marizing text, one can possibly extract relevant information
more efficiently and gain diverse insights from large amounts
of data. For example, user comments on two different accom-
modations in one tourist destination can be comparatively
summarized [25]. Furthermore, the different opinions of sev-
eral political parties can be summarized comparatively [6,
44]. Therefore, it is of great importance, in addition to detect-
ing the key similarities, to identify the differences and reduce
redundancies in the text summaries.

This particular task of natural language processing can
be found in the literature under the term contrastive sum-
marization or comparative summarization [23, 25, 34, 48].
Unlike generic summarization, query-oriented summariza-
tion, and update summarization [51], contrastive summa-
rization addresses the problem of generating a summary that
highlights the differences between multiple texts.

In this paper, we conduct a research overview on the topic
of Contrastive/Comparative summarization, which, despite
its high importance and many promising applications, no
standardized evaluation benchmark has yet been developed
[16].

Furthermore, our paper is intended to highlight possibili-
ties and promising research avenues that can still be explored
and considered. In particular, our review is structured as
follows. Section 2 defines and explains the problem and
describes, in detail, the systematic literature conducted in
this paper. Section 3 presents the main data sets and evalu-
ation criteria used for contrastive summarization. Section 4
presents and compares the given approaches, methods, and
techniques. All presented papers are then classified accord-
ing to their methods used, while trends and future research
directions are also identified. Section 5 introduces the most
important applications of contrastive summarization.Wewill
show that the main focus of contrastive summarization is
usually to find different opinions on a certain topic, different
reviews of a product, or differences in newspapers. Section 6
concludes our research article by highlighting our findings
and further research opportunities.

2 Problem definition and literature selection

Contrastive summarization was first mentioned in [34] as the
joint creation of summaries for two entities to highlight their
differences. In their study, product reviews of 56 electronic
products with about 70 ratings per product were used to col-
lectively create two summaries that highlight the differences
between two products.

Three years later, [56] narrowed the definition of Compar-
ative summarization to an extractive summarization approach
(Comparative extractive document summarization) where
the task is to summarize differences between comparable
groups of documents. In contrast to [34, 56] comparatively
summarizes more than two groups of documents, using a
method that extracts the most discriminatory sentences for
each group.

More recently, [25] presented this problem as Compara-
tive opinion summarization. In this work, the authors aim to
produce two contrastive summaries and a common summary
from two different candidate sets of reviews. As an example,
several reviews of one hotel are compared with reviews of
another hotel. The two contrastive summaries stem from the
differences of the respective reviews,while the common sum-
mary represents the intersection of the two. Liu et al. [40],
on the other hand, and in contrast to [25, 34], defines one-to-
many comparative summarization task, where one document
is compared to many others.

Our understanding is that contrastive or comparative sum-
marization is an attempt to summarize the text from different
documents related to the same theme in such a way that
the relevant differences in the text become highlighted. This
results in summaries that either describe the differences
between different versions of the same document (e.g., the
same document with its different versions) or the differences
between different documents which discuss the same sub-
ject or are comparable in a certain way (e.g., the differences
between two political party programmes).

Having this defined, we adopted a systematic literature
research that uses the following logical expression as ameans
to obtain relevant literature to the discussed theme1:

(comparative ∨ contrastive ∨ compare ∨ contrast ∨ contrasting ∨ comparing)
∧

(summarization ∨ summarization ∨ summarizing∨
summarising ∨ summarize ∨ summarise ∨ summaries)

To perform the search, we used the dblp computer sci-
ence bibliography primarily as a search basis and verified
it with ACL Anthology and Google Scholar. The different
combinations of search queries yielded 138 publications as
of April 12, 2023. We then conducted a curation process that
involved reading all titles and abstracts. By doing this, we
found that some publications include a comparative study or
a comparative evaluation or are only about contrastive learn-
ing. A related topic of Timeline Summarization was also
found along with some non-English language publications.
The removal of these publications resulted in a final set of
26 relevant publications, all listed in Table 1. The number

1 The search took into account that Summarization is written with a “z”
in American English and with an “s” in British English.

123

https://dblp.org
https://aclanthology.org/
https://scholar.google.com/


International Journal of Data Science and Analytics

of citations was determined using Google Scholar2, and the
Method column is intended to provide a brief overview of
the approach used.

Table 1 shows that in addition to [34], who were the first
to address the problem, [30, 44, 56] are the most cited pub-
lications, with more than 50 citations. Along with this, we
also show themethod used in each research paper. A previous
survey of this area has been conducted in the past by [32],
however, in their work, the authors only focused on Opinion
summarization and surveyed only a small subset of 6 publi-
cations [20, 30, 34, 43, 44, 53]. Our work extends this survey
by including in the analyses a larger number of publications
on the topic of Contrastive/Comparative summarization and
covers also ones published after 2019.

Before delving into the details of each research work, we
proceed by setting up the data sets and the evaluation metrics
that are often used in the community for evaluation purposes.

3 Data sets and evaluations metrics

Although several research works have been proposed over
the years, the lack of standard data sets and/or a competition
task dedicated to this topic has limited a comparison of the
different contrastive summarization methods proposed so far
andmakes it difficult to thoroughly understand their strengths
and weaknesses, ultimately impeding the emergence of new
methods. Despite this, a few data sets have been used and/or
adapted, compare Table 2. However, none has established the
ground to become a reference data set.

The efforts done by the research community have also led
to the emergence of differentmetrics used to evaluate the pro-
posed methods. TheOverall Responsiveness scale, a manual
human-based Likert scale rating, is one such metric. In this
metric, raters assign an overall score for each summarization
based, for example, on content as well as readability [24].

Another measure is the Comparative Aspect Recall scale
that is used to measure the effectiveness of comparative
extraction, defined as the number of human-agreed compar-
ative aspects in the summary [24].

The Aspect Coverage, on the other hand, appears as an
alternative, by measuring the number of unique aspects col-
lected in the summary divided by the number of unique
aspects labeled by human annotators [30].

Also, the precision and recall metrics can be adapted to
the contrastive realm by counting the number of sentences
in the automatically generated contrastive summary and the
manually generated one. TheF-Measure combines bothmea-
sures. A formal representation of each of the metrics is given
below. Let a and m be the number of sentences in the auto-
matically generated contrastive summary and the manually

2 The citation count lookup was made on April 12, 2023.

written contrastive summary, respectively; let c be the num-
ber of human-agreed correct comparative sentences in the
automatically generated summary, then the precision, recall,
and F-measure are given as follows [23]:

Precision = c

a
,

Recall = c

m
,

F = 2 PrecisionRecall

Precision + Recall
.

Higher precision means that more correct contrastive sen-
tences are retrieved in the automatically generated contrastive
summary, and high recall means thatmore correct contrastive
sentences are retrieved in the summary when compared to all
those that were manually labeled as relevant in the reference
summaries. The F-measure averages both values, becoming
larger when both measures are balanced.

Another standardized procedure for evaluating automati-
cally generated contrastive summaries is the ROUGEMetric
toolkit. All ROUGE metrics count the number of units over-
lapping between the candidate summaries and the reference
summaries [38]:

• ROUGE-N measures the overlap of n-grams between a
candidate summarization and a reference summarization,
that is, ROUGE-1 measures the overlap of unigrams and
ROUGE-2 measures the overlap of bigrams.

• ROUGE-L measures the longest common subsequence
between a candidate summary and a reference summary.

• ROUGE-Wis an improvement ofROUGE-L thatweights
the measure of longest common subsequence with word
order.

• ROUGE-SU is a combinationofSkip-bigramandunigram-
based measure.

The main disadvantage of ROUGE metrics, as well as
precision, recall, and F-measure, is that they are more suit-
able for extractive contrastive summarization, since similar
synonym words cannot be considered [42]. Summaries that
are semantically very similar, but which may not use com-
mon words, will then receive a low score. With abstractive
summarization, it is not mandatory that the same content is
described with the same word phrases, i.e., a small overlap
of words to the comparison summary is possible, despite the
content being well captured. Thus, in contrast to standard-
ized scoring metrics that rely on word overlap, human-based
measures such as Overall Responsiveness can be used for
abstractive summaries.

Another development that has only been used by [25] in
the contrastive summarization literature is the use of semantic
similarities using pre-trained language models to evaluate
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Table 1 Selected literature

Title Author(s) Method Year Citations

Contrastive summarization: an experiment
with consumer reviews

Lerman and McDonald Optimization problem 2009 80

Generating comparative summaries of con-
tradictory opinions in text

Kim and Zhai Optimization problem 2009 154

Summarizing contrastive viewpoints in
opinionated text

Paul et al Topic modeling, graph-based
model

2010 179

Comparative news summarization using
linear programming

Huang et al Optimization problem 2011 39

Lightweight contrastive summarization for
news comment mining

Raveendran and Clarke Statistical approach 2012 5

Query sensitive comparative summariza-
tion of search results using concept based
segmentation

Chitra et al Statistical approach 2012 6

Comparative document summarization via
discriminative sentence selection

Wang et al Optimization Problem 2012 94

Generating comparative summaries from
reviews

Sipos and Joachims Optimization problem 2013 34

Research on contrastive viewpoint summa-
rization for opinionated texts

Liang et al Topic modeling, graph-based
model

2013 1

Topic models for comparative summariza-
tion

Campr and Jezek Topic modeling 2013 10

Comparative summarization via latent
Dirichlet allocation

Campr and Jezek Topic modeling 2013 7

Concise comparative summaries (CCS) of
large text corporawith a human experiment

Jia et al Machine learning approach 2014 22

Comparative news summarization using
concept-based optimization

Huang et al Optimization problem 2014 23

Contrastive max–sum opinion summariza-
tion

Özsoy and Çakici Optimization problem 2014 6

Summarizing contrastive themes via hier-
archical non-parametric processes

Ren and de Rijke Topic modeling 2015 28

Expert-guided contrastive opinion summa-
rization for controversial issues

Guo et al Topic modeling, machine
learning approach

2015 15

Exploring differential topic models for
comparative summarization of scientific
papers

He et al Topic modeling 2016 16

Comparative document summarization via
classification

Bista et al Machine learning approach 2018 5

Comparative summarization of rich media
collections

Bista Machine learning approach,
neural network approach (pre-
trained word embeddings)

2019 2

A survey on contrastive opinion summa-
rization

Lavanya and Parvathavarthini Survey 2019 1

Context-sensitive contrastive feature-
based opinion summarization of online
reviews

Lavanya and Parvathavarthini Topic modeling 2020 0

Context aware contrastive opinion summa-
rization

Lavanya and Parvathavarthini Neural network approach
(LSTM)

2020 0

Comparative opinion summarization via
collaborative decoding

Iso et al Neural network approach
(transformer)

2021 4
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Table 1 continued

Title Author(s) Method Year Citations

Comparative graph-based Summarization
of scientific papers Guided

Chen et al graph-based model, neural
network approach (pre-trained
BERT)

2022 0

One-to-many comparative summarization
for patents

Liu et al Graph-basedmodel, optimiza-
tion problem, neural network
approach (transformer)

2022 0

Building contrastive summaries of subjec-
tive text via opinion ranking

Rocha da Silva and Salgueiro Pardo Optimization problem, statis-
tical approach

2022 0

generated contrastive summaries [41]. Iso et al. [25] compute
semantic distances using a pre-trained BERT model.

In the following, we describe in detail each of the methods
used by different research works considered in this study to
perform a contrastive summarization.

4 Contrastive summarizationmethods

As with automatic text summarization, contrastive sum-
marization can be divided into the following approaches:
Extractive,Abstractive, orHybrid. In the extractive approach,
the important sentences are selected from the input text and
used to create the summary. In the abstractive approach, a
summary is created using words and phrases that can be dif-
ferent from the original text sentences. Finally, the hybrid
approach combines both extractive and abstractive meth-
ods. In the context of Contrastive summarization works,
all 26 publications studied in this survey, except [25], fol-
low an extractive approach. Extractive text summarization
approaches can be further subdivided according to their
methods that will guide us through the rest of this chapter.

We refer to optimization-based, topic-based, statistical,
machine learning-based, neural network-based, and graph-
basedmethods.Most publications use a combination of these
methods to achieve the best possible result, which we now
present in more detail.

4.1 Optimization problems

The extractive summarization task can be defined as an
optimization problem, where sentences are transformed into
vectors with many statistical or linguistic features and are
selected through multiobjective optimization functions.

Lerman and McDonald [34]’s work is based on an opti-
mization problem called the Sentiment Aspect Match model,
which attempts to summarize contrastiveness based on the
sentiment scores of different user reviews of electronic prod-
ucts with a pre-specified length constraint. To evaluate the
contrasting summaries, the authors asked 55 online review-

ers to find differences between two contrasting summaries
and to identify the usefulness of these differences, giving
three ratings for each summary on a four-star Likert scale.
The results show that about 80% of the raters were able to
find at least two points of contrast in the summaries generated
by the contrastive summarization, compared to 40% for the
summaries generated by the simple Sentiment Aspect Match
model, meaning that the contrastive summarization clearly
outperforms the single product summary.

In addition, [52] use sentiment scores in their optimization
framework, which highlight differences between entities in
an opinionated text and satisfy the following three charac-
teristics: Representativeness (presence of opinions that are
common in the input), contrastiveness (presence of opin-
ions that highlight differences between entities) and diversity
(presence of different opinions to avoid redundancy). A spe-
cially developed score (from 0 to 100) for representativeness,
contrast and diversity is used to validate their contrastive
summaries of consumer reviews. It is comparedwith [30, 34],
whose method achieves an overall score (harmonic mean of
all three measures over all data sets) of 82, compared with
59 [30, 34], respectively.

Instead of sentiment scores, [30] apply word overlaps
and semantic word matches to define content similarity
and contrastive similarity within the context of optimiza-
tion problems. They use existing product review summaries
from [22] and two human reviewers to identify representa-
tive pairs of contrastive sentences from this data. The results
of their experiments show that the proposed methods are
effective in producing contrastive opinion summaries, with
the contrastivity-first (0.54 precision, 0.80 aspect coverage)
approach performing better than the representativeness-first
(0.50 precision, 0.74 aspect coverage) approach.

In [23], a linear optimization problemwith term frequency
and inverse document frequency is used, which optimizes
between the comparativeness within the summary and the
representativeness of the topics. Singular sentences with the
most different vocabulary from all sentences in the other doc-
uments are selected, without considering synonyms. They
collected their own data set consisting of articles of differ-
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Table 2 Data sets, metrics and applications

Research article(s) Data description Metric(s) Application(s)

Lerman and McDonald
[34]

Compiled data set of consumer elec-
tronics reviews for 56 electronics
products, with an average of 70
reviews per product from a variety
of sources, including CNET, Epin-
ions, and PriceGrabber. Data covers
15 categories of electronics, includ-
ing MP3 players, digital cameras,
laptops, GPS systems, and more

Four-star Likert scale from 0
(very useful) to 3 (not useful)

User-generated reviews

Kim and Zhai [30] 14 tagged product review data
sets from [22] containing Amazon
reviews are scored by two human
evaluators to identify representative
contrastive sentence pairs

Precision, Aspect Coverage User-generated reviews

Paul et al. [44] The Gallup® telephone survey on
the 2010 US health care bill [29],
which is a set of 948 verbatim
responses with an even mix of the
two viewpoints (45% for and 48%
against), and the Bitterlemons cor-
pus, a collection of 594 editorials
on the Israel-Palestine conflict with
312 articles by Israeli authors and
282 articles by Palestinian authors
[39]

ROUGE metric User-generated opinions
and arguments

Huang et al. [23] Special data set of ten related news
articles for each topic (Haiti Earth-
quake vs. Chile Earthquake, Chile
Mining Accident vs. New Zealand
Mining Accident, Iraq Withdrawal
vs. Afghanistan Withdrawal, Apple
iPad 2 vs. BlackBerry Playbook,
2006 FIFA World Cup vs. 2010
FIFA World Cup) using Google
News search engine and a manu-
ally written comparative summary
for each pair of topics

Precision, Recall, F-measure
and ROUGE metric

Newspaper articles

Raveendran and Clarke
[48]

No data set No validation Newspaper articles and
comments

Chitra et al. [11] A collection of 200 Web docu-
ments from the Internet related to
educational institutions, algorithms,
banking, and household items

Overall responsiveness via the
Five-Star Likert scale

Web pages

Wang et al. [56] Blog entries without comments
collected by NEC’s internal blog
crawler in 2005 and 2006, and
279 abstracts of computer science
research papers

ROUGE metric User-generated opinions
from blogs and scientific
articles

Sipos and Joachims [53] They used scraped reviews from the
Amazon website for eight tablets
(from different manufacturers) and
decomposed them into sentences
based on punctuation to auto-
matically match pairs of snippets
describing the opinions of reviewers
on different features of two products

Manual validation User-generated reviews

Liang et al. [37] The Gallup® telephone survey [29],
compare [44]

ROUGE metric User-generated opinions
and arguments
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Table 2 continued

Research article(s) Data description Metric(s) Application(s)

Campr and Jezek [7, 8] A specially created data set with
data from the TAC 2011 confer-
ence containing 100 news articles,
divided into 10 topics with 10 arti-
cles each, is used

ROUGE metric Newspaper articles

Jia et al. [27] A set of 2009 New York Times
International section articles for
15 different countries (China, Iran,
Iraq, Afghanistan, Israel, Pakistan,
Russia, France, India, Germany,
Japan,Mexico, SouthKorea, Egypt,
and Turkey)

Five-star Likert scale Newspaper articles

Huang et al. [24] Same data set as [23] ROUGE metric, Compara-
tive Aspect Recall, Overall
Responsiveness

Newspaper articles

Özsoy and Çakici [43] The same English data set as [30]
and an own scraped Turkish data set
about 1400 user reviews and ratings
for 31movies from beyazperde.com

Precision, Aspect coverage User-generated reviews

Ren and de Rijke [49] The Gallup® telephone survey [29],
compare [44]

ROUGE metric User-generated opinions
and arguments

Guo et al. [20] Own data set on the topic of gay
marriage by collecting expert opin-
ion data (procon.org) and Twitter
data, providing controversy and var-
ious arguments

Precision, Coverage User-generated opinions
and arguments, Twitter
data

He et al. [21] 35paperswith 6,636 sentences from
the ACL Anthology Searchbench

ROUGE metric Scientific articles

Bista [1], Bista et al. [2] News articles on three controversial
topics (BeefBan—controversy over
the slaughter and sale of beef for
religious reasons, Gun Control—
restrictions on carrying, and Cap-
ital Punishment—use of the death
penalty) that appearedbetween June
2017 and July 2018 to compar-
atively summarize news articles
from different time periods to deter-
mine what changed about the topic
between the summarization periods

Human evaluation experiment Newspaper articles

Lavanya and Par-
vathavarthini [31]

Uses the same product review data
set as in [30] and the benchmark car
data set [18]with 42,230 reviews for
about 140–250 car models

ROUGE metric User-generated reviews

Lavanya and Par-
vathavarthini [33]

The SemEval 2014 Task 4 restau-
rant reviews data set [46], which
consists of 1,125,457 documents, is
reduced to a sample of 50,000 doc-
uments for validation

ROUGE metric User-generated reviews

Iso et al. [25] A special comparative opinion
summarization corpus containing
human-written contrastive and
common summaries for 48 pairs of
entities that are sampled from the
TripAdvisor corpus [57]

ROUGE metric, BERT score User-generated reviews
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Table 2 continued

Research article(s) Data description Metric(s) Application(s)

Chen et al. [10] A corpus of scientific summariza-
tion based on comparative citations
is built using citations as a guide,
and the DUC2006 and DUC2007
data sets

ROUGE metric Scientific articles (using
the citation linking struc-
ture)

Liu et al. [40] A special comparative patent sum-
marization data set of real-world
patentability of approximately
28,000 infringement analysis
reports on various topics provided
by patent law firms and patent
search engines

Precision, Recall, F-measure Patents (using the cita-
tion linking structure)

Rocha da Silva and
Salgueiro Pardo [52]

Opinions on four products, two
cameras, and two smartphones,
which are extracted from a Brazil-
ian website (www.buscape.com.br)
with a total of 542 comments

A self-developed rating (from
0 to 100) for representative-
ness, contrast and diversity

User-generated reviews
and opinions

ent newspapers on comparable topics and used precision,
recall, F-measure, and ROUGE metric toolkits to validate
their comparative summarization approach. In summary,
their linear programming-based comparative model (0.36
precision, 0.42 recall, 0.39 F-measure, 0.43 ROUGE-1),
which focuses on both comparability and representativeness
at the same time, achieves better performance in both com-
parison extraction and summarization than the self-defined
non-comparative model (0.24 precision, 0.26 recall, 0.25 F-
measure, 0.40 ROUGE-1) and the co-ranking model (0.31
precision, 0.29 recall, 0.29 F-measure, 0.43 ROUGE-1).

Similarly, [56] use a combinatorial optimization problem
designed with the use of document-sentence representa-
tion: Sentences are considered as features, and the chal-
lenge of selecting discriminant sentences is formulated as
a sentence-based feature selection problem. The combina-
torial optimization problem is estimated with a multivariate
normal generative model and the developed sequential selec-
tion method. Unlike [23, 30, 34], the features are no longer
based on single words, but on entire sentences, taking into
account the sentence–document and sentence–sentence rela-
tionships. The authors used blog entries without comments
and abstracts from computer science research papers as a
data set to create groups from the data and identify differ-
ences between them. The ROUGE metric is used to validate
their three types of contrastive summarization with human-
generated summaries. Their approach yielded a ROUGE-1
of 0.53 in the research papers, compared to seven other
approaches that fall within theROUGE-1 range of 0.21–0.32.
The experiments demonstrate the effectiveness of their pro-
posed method, which benefits from the document-sentence
representation.

In the work of [53], a vector of features with bag-of-words
and tf-idf scores is used to formulate an optimization prob-
lem that generates short and comparative summaries based
on product reviews. The authors manually labeled their data
for supervised learning and validation. In summary, their
approach selects pairs of review snippets in such a way as
to produce a summary comparison of the product that out-
performs a naive self-defined baseline solution by more than
20%.

Huang et al. [24] employ a concept-based optimiza-
tion approach, which uses cross-topic pairs of semantically
related concepts as evidence of comparability and topic-
related concepts as evidence of representativeness. The sim-
ilarities of the tf-idf measure based on whole sentences and
sparse one-hot encodings are used in the optimization. The
authors use the same data set as [23] and rate each summary
with a Five-Star Likert scale for both content and read-
ability/fluency. In addition, their contrastive summarization
approach is validated using the ROUGE metric. The authors
show that comparative analysis of related news topics is
useful inmany applications and thatwith the use of linear pro-
gramming, their model (3.5 Comparative Aspect Recall, 3.4
Overall Responsiveness, 0.27 ROUGE-2 in English data set)
outperforms the self-defined non-comparative model (1.9
Comparative Aspect Recall, 2.6 Overall Responsiveness,
0.22 ROUGE-2) and the co-ranking model (2.3 Comparative
Aspect Recall, 2.9 Overall Responsiveness, 0.22 ROUGE-2)
in comparative extraction and summarization.

Finally, in [43] a max sum optimization problem is for-
mulated. Word-level differences are determined by cosine
similarity with tf-idf and are used in summed form for whole
sentences and documents. This approach attempts to deter-
mine a list of pairs of the most representative sentences
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related to a given aspect, where each pair contains a positive
and a negative sentence that have contrasting meanings, e.g.,
“The design is really well done.” as a positive sentence and
“But my biggest criticism is still the extremely ugly design.”
as a negative sentence. The sameEnglish data set as [30] and a
self-created Turkish data set on user reviews are used for val-
idation and comparison with [30]. Their approach obtained
0.65 precision and 0.89 aspect coverage using term frequency
and λ = 0.80 versus 0.50 precision and 0.74 aspect coverage
[30]’s representativeness-first approach and 0.54 precision
and 0.80 aspect coverage [30]’s contrastivity-first approach.
They obtained better results and observed that using cosine
similarity with term frequency for computations performed
better than using tf-idf in their max sum optimization.

4.2 Topic models

The use of topic models as a means is also a widely adopted
approach by the research community. In general, works that
implement such a technique aim to identify the topic of a doc-
ument more precisely before selecting the desired sentences
based on these topics.

One of the most popular methods in this regard is the
Topic-Aspect Model, an extension of Latent Dirichlet Allo-
cation (LDA). It is a Bayesian mixed model that jointly
discovers topics and aspects. In [44], theTopic-AspectModel
is used as the first step to build multiple topics and extract
viewpoints in combination with a Comparative LexRank,
an adaptation of the PageRank algorithm, to contrast these
viewpoints. The Gallup® telephone survey on the 2010 US
health care bill [29] and the Bitterlemons corpus [39] are
used as pre-existing sources in their contrastive summariza-
tion approach. They used the ROUGE metric to validate
their contrastive summaries and compared it to a standard
LexRank summarization approach and to [34]’s approach.
Their approach yielded 0.43 ROUGE-1 without stop words
compared to 0.36 for the standard LexRank summarization
approach and 0.35 for the [34] approach. The results show
that their method outperforms both comparison approaches,
and thus, their approach can produce more informative sum-
maries of viewpoints in opinionated texts.

In addition to the Topic-Aspect Model, [37] also use var-
ious graph-based centrality scoring approaches, namely the
basic LexRank, Comparative LexRank, Topic-sensitive tf-idf
LexRank, Topic-sensitive tf-idf & Comparative LexRank,
and Biased & Comparative LexRank, to rank the cen-
trality of each sentence. The sentences with the highest
centrality values for each topic are selected to form the con-
trastive summaries. They, like [44], use the same Gallup®

telephone survey [29] to build contrasting viewpoints and
summaries and use the ROUGEmetric for validation. Empir-
ical experiments show that all proposedmethods have similar
ROUGE-1 precision values (ranging from 0.08 to 0.11) and

can effectively perform the summarization task, especially
the proposed topic-sensitive tf-idf & Comparative LexRank
method could be used for both multi-topic summarization
and contrastive viewpoint summarization with high perfor-
mance.

In [7, 8], Latent Semantic Analysis and Latent Dirich-
let Allocation are used to determine the different topics
of the documents. These topics are then compared, and
the main differences are used to select the most important
different sentences to build the contrastive summaries. A
specially created data set with data from the TAC 2011 con-
ference containing news articles is used in combination with
the ROUGE metric for evaluation. The average scores for
both algorithms—LSA and LDA—show comparable results
(ROUGE-1 recall and precision for LDA just over 0.35,
ROUGE-1 recall just under 0.35 and precision over 0.4 for
LSA), with LDA providing better recall results, but LSA pro-
viding better precision.

Ren and de Rijke [49] present a three-step approach: A
hierarchical sentiment Latent Dirichlet Allocation is used to
model contrastive topics, which are filtered in a structured
determinantal point process to the most diverse topics and
used in an iterative optimization algorithm that selects sen-
tences with explicit consideration of contrast, relevance, and
diversity to form the contrastive summary. The approach is
compared with several other topic models, namely the Topic-
Aspect Model [44], the Sentiment-topic Model [35], the
Latent Dirichlet Allocation [3], and the hierarchical Latent
Dirichlet Allocation in combination with summarization
approaches such as LexRank and clustering-based sentence
ranking. Like [44], they use the same Gallup® telephone
survey [29] and add extracted news articles from the New
YorkTimes to build contrastive summaries across topics. The
ROUGE metric is used to validate their three-step approach
and shows that the contrastive summaries produced, which
meet the three main criteria of contrast, diversity, and rele-
vance, demonstrate the effectiveness of the proposed method
through significant improvements over the three manually
annotated data sets. Their approach yields a ROUGE-1 of
0.4 for the Healthcare Corpus compared to 0.4 for the Topic
Aspect Model and 0.31 for the Sentiment-Topic Model.

A semi-supervised Probabilistic Latent Semantic Analy-
sis model is used in combination with a sentence selection
strategy that uses a contrastive similarity measure that indi-
cates how well two sentences with opposing opinions match
[20]. Taking into account prior information from experts,
the topic model groups the arguments. Guo et al. [20] cre-
ated their own data set on controversial topics and used the
precision and coverage measure to evaluate their contrastive
summarization approach and compare it to the ones of [30,
43]. Their model (precision of 0.6 and coverage of 0.67) out-
performs [30]’s approach (precision of 0.2 and coverage of
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0.17) and the one of [43] (precision of 0.2 and coverage of
0.33) in terms of precision and coverage.

The focus of [21] is a differential topic model dTM-
SAGE with a sentence scoring method that measures the
discriminative power of sentences to summarize the differ-
ences between groups of documents. The topic model is used
to obtain deviations in group-specific word distributions to
indicate howwords are used differently in different document
groups from a background word distribution. They used 35
paperswith 6636 sentences from theACLAnthologySearch-
bench for their contrastive summarization approach, which
is validated with the ROUGE metric. In their evaluation,
they significantly outperform generic baseline summariza-
tion approaches (ROUGE-1 0.42) such as the centroid-based
method [47] (ROUGE-1 0.23), the graph-based method
LexPageRank [47] (ROUGE-1 0.25) and the MMR-based
method [9] (ROUGE-1 0.28), as well as two contrastive
summarization approaches, [56] (ROUGE-1 0.31) and [51]
(ROUGE-1 0.32).

Lavanya and Parvathavarthini [31] use a context-sensitive
PLSAmodelwith initial linguistic rules basedondependency
relationships to extract context-feature-opinion phrases and
then, automatically cluster the extracted context-feature-
opinion phrases into contrastive summaries. In their work,
the same product reviewdata set as in [30] and the benchmark
car data set [18] are used to extract context-feature-opinion
phrases and automatically group them into contrasting argu-
ments. The ROUGE metric is used as a validation metric
to compare their approach (ROUGE-1 0.33) with [20]
(ROUGE-1 0.31), which achieved similar results.

4.3 Statistical approaches

Purely statistical approaches compute statistical and/or lin-
guistic characteristics and their weights for sentences or
words, and then, select the most important words or phrases
based on these characteristics. In these scoring algorithms,
additional attempts are made to explicitly extract orthogonal
sentences to represent the most discussed items.

References [11, 48] both use a statistical sentence weight
calculation to compute a comparative summary, where [48]
use Kullback–Leibler divergence and a bag-of-words model
to quickly isolate interesting opinions and provide analyst
feedback on how users generally feel about a given topic.
[48] apply their summarization approach to the content and
commentary of news stories, but do not provide a detailed
description of the data set or any indication of validation
of the method, nor have they made comparisons with other
methods.

Chitra et al. [11], on the other hand, generate comparative
summaries from a set of URLs using the HTML DOM tree

structure of these web pages and using feature keywords to
score sentences. A collection of 200 web documents related
to educational institutions, algorithms, banking, and house-
hold items is collected to contrastively summarize these web
pages. They use a five-star Likert scale to measure the over-
all responsiveness of their contrastivewebsite summaries and
show that their system reduces the time and effort required
for the user to browse different websites to compare infor-
mation.

4.4 Machine learning approaches

The advent of machine learning and neural networks has also
reached contrastive text summarization.

For example, [27] use a sparse predictive classification
approach that automatically labels text units for a given
topic, pre-processes the possible summarizing phrases and
phrase counts, and sparsely selects a contrastive phrase list of
interest using Lasso and L1 penalized logistic regression on
automatic labels. Each contrastive summarization approach
is applied to the set of articles in the New York Times. They
compared their four feature selection methods in a crossed
and randomized experiment in which non-experts read both
the original documents and their summaries and rated the
quality and relevance of the results using a five-star Likert
scale. Based on their human experiment, they concluded that
features, such as Lasso or tf-idf, selected using a sparse pre-
diction framework, can generate informative summaries of
keywords for topics of interest.

On the other hand, [1, 2] define extractive contrastive
summarization as a binary classification problem using the
maximum mean discrepancy in combination with a gradi-
ent optimization method. In this process, for given groups,
the algorithm learns to select sentences that represent each
group, but also to highlight differences between groups. Ref-
erences [1] and [2] use news articles on controversial topics to
comparatively summarize news articles from different time
periods to determine what changed about the topic between
summarization periods. In a human evaluation setting, where
crowd workers are given some contrasting summary arti-
cles from two groups and asked to classify them into one
of two groups, the comparative summarization is then eval-
uated with this resulting accuracy value. They found that
the gradient optimization summaries were 7%more accurate
in classification than discrete optimization. References [1]
and [2] use not only machine learning approaches but also
pre-trained GLOVE vectors to represent documents in their
comparative summarization through the binary classification
method. In recent years, there has been a trend towards using
or fine-tuning pre-trained languagemodels,whichwepresent
in the next chapter.
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4.5 Deep learning and transformer languagemodels

A breakthrough of neural networks in text summarization
was achieved by the invention ofword embeddings and trans-
former language models. Word embeddings such as [45] but
also [12] are representations of words and phrases that are
mapped to a numerically dense vector that captures their
semantic meaning and context. Transformer, which is a neu-
ral network architecture introduced in 2017 by [54], has
led to significant improvements in tasks such as machine
translation, language modeling, and summarization. Many
well-known language models such as BERT [12], but also
GPT-3 [4] are based on this architecture.

Lavanya and Parvathavarthini [33] train a long short-term
memory on pre-trained Word2Vec embeddings with atten-
tion mechanisms such as feature attention, opinion attention,
and context attention to automatically build context-sensitive
contrastive summaries. Context-sensitive sentiment classi-
fication using a soft-max classifier is used to identify and
present contrasting summaries from a given set of posi-
tive and negative summaries of two entities. They used the
SemEval 2014 Task 4 restaurant reviews data set [46] to
train the context-sensitive contrastive opinion summarization
model. The precision measure and the ROUGE metric are
used to validate their approach, and the experimental results
show that the proposed model achieves better or similar per-
formance (ROUGE-1 0.36) than the baseline models, such
as [58] (ROUGE-1 0.36) and [50] (ROUGE-1 0.32).

A Word2Vec model is trained from scratch on a large
patent data set to determine the vector representations of
[40]’s patent vocabulary, and [10] use a pre-trained BERT
model to represent the scientific vocabulary. Both approaches
are described in more detail in the graph-based subsection.

None of the above methods, however, uses the language
models for abstractive summarization, only for extractive
summarization. On the other hand, the COCOSUM [25]
comparative summary system is a fine-tuned languagemodel
that produces abstractive contrastive summaries. This work
clearly distinguishes itself from the others, as it highlights
not only what is different but at the same time what is com-
mon, and it uses an abstractive approach. Iso et al. [25]
created a comparative opinion summarization corpus con-
taining human-written contrastive and common summaries
of hotel reviews. The ROUGE metric is used for the val-
idation of the contrastive summary of hotel reviews, and
the experimental results on their created benchmark data
set show that COCOSUM can produce higher-quality con-
trastive and common summaries than two extractive and four
abstractive opinion summarization models. All variants of
their method have a ROUGE-1 of more than 0.4 versus the
range of 0.32–0.37 for the baseline methods and a BERT
score of more than 0.29 versus a range of 0.2–0.24.

4.6 Graph-basedmethods

In graph-based models, documents are represented as graphs
based on their sentences. After a long period of obscurity [37,
44], they have recently experienced a somewhat renaissance
with pre-trained languagemodels. Twoworks stand out here,
[10, 40] both have developed graph-based comparative sum-
marization methods using pre-trained language models as a
basis.

Liu et al. [40] use the vector representation of patent
vocabulary given by the Word2Vec model as features in a
multi-relational graph to generate contrastive summaries.
They created a data set of real-word-linked patents to
create contrasting patent summaries. Precision, recall and F-
measure are used to validate their approach (Results for the
mechanical engineering data set: 0.68 precision versus range
0.10–0.23 for baseline approaches, 0.59 recall versus 0.44–
1.00, 0.63 F-measure versus 0.16–0.35), with experimental
results and detailed analysis in the case study showing the
effectiveness of the proposed framework.

Similarly, [10] use a pre-trained BERT model to gener-
ate comparative summaries using a comparative graph-based
summarization method that uses citations as a guide. The
ROUGE metric is used for the evaluation on a specially
created corpus of scientific articles with linked citations.
Experiments show that their method (ROUGE-1 0.49) out-
performs nine single and multi-document summary methods
(ROUGE-1 ranges from 0.23 to 0.43) in their own corpus and
also performs well in DUC2006 (ROUGE-1 of 0.40 against
a range of 0.32 to 0.41) and DUC2007 (ROUGE-1 of 0.41
against a range of 0.33 to 0.43).

In addition to plain text, both approaches [10, 40] use
linking data, such as those found in patents or scientific pub-
lications, to connect and contrast content. The next section
describes the applications used in contrastive summarization
approaches.

5 Applications on contrastive summarization

Contrastive summarization is used in many areas where dif-
ferent and controversial contributions to a particular topic
or problem are collected and need to be distinguished. This
motivated us to investigate which applications are consid-
ered and aimed for in contrastive summarization, and by that
inspire future applications.

Overall, we found that Contrastive Summarization is used
for opinions or sentiments on an issue, reviews, content in
blogs or tweets, websites, patents, news articles, or even sci-
entific research articles. References [1, 2, 7, 8, 23, 24, 27,
48, 49] used their approach to analyze newspaper articles on
controversial topics. In addition to newspaper articles, [20,
25, 30, 31, 33, 34, 37, 43, 44, 48, 52, 53] used user-generated
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data as an application of their method. They tried to contrast
and summarize opinions, comments, arguments, and reviews
on controversial topics or products. References [20, 56] crawl
their user-generated data from blogs and Twitter to contrast
and summarize controversy and various arguments.

Contrastive summarization can also make use of more
complex data structures, such as those found in patents,
web pages, or scientific articles. Chitra et al. [11] use the
HTMLDOMtree structure to summarizemultipleweb pages
comparatively. Liu et al. [40] utilize the underlying network
resulting from the link data structure of patents, and [10]
use the citation structure of scientific articles in addition to
the link structure of patents. Without using the citation link
structure, [21] also uses scientific articles as an application
of their approach.

6 Conclusion and outlook for further
research

Our survey shows that the problem of contrastive or compar-
ative summarization has been known for a long time and has
attracted a great deal of interest from the research community.
As in the evolution of language models, where rule-based
systems were replaced by statistical ones, followed by a neu-
ral revolution [28], contrastive summarization systems also
faced a similar evolution: In the early days of this research,
contrastive summarization was always considered as an opti-
mization problem, where representativeness, contrastivity,
and diversity were the constraints for extractive sentence
selection.Due to the statistical revolution of generative statis-
tical models such as LDA, topic generation was verymuch in
vogue at that time. Bayesian methods and expectation max-
imization were also used to detect contrastive themes in a
text. Meanwhile, these have been replaced bymachine learn-
ing approaches, in particular, deep learning methods, with
pre-trained language models increasingly forming the basis
of contrastive summarization. On the basis of this, another
trend has emerged that involves the use of additional com-
plex data structures linking the documents. Patents, scientific
articles, or websites are connected by citations or hyper-
links in addition to raw text, enabling the use of graph-based
methods. However, the development of contrastive summa-
rization methods must take into account the genre of the text,
as different genres pose different challenges. For example,
patents and scientific articles tend to be very technical and
formal, while tweets and comments on forums often adopt a
colloquial nature. This is something acknowledged by [55]
who recognize in their work that different techniques may be
applied depending on the type of text.

Several efforts have also been made by researchers for
evaluation purposes. However, the lack of standard data sets
and the fact that the task of contrastive summarization differs

on the basis of its application have led to the emergence
of a multitude of data sets, most of which were created by
researchers themselves. To further popularize the task and
provide grounds for fair method comparison, competitions
with standardized data sets are expected to emerge.

Standardizedmeasures such as accuracy, recall, F-measure,
and ROUGE, in addition to human-based Likert scales,
were also used to evaluate contrastive summarization sys-
tems. These, however, are more appropriate for extractive
approaches. In the future, human-based metrics or seman-
tic distances using pre-trained language models [25] should
be used when evaluating systems that stem from abstractive
approaches asmeans to correctly evaluate sentences that have
the same semantic meaning but are described by synonyms.
There is a need for evaluation metrics that correctly evalu-
ate sentences that have the same semantic meaning, but are
described by synonyms.

Finally, there is a body of research work that incorpo-
rates temporal aspects in contrastive summarization, which
was not covered in this survey. These are either research
works that compare content published at different time
periods [13, 14, 26] or that conduct comparative timeline
summarization3 [15]. Temporal comparative summarization
is challenging and poses unique challenges as it needs
to consider other issues such as event ordering and co-
reference, general/background context change of different
times, vocabulary semantic drift, fragmentary or missing
documents especially when considering distant time peri-
ods, or even different OCR result quality. This is something
researchers should look at in the future.

Parallel to this, we envision that in the near future, modern
pre-trained languagemodels,which have shown strong effec-
tiveness in abstractive summarization benchmarks [36], will
be extended to contrastive summarization, which has always
been considered, with the exception of [25], as an extractive
approach.
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