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Abstract
Learning node embeddings is fundamental for numerous applications, such as link prediction and node classification. Node
embeddings seek to learn a low-dimensional representation for each node in the graph. Many existing node representation
learning methods for dynamic attributed graphs focus on preserving the temporal proximity of the nodes with relatively
shallow models. However, real-life graphs are complex and usually exhibit evolutionary patterns of node attributes and graph
structure. Therefore, the current state-of-the-art models fail to capture the information in the dynamic attributed graphs and
settle for sub-optimal results. In this paper, we propose a novel model for embedding nodes in dynamic attributed graphs that
captures the full extent of all relevant node information and the graph interrelations as well as graph evolutionary patterns.
During model training, attribute-aware node embedding is learned using both graph and node properties in a dynamic context.
Experiments demonstrate that our proposed method is superior to the state-of-the-art models in link prediction tasks. In
addition, it introduces a novel way of learning richer representations by fully exploiting node attributes, graph structure, and
evolutionary patterns in dynamic attributed graphs.
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1 Introduction

Graph structures are the basis of many objects, concepts, and
processes we use everyday. They appear spontaneously in
a wide diversity of real-world environments since they are
valuable in illustrating how objects are physically or logi-
cally connected. The Internet is one clear example. When
we access the Internet, we implicitly enter a graph structure
comprised of billions of nodes and edges. The graph topology
has gained significant popularity in recent years because they
help simplify complex systems of information into accessible
representations.
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Graph embedding is an efficient strategy that allows for
the use of machine learning models with graph-structured
data by preserving nodes, edges, and their properties into
lower-dimensional embedding vectors [1–3]. Early literature
on graph embedding has paid the most attention to fac-
torization methods, such as Laplacian eigenmaps and node
proximity matrix factorization. Different approaches were
proposed to find the matrix approximation such as singular
value decomposition (SVD) [4,5]. This technique is, how-
ever, computationally costly, especially when working with
large networks [6]. More recently, scholars have employed
random-walk-based methods to calibrate local knowledge.
These methods—the first of which was Deepwalk [1]—learn
node embedding by increasing the log-likelihood of a node
given its neighboring nodes. Several research works, such as
Node2vec [2] and LINE model [7], reported in the literature
are variants of the Deepwalk approach.

Later, the research focus has turned to the question of how
temporal information can be manifested into graph embed-
ding. This strand of the literature was based on the idea that
several tasks such as node classification and link prediction
could be enhanced by incorporating graph dynamics [8,9]. In
addition to evolutionary patterns, adding auxiliary informa-
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tion such as node attributes in graph embedding has drawn
further attention in recent years [10,11]. However,mostmod-
els preserve many but not all essential characteristics in the
dynamic attributed network, resulting in sub-optimal perfor-
mance.

In this paper, we propose a novel node embedding model
that connects two lines of research: node attributes and
dynamic representation, yielding a model explicitly trained
to preserve the full extent of node information in a rather
dynamic fashion. We propose a novel architecture named
deep attributed dynamic self-attention model (DADSAT) to
learn latent node representation. First, in addition to self-
attention layers that capture both structural and dynamic
information in the graph, we introduce an unsupervised fea-
ture extraction module using the BERT model [12]. This
module explicitly empowers the model to capture feature
information for each node in the graph. This takes advantage
of the fact that the training data contain more information
than the structural information in the network; as result, we
can expressly learn more informative node representations.
Second, we use a recursive skip connection in conjunction
with layer normalization to improve information delivery
and integration between node latent representations at dif-
ferent levels. This relies on the assumption that the recursive
skip connection, in conjunction with layer normalization,
improves optimization and allows for more expressive infor-
mation to be included. At different time steps, the recursive
skip connection along with layer normalization is used to
connect different self-attention layers—it is specifically used
to support DADSAT in learning more informative latent rep-
resentations. The key contributions of the current paper can
be represented as follows:

• We propose a novel architecture for dynamic attributed
graph representation learning to solve the challeng-
ing problem of embedding nodes in dynamic attributed
graphs which convey more information.

• We develop a node representation learning algorithm
that is not only capable of efficiently capturing both
structural and dynamic information in a graph but is
also supported by an unsupervised feature extraction
module to fuse node features. The proposed model
encodes the graph topological structure, temporal pat-
terns, and node attributes into a reduced-dimensional
representation.

• We conduct extensive experiments on real-world
attributed dynamic networks. The findings indicate that
our proposed approach consistently outperforms all base-
line models in link prediction tasks. In addition, our
approach generally exhibits superior stability over dif-
ferent time steps in comparison with baseline models.

2 Related work

This section provides an overview of the existing graph
embedding models. We divide them into three main types:
static, dynamic, and self-attention embedding models. In
what follows, we discuss them consecutively.

2.1 Static network embeddingmodels

Static graph representation learningdates back to factorization-
based graph embeddingmodels such asLaplacian [13], graph
factorization [14], and nonnegative matrix factorization [11].
However, factorization-basedmodels only focus on the trans-
ductive setting and cannot handle large-scale networks since
they are computationally expensive.

Later, a variety of random walk-based methods have been
proposed such as Deepwalk, Node2vec, LINE, DGI and
BRNLE [1,2,7,15,16]. Deepwalk, for example, was inspired
by the way languagemodeling algorithms learn node embed-
ding from the local information obtained through a random
walk [1]. The Node2vec model [2]—which can be consid-
ered an extension ofDeepwalk—controls the randomwalk to
provide richer node representation. In a similar fashion, the
LINE model [7] is designed to address the problem of gen-
erating graph embeddings for large networks with millions
of nodes in low-dimensional vector spaces. Moreover, SEAL
[17], developed for link prediction tasks, is another approach
that learns from sub-graph structures as well as latent and
explicit node characteristics to encompass the whole scope
of information. Additionally, HM-LDM [18] is an unsuper-
vised embedding approach that combines the non-negativity
constrained eigenmodel with the latent distance model. One
main feature of HM-LDM is that it integrates soft and hard
community detection with network embeddings to explore
the whole scope of information in the embedding space.

On theother hand, a different, yet related, set of approaches
combines GNNs with recurrent architectures. The most
explored GNNs in this context are graph convolutional net-
works (GCNs) [19,20]. GCNs employ convolution over the
graph to aggregate the features of all neighboring nodes
for each node, followed by a linear transformation to con-
struct node-specific representations more efficiently. Graph
isomorphismnetwork (GIN) [21], on the other hand, is a fully
spatial-based GCN network with superior discriminatory
power over existingGCNs for neighbor aggregation.Another
work, GraphSAGE [5], can be viewed as a generalization of
the aggregation function presented in the GCN architecture.
LSPE [22] expands the capabilities of GNN architectures by
incorporating positional encoding and injecting it into the
input layer. Consequently, this method retrains the structural
and positional information, leading to significantly improved
performance as a result.
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Although these models have significantly advanced the
quality of node embeddings, they are not flawless. Specifi-
cally, the aforementioned models do not integrate evolution-
ary patterns and only operate on the graph structure in the
static state. This shortcoming degrades the quality of the gen-
erated embeddings.

2.2 Dynamic network embeddingmodels

Dynamic graphs can be classified into snapshot sequences or
timestamped graphs depending on how they can be modeled
with respect to time signals. A snapshot sequence refers to
a series of static graphs captured at multiple discrete time
steps. On the other hand, the timestamped graph refers to a
single graph with a time stamp on each link [9]. The majority
of dynamic graph embedding models adopt the snapshot-
sequence approach [9,23].

There are several examples of the snapshot-sequence
approach in the literature. For instance, DynamicTriad [24]
retains both structural and evolution information by model-
ing how closed triads evolve in a given network. Another
approach is Dyngraph2vec [25] which models the temporal
patterns in the network using a recurrent deep architecture.
Similarly, DySAT [9] learns node embeddings using joint
self-attention to preserve structural and temporal properties
in graphs.

Recently, research has focused on how to improve these
models by adding auxiliary information such as node
attributes and node embedding’s uncertainty such as DNE
[10], DANE [11], Online-Node2vec [26], weg2vec [27] and
DynG2G [28]. For instance, weg2vec adopts an unsuper-
vised embedding approach that concurrently considers past
and future context for node (event) embedding learning.
Another work is DynG2G [28] which is an autoencod-
ing stochastic dynamic embedding method that adopts node
triplet energy-based ranking loss to capture the node embed-
ding’s uncertainty.

A few papers have explored the problem of node embed-
ding from a continuous-time perspective. For instance,
CTDNE [29] tackles the problem of modeling graphs as a
sequence of snapshots by introducing a novel architecture
which extends the random walk notion by necessitating that
walks maintain the temporal order for learning continuous-
time preserving embeddings.

Another category of approaches generalizes the static
models to maintain the temporal information. For exam-
ple, Dynnode2vec [30] is a modified skip-gram model [31]
in which the authors provide a more dynamic version by
using evolving random walks to update the trained skip-
gram model. GloDyNE [32] is another computationally
efficient variant of the skip-grammodel that selects represen-
tative nodes across a network to better maintain the overall
global topology of the graph. Another work that generalizes

Node2vec [2] is tNodeEmbed [33]. tNodeEmbed utilizes the
temporal information by applying a joint loss function that
embeds nodes based on their historical temporal embeddings,
therefore preserving the network’s structure and dynamics.
FLDNE [34] is a generic method that can be applied to any
static embedding technique. It integrates temporal informa-
tion by aggregating embeddings across several time steps
using a convex combination function. EvolveGCN [35] is
an extension of the GCN architecture that utilizes an RNN
module to update the GCN parameters in order to address the
problem of lacking temporal characteristics. Despite the fact
that these models have substantially improved the quality of
node embeddings, they are incapable of capturing the whole
range of associated node information and complex network
interactions in dynamic contexts.

2.3 Self-attention embeddingmodels

The graph attention network (GAT) is the first method that
adopts self-attention layers to generate graph embeddings
[36]. In particular, the GAT model employs stacked self-
attention layers for node classification tasks in the static
state. On the other hand, the SANNE architecture introduced
an unsupervised embedding algorithm based primarily on
the GAT architecture [37]. DySAT [9] model is yet another
variant of the GAT model in the dynamic setting. Specif-
ically, this work employs a self-attention-based model to
retain structural and temporal dimensions. However, despite
the promising performance, thesemodels are still insufficient
for constructing powerful embedding that takes into account
all relevant auxiliary information in networks.

3 Problem setting

Weconsider the problemof inferringmissing links.More for-
mally, let’s define a dynamic attributed graph as a sequence of
observed static graphsG = {G1, . . . ,GT}, where T denotes
the total number of time steps. Each graph Gt = (Vt,Et) is
a weighted undirected graph with a set of nodes Vt and a set
of edges Et at time step t . We presume that nodes are asso-
ciated with D-dimensional attributes Mt ∈ R

|V |×D , where
mt

i denotes the attributes for node i at time step t . Links can
be added and removed over time. In our case, the goal is to
predict the missing or formed links at time t + 1 given the
link data at time t . In the literature, this is known as temporal
link prediction [38].

Themain goal is to learn latent representations zti ∈ R
f for

each node i ∈ V at time steps t = 1, 2, ..., T that preserves
the structure properties, node attributes, and temporal pat-
terns, where f is a small number of latent dimensions. Thus,
our target will be to learn and extract node feature informa-
tion in an unsupervised fashion from the input graph. Next,
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we fuse the features to self-attention layers to hierarchically
capture all relevant information, which finally learns node
embeddings to help boost the temporal link prediction task.

4 The proposedmodel: DADSAT

Here, we propose an architecture named deep attributed
dynamic self-attention network (DADSAT), a novel model
for learning node embeddings. Our algorithm learns node
representations in dynamicgraphs by employing self-attention
layers. We argue that integrating network structure and
semantic information in the proposed architecture by an early
fusion on the input layer is the key to learning more infor-
mative node representations.

4.1 BERT for feature extraction

When operating with graphs, we usually have unstructured
text defining the nodes’ relevant information. Therefore,
considering the graph structure without paying attention to
textual features is insufficient to learn node embedding. To
address this issue, we used Bidirectional Encoder Represen-
tations fromTransformers (BERT) for feature extraction in an
unsupervised manner to extract meaningful representations
of node attributes as input for the DADSAT architecture.

The BERT model is built on the original implementation
of Transformer developed by Vaswani et al. [12]. The pro-
cess of training theBERTmodel consists of twomain phases:
the pre-training stage and fine-tuning stage. The first phase
is the pre-training stage, which allows the model to lever-
age knowledge by making use of unlabeled data in multiple
tasks. The second phase is the fine-tuning stage in which the
already pre-trained parameters are fine-tuned using labeled
data in different tasks. There are many variants of the BERT
model such asRoBERTa [39],ALBERT[40] andDistilBERT
[41]. Insofar as the text defining the nodes’ information is
clear, we avoid the degradation of performance caused by
excessive parameters. To this end, we use DistilBERT as a
lighter transformer model based on the BERT architecture.
Accordingly, we use DistilBERT to extract feature embed-
dings where fixed features are extracted from the pre-trained
model to be fed into our architecture without fine-tuning on
a downstream task.

This module receives the text of the relevant information
for each node as input. To obtain a single vector for each
node, we averaged the hidden states of the last hidden layer
of each token and compressed them into a single 768-length
vector {xi ∈ RF ,∀i ∈ V }, where F is the dimension of
the vector representation that captures the essential features
related to each node. Therefore, our graph embedding model
is built on top of this rich representation generated using the
DistilBERT model.

4.2 Graph self-attentionmodule

The graph self-attentionmodule aims to fuse the node’s infor-
mation with its neighbors’ information to handle structural
and temporal dependencies in the graph, respectively. The
graph self-attention module consists of two main layers to
process structural and temporal information. The first layer
consists of a stack of self-attention layers and a positional
encoding layer. In particular, in the first layer, we use a setup
similar to Bahdanau additive attention [42]. This layer takes
as an input the vector representation of node attributes gener-
ated using DistilBERTmodel {xi ∈ RF ,∀i ∈ V }. This layer
generates a different set of features {x ′

i ∈ RF ′
, ∀i ∈ V }.

We perform a linear transformation using a LeakyReLU acti-
vation function to each node, which is parameterized by a
weight matrixW , to convert the nodes’ vector representation
into higher-level latent space. Then, we compute the atten-
tion coefficient that reflects the contribution of node i to node
j which are finally used to find the final representation for
every node. The resulting representation preserves both node
and structural characteristics of each snapshot with shared
parameters, as presented in Fig. 1:

αi j = LeakyReLU
(
Ai j

[
Ws xi ‖ Ws x j

])

∑
wεNi

LeakyReLU
(
Ai j

[
xi ‖ x j

]) (1)

x ′
i = σ

⎛

⎝
∑

jεNi

αi j W
s x j

⎞

⎠ , ∀(i, j) ∈ E (2)

Here, ‖ denotes the concatenation operation; Ni = { j ∈
V : (i, j) ∈ E} represents the set of directly connected
neighbors of node i in snapshot G; Ws is a shared weight
transformation; σ(.) represents the activation function; and
the coefficient αi j reflects the importance of node i to node j
at each snapshot. In addition, Ai j represents the weight of the
link (i, j) in the present snapshot. The number of interactions
between a pair of nodes in each snapshot defines the weight
of the connection.

We then add position-dependent signals to the final output
representation of the first layer to incorporate the temporal
position of snapshots [9]. These positional embeddings suc-
cessfully represent the absolute temporal position of each
snapshot {x ′1

i + p1, x ′2
i + p2, . . . , x ′T

i + pT },∀i ∈ V , where
pt represents each snapshot’s temporal position. Positional
encoding uses the sine and cosine functions to compute the
position vectors, as it normalizes the position between -1 to
1. Let’s consider that the position is denoted by pos, and the
embedding size is d. The q-th dimension of the sinusoidal
positional encoding is then considered as follows [43]:

p(pos,2q) = sin

(
pos

10000
2q
d

)
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Fig. 1 Overall architecture of the DADSAT model. The input of the architecture is the node and attribute embeddings at time t

p(pos,2q+1) = cos

(
pos

10000
2q
d

)

In the second layer, we adopt the scaled dot-product atten-
tion [9,43] to compute the output representation of node i at
different time steps, {h1i , h2i , . . . , hTi } ,∀i ∈ V . The multi-
head attention mechanism is adopted in both layers in the
architecture to capture graph evolution from different sub-
spaces as in the transformer framework [43].

4.3 Recursive skip connections with layer
normalization

We construct a recursive skip connection along with layer
normalization between the output of the first layer and the
output of the second layer in the graph self-attention module
at each time step t which proved its capability to promote

the performance of deep neural networks in different con-
texts compared to the plain version [44,45]. The main reason
behind employing recursive skip connections is that these
connections ensure better delivery and integration of infor-
mation between the different components of the DADSAT
model than abstract information. Accordingly, these recur-
sive skip connections can be defined as follows:

sλ
i = LN

(
ci + sλ−1

i

)

s.t. s1i = LN (ci + hi ) , ∀i ∈ V (3)

Here, LN denotes layer normalization, ci denotes the out-
put of the first layer in the graph self-attention module of a
node i , hi represents the output of the second layer in the
graph self-attention module of a node i , and λ is a modulat-
ing scalar. According to the equation mentioned above, the
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model is empowered to use recursive skip connection with
layer normalization repeatedly to enhance optimization.

4.4 Position-wise feed-forward networks

The outputs of the graph attention module after employing
recursive skip connection, {s1i , s2i , . . . , sTi } ,∀i ∈ V , transfer
through the position-wise feed-forward layer. Accordingly,
it is applied to each position to get the final node represen-
tation, {z1i , z2i , ..., zTi } ,∀i ∈ V . This comes with two linear
transformations using ReLU activation function [43].

4.5 Training DADSAT

To train the DADSAT model, we sample both positive and
negative cases following the Deepwalk strategy [1]. Here,
the DADSAT model is optimized using the following binary
cross-entropy loss function:

L =
T∑

t=1

∑

j∈V

⎛

⎜
⎝

∑

i∈walkt
( j)

− log
(

σ
(

< zti , z
t
j >

))

−wn .
∑

i ′ ∈ Pt
n

log
(
1 − σ

(
< zti ′ , z

t
j >

))
⎞

⎟
⎠ (4)

Here, σ denotes the sigmoid function, the inner prod-
uct operation is represented by < . >, walkt indicates the
selected positive instances in randomwalks of fixed length at
snapshotGt , Pt

n represents the sampled negative instances in
snapshotGt , andwn is a constant fine-tuned hyper-parameter
to determine the negative sampling ratio. This loss function
enables the learned representations to present the local struc-
ture properties around a node in a dynamic configuration by
promoting neighbor-similar representations [9].

5 Experiments

In this section, we present the performance of the proposed
architecture on four real-world datasets. We also provide a
comparison with different baselines along with a detailed
analysis.

5.1 Datasets

Weworkwith four datasets:DBLP [46],Epinions [47], Enron
[48] and Yelp [49] for experimental evaluation as illustrated
in Table 1. All of these datasets represent real-world dynamic
attributed graphs. DBLP is our first dataset; it comprises
bibliographic details to track the work of colleagues and to

Table 1 Summary statistics of the experimental datasets

DBLP Epinions Enron Yelp

#Nodes 328,080 163,543 143 6,569

#Edges 979,866 582,613 2,347 95,361

#Attributes 21,597 24,182 18,462 28,242

#Time steps 14 15 12 12

access their bibliographical information [46]. DBLP is a sci-
entific collaboration network where actors are the authors of
an article and edges are the co-authorship relationship [47].
The second dataset is Epinions which is a website where
users can review different products such as items and ser-
vices [50]. All trust relationships connect and form the trust
web where the edges indicate a trust relationship. Enron is
our third dataset. Enron is a corpus of employee interactions
in which the actors are employees and the edges represent
email interactions between them [48]. Finally, we make use
ofYelp as a fourth dataset. Yelp is awebsitewhere businesses
and users represent the actors, and the edges are the reviews
[49].

5.2 Datasets preprocessing

In this work, we take into account both the attributes of
the nodes and the network properties. The node attributes
are represented in the four datasets as follows: the articles’
titles in the DPLB dataset; user reviews of different items of
businesses in the Epinions and Yelp datasets; and finally the
employees’ email messages in the Enron dataset. In sum, we
relied on the textual data associated with each node as our
node attributes. The process of text representation using the
feature-based approach of DistilBERT is done by feeding the
text input into DistilBERT. The text input is tokenized before
being fed into DistilBERT. Here, we use the token-level rep-
resentation from last hidden states as extracted features from
text. Then, we created snapshots for each dataset separately.
For the DBLP data, we generated 4-year coauthorship record
snapshots (i.e., our window size) amounting overall to 14
snapshots in the period 1959 to 2015. For Epinions, a tem-
poral window of 8 months is selected to create 15 snapshots
between 2001 and 2011. For Enron, a three-month temporal
windowwas selected tomake 12 snapshots between 1999 and
2002. For Yelp, a 7-month time period was chosen to create
12 snapshots between 2009 and 2016. Finally, we split the
datasets using tenfold cross-validation and we reserved 10%
of the data as our testing set following Sankar et al. and Li et
al. [9,51].
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5.3 Evaluation protocol

We assess the effectiveness of the suggested graph embed-
dingmodel on the temporal link prediction task.Accordingly,
we present the link prediction task in the dynamic settings
in this section. Consider a series of observed graph snap-
shots G1, ...,Gt , where each snapshot is represented by
Gt = (Vt , Et ). Here, Vt represents the nodes in the graph
at time step t , and E ⊆ (V × V ) represents the set of
observed links across entities in the network. The goal of
temporal link prediction is to predict the missing or formed
links at time t + 1 given the link data at time t [9,38].

In other words, the link prediction problem can be formu-
lated by classifying each pair of nodes into two groups: links
and non-links. For this purpose, we used logistic regression
classifier to predict links in Gt+1. After obtaining the latest
embedding zti ,∀ i ∈ V , a binary classifier is used to predict
the links at Gt+1. Accordingly, the effectiveness of the pro-
posed model is evaluated at t + 1 after training the model at
each snapshot t . For evaluation, micro- and macro-averaged
AUC is used as evaluation metrics for this purpose. Micro-
AUC is measured over all link instances which weighs all
links equally. On the other hand, macro-AUC is measured
by calculating the AUC score at each time step indepen-
dently and then taking the average which weighs time steps
equally [9]. Finally, micro- and macro-AUC scores are aver-
aged across different snapshots.

5.4 Baselines

• Deepwalk [1]: A static embedding model that learns
node embeddingusing local informationobtained through
random walk sampling.

• Node2vec [2]: A static embedding model that adopts
biased random walks for providing richer node repre-
sentation.

• LINE [7]: A model that produces node embeddings that
retain first- and second-order proximity in the network.

• GraphSAGE [5]: An inductive embedding model that
utilizes an embedding function that can be applied to
unseen nodes in the training data. We compare the find-
ings of various aggregators such as GCN, meanpool,
maxpool, and LSTM and report the highest AUC scores
following [9].

• GCN-AE [52]:AGCNautoencodermodel that addresses
the link prediction problem in graphs.

• GAT-AE [36]: A GAT autoencoder for link prediction.
• SEAL [17]: This embedding method was designed for
link prediction tasks. It learns from subgraph structures
as well as the implicit and explicit features of nodes to
incorporate the whole spectrum of information.

• GatedGCN-LSPE [22]: This embedding approach is a
vanillaGCNarchitecture that has been updatedwith node

positional encoding and a soft-attention mechanism, as
well as an edge gating mechanism, to enhance message
aggregation in GCNs [53].

• DynamicTriad [24]: A dynamic embedding model that
preserves both structural and temporal information by
modeling how closed triads evolve in a given network.

• DANE [11]: A dynamic graph embedding model that
makes use of the matrix perturbation theory to preserve
the graph structure and node attributes.

• DySAT [9]: A dynamic graph embeddingmodel that cap-
tures structural and temporal properties by employing
joint self-attention.

• GloDyNE [32]: This work extends the static network
embeddingmethod-Skip-Gram[31] to copewith dynamic
networks. GloDyNE selects representative nodes across
a network to preserve the graph’s global topology.

• DynG2G [28]: An autoencoding dynamic embedding
method that learns probabilistic temporal graph repre-
sentations through adopting node triplet energy-based
ranking loss to capture node embedding uncertainty.

5.5 Experimental settings

We employed two self-attention sub-layers with the sizes
256 and 128 in both self-attention layers. As self-attention
layers consist of multiple attention heads, we used 16 and
8 heads, respectively, for each layer. The proposed model
is trained for 200 epochs with the option of early stopping
with a default batch size of 256 nodes. In addition, we used
a final embedding dimension of 128. For training, the objec-
tive function explained in Equation 4 uses node pairings that
co-occur in random walks of fixed length as positive sam-
ples and those that do not co-occur as negative samples. We
adopted the strategy described in Deepwalk [1] to sample
unbiased random walks with the following parameters: 10
walks of length 40 for each node, and each walk has a con-
text window size of 10. In addition, we utilize 10 negative
samples for each positive pair [1,9]. For optimization, mini-
batchgradient descentwithAdamoptimizer [54] is employed
for training. For regularization, L2 regularizer with a penalty
of 5 × 10−4 and dropout rates of 0.1 and 0.5 are applied to
self-attention layers, respectively. For recursive residual con-
nections, we searched for the best value for λ in the range
{1,2,3}.We configured the learning rate in the range {0.0001,
0.001, 0.01} using the validation set following the DySAT
model [9].

We evaluated the effectiveness of DADSAT with dif-
ferent state-of-the-art algorithms for static and dynamic
graph embedding, with the goal of predicting temporal links.
Regarding the static baseline models, we ran them on each
snapshot. After that, in order to incorporate access to the
temporal information in order to make an accurate com-
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parison, we aggregated the graph up to the time t , and the
weight of each link was defined as the cumulative weight
up until time t following the DySAT model [9]. All of the
codes for the aforementioned approaches can be found on
the authors’ websites. The parameters for these 13 compar-
ative algorithms are either set to the default values provided
by the authors, or they are fine-tuned via experimentation to
get the optimal values. In addition, the embedding dimen-
sionality is adjusted to either 128 or the default parameters
recommended by the authors.1

5.6 Results and analysis

In this section, we compare the performance of DADSAT
with other baseline models. We reckon that this comparative
investigation will render our analysis and evaluation of the
DADSAT performance more comprehensive.

As shown in Table 2, it is interesting to see that the
DADSAT model consistently outperforms all baseline mod-
els. Moreover, we can notice from Table 2 that considering
node attributes information in DANE and DADSAT yields
a large boost in the performance when compared to models
that only consider structural properties. The findings have
demonstrated that the DADSAT model has contributed by
around 3% improvement to all data-sets.

We finally compare the DADSAT with the baseline mod-
els over time. Figure 2 depicts the overtime change of the
performance of all models. The X-axes represent the time
steps, defined as the time-interval snapshots, while the Y-
axes represent the average AUC scores. The figure depicts
the differences between the DADSAT and baseline models
discussed above.As explained earlier, DADSAToutperforms
baselines models. Only DySAT’s performance is compara-
ble to DADSAT over some time steps. In addition, Fig. 2
indicates that DADSAT generally exhibits superior stabil-
ity over different time steps in comparison with baseline
models. As for the Epinions dataset, DADSAT is the most
stable of all. The findings, therefore, demonstrate that DAD-
SAT is not only achieving the highest performance but also
exhibiting the highest overtime stability. Taken together, the
findings demonstrate that theDADSATmodel yields promis-
ing improvements to node representation learning.

6 Ablation study

DADSAT is distinguished by its (1) feature extraction
module, (2) graph self-attention module, and (3) recursive
residual connections. In order to assess the significance of
each contribution, we provide the micro-AUC and macro-

1 In the appendix, we elaborate on experimental settings and baselines
hyper-parameter tuning in detail. Ta
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Fig. 2 Performance comparison
of micro-AUC and macro-AUC
scores (%) observed from
different baselines on different
time steps
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AUC scores with the following changes to DADSAT: (1)
without the feature extraction module, (2) without recursive
residual connections, and (3) with varied embedding sizes.

In the first experiment, we investigated the impact of con-
sidering node attribute information on the performance of the
DADSAT model. Here, we have tried to determine how big
the difference is between retaining both the structural prop-
erties and the node attributes and just considering network
structure. Generally, it can be concluded that in all cases,
considering node attributes in the DADSAT model yields
improvements of 1–3% over the initial model in the four
datasets as shown in Table 3. It is clear that considering the
high-quality representation of node attributes achieves higher
performance, manifested by higher AUC scores, compared
to just considering structural properties. Hence, we can infer
that just considering structural properties does not convey
node information properly.

In Table 4, we explore the influence of using residual
connections on the DADSAT model. The findings indicate
that employing residual connections can improve the per-
formance of the DADSAT model by around 0.7–1.2%. This
provides empirical evidence that these residual connections
could be efficient in enhancing the DADSAT architecture.
Moreover, this improvement is better shown in the DADSAT
model when considering node attributes. A possible explana-
tion for this improvement is that the DADSAT model holds
two advantages: (1) It learns a meaningful representation of
node attributes, and (2) it includes more detailed information
about the network properties.

Finally, we investigate the effect of various embedding
sizes on the DADSAT model. The findings show that a
small embedding dimension does not incorporate enough
information, resulting in poor DADSATmodel performance;
increasing the size improves performance, as shown in

Table 5. However, increasing the embedding dimension
beyond a certain point lowers the model’s performance.

7 Computational complexity analysis

DADSAT consists of the BERT model as a module for fea-
ture extraction and a graph self-attention module. Thus, we
separate the time complexity of DADSAT into the time
complexity of the graph self-attention module and the time
complexity of the BERT model. In the graph self-attention
module, the nodes are encoded via a transformer backbone.

According to the analysis in [9], the graph self-attention
module has a time complexity of O(|V |T 2d + |V |d2T +∑T

t=1 Et ) where V is the node set; d is the embedding
dimension; and Et is the link set per snapshot t over T snap-
shots. The computational complexity of the feature extraction
module is O(|V |T 2F + |V |F2T ), where F is the latent
dimension. In summary, the DADSAT’s computational com-
plexity is O(|V |T 2d + |V |d2T + |V |T 2F + |V |F2T +∑T

t=1 Et ). Since the DADSAT architecture is fully paral-
lelizable, it is scalable for larger datasets compared to CNN-
and RNN-based methods.

8 Conclusion and future work

In this paper, we propose a node embedding model from
a different perspective, namely DADSAT. To extract mean-
ingful representations of node attributes, motivated by the
intuition that node attribute information should be highly
correlated to graph dynamics and structural information, we
preserve the node attributes by employing an unsupervised
feature extraction module that captures node feature infor-
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mation. After node feature extraction, we employ the graph
self-attention module to hierarchically extract structural and
temporal information in the graph. Ourmodel captures graph
structure, temporal patterns, and node attribute informa-
tion and thus learns high-quality node representations in
dynamic attributed graphs. The experimental results show
that preserving attribute information while preserving net-
work properties and temporal patterns effectively enhances
the quality of node representations. Our approach proves
promising for downstream applications.

Learning node embeddings on dynamic attributed graphs
is still an open question, and there are several techniques and
application-related aspects that might be investigated. For
instance, learning about attribute-missing graphs might be
considered for this problem. In addition, more sophisticated
graph data, such as heterogeneous dynamic attributed graphs,
might potentially be an intriguing topic to solve. These will
be the subject of future research.
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