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Abstract
Automatic text classification, in which textual data is categorized into specified categories based on its content, is a classic 
issue in the science of Natural Language Processing. In recent years, there has been a notable surge in research on medi-
cal text classification due to the increasing availability of medical data like patient medical records and medical literature. 
Machine learning and statistical methods, such as those used in medical text classification, have proven to be highly efficient 
for these tasks. However, a significant amount of manual labor is still required to categorize the extensive dataset utilized for 
training. Recent research have demonstrated the effectiveness of pretrained language models, including machine learning 
models, in reducing the time and effort required for feature engineering by medical experts. However, there is no statistically 
significant enhancement in performance when directly applying the machine learning model to the classification task. In this 
paper, we present a hybrid machine learning model that combines individual traditional algorithms augmented by a genetic 
algorithm. However, the improved model is designed to enhance performance by optimizing the weight parameter. In this 
context, the best single model demonstrated commendable accuracy. In addition, when applying the hybridization approach 
and optimizing the weight parameters, the results were substantially enhanced. The results underscore the superiority of our 
augmented hybrid model over individual traditional algorithms. We conduct experiments using two distinct types of datasets: 
one comprising medical records, such as the Heart Failure Clinical Record and another consisting of medical literature, such 
as PubMed 20k RCT. So, the objective is to clearly showcase the effectiveness of our approach by highlighting the significant 
enhancements in accuracy, precision, F1-score and Recall achieved through our improved model.

Keywords Medical text classification · Ensemble learning · Optimization · Genetic algorithm

1 Introduction

Artificial intelligence (AI), especially machine learning 
(ML), plays a crucial role in text classification. Text classi-
fication is a fundamental task in Natural Language Process-
ing (NLP) widely utilized in various real-world applications 
such as spam detection [25], language identification [55] 
and sentiment analysis [43]. Each of these applications deals 
with a different type of document and class, highlighting the 
versatility and significance of text classification in diverse 
contexts.

In contemporary healthcare, the integration of complex, 
extensive and diverse health data is indispensable for mod-
ern medicine. This includes various sources like patient 
medical records, e-health, results from radiological imag-
ing, telemedicine and medical literature. The emphasis of 
this paper is on a particular category of health data, namely, 
textual data. So, it is important to note that the analysis 
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of medical texts has become a crucial area of research for 
health professionals and researchers. ML has been proven to 
be immensely helpful in addressing healthcare-related chal-
lenges due to its strength and success in recent times through 
the techniques of NLP.

Medical text contains medical records and medical litera-
ture; the former is a record of the medical activity process of 
the doctor’s examination, diagnosis, treatment and develop-
ment of the patient’s disease. For example, cardiovascular 
diseases (CVDs) encompass a spectrum of heart and blood 
vessel disorders, including coronary heart disease, cerebro-
vascular diseases and heart failure (HF), contributing to 
approximately 17 million global deaths annually, account-
ing for 31% of global mortality (World Health Organization) 
[2, 13]. So, heart failure (HF) manifests when the heart fails 
to adequately pump blood and electronic medical records of 
patients quantify symptoms, body metrics, clinical labora-
tory test values and associated conditions such as diabetes, 
high blood pressure, HIV, alcohol abuse, thyroid disorders, 
radiation, chemotherapy, etc. So, it describes the patient’s 
medical history; it is detailed information about the patient 
during treatment.

Conversely, medical literature represents a compendium 
of research outcomes, elucidating the latest medical meth-
odologies in scientific articles. In the last ten years, over 50 
million academic publications have been released and the 
yearly output of articles continues to increase [29, 35, 37]. 
The National Library of Medicine in the United States man-
ages MEDLINE, which indexes roughly half of these medi-
cal publications [39]. Thus, the healthcare literature is very 
wide, with millions of scientific articles found on websites 
like PubMed [15], Google scholar [1] ...etc.

In brief, with the intention of demonstrating the general-
ity of the approach presented in this paper, we chose two 
datasets of different types, as mentioned and discussed at 
the top.

Given this burgeoning medical data, the accurate classifi-
cation and analysis of medical texts have become imperative 
for advancing medical research. Consequently, this study 
aims to develop an NLP-based text classification system 
to automatically assign PubMed abstracts and to predict 
the survival of patients with heart failure in the follow-up 
period.

Furthermore, it’s worth mentioning that the important 
clinical information resource contains complex medical 
vocabularies, so the classification in the medical domain 
is more challenging than those in other domains. So, it is 
difficult to find a classification model that performs well 
in both medical records and medical literature. To address 
these challenges, this paper proposes a hybrid machine 
learning model augmented by a genetic algorithm (GA) to 
automatically optimize weight parameters with the aim of 
enhancing performance and the experimental validations are 

performed on two types of medical text datasets: medical 
records and medical literature datasets, affirming the efficacy 
of our approach. This study includes several stages, starting 
with data pre-processing and feature extraction, then moving 
on to a thorough comparative analysis using five classifiers 
(Support Vector Machine, Random Forest, Decision Tree, 
Logistic Regression and Naïve Bayes). A combination of 
three top-performing algorithms is paired together using dif-
ferent ensemble learning techniques and a specific selection 
of weight parameters based on an optimization algorithm 
is automatically chosen. Further, the validation through a 
comparative study against state-of-the-art text classification 
methods on these two datasets validates the effectiveness of 
our proposed method.

Ultimately, the main contribution of this study is the 
improvement of medical text classification models using 
a hybrid approach. This approach combines the strengths 
of different traditional machine learning models within a 
soft voting classifier. The proposed method automatically 
optimizes the weight parameters of the model. This auto-
mation surpasses the manual optimization techniques used 
in previous studies, such as those by Ben Abdennour et al. 
[7], by allowing for precise and optimal weight values based 
on each model’s contribution. Consequently, the benefits of 
each individual model are fully used.

The remainder of the paper is organized as follows: 
Sect. 2 introduces a literature review on text classification 
in both general and medical domains in the area of machine 
learning. The proposed method is described in detail in 
Sect. 3. Section 4 encompasses an evaluation and analysis 
of the proposed method via experiments conducted on two 
different types of datasets. These experiments encompass 
details on the hybrid strategy, the weight parameter selection 
and the resulting experimental outcomes. Finally, in Sect. 5, 
we conclude the paper.

2  Related Work

In this context, we will explore the latest strides and practi-
cal applications of ML in both domain general and medi-
cal text classification, uncovering their methodologies and 
applications.

2.1  General Text Classification

General text classification with machine learning involves 
the application of various algorithms to categorize text 
data into predefined classes. Techniques such as NLP and 
supervised learning models have been extensively uti-
lized. These methods analyze textual content by cleaning, 
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extracting features and learning from labeled data to clas-
sify documents, emails, articles or social media posts into 
pertinent classes based on their content. So, we aim to 
provide an overview of the research efforts.

Firstly, Rustam et al. [47] propose a machine learn-
ing-based approach for spam email detection with good 
performance. Preprocessing steps include punctuation, 
number and stop word removal, along with conversion to 
lowercase, stemming and lemmatization. Combining bag 
of words (BoW) and term frequency-inverse document fre-
quency (TF-IDF) is a proposed method for feature fusion. 
Additionally, to reduce the impact of data imbalance on 
models’ overfitting, random under-sampling is used on the 
majority class. Subsequently, multiple machine learning 
models are utilized for classification purposes, namely 
random forest, gradient boosting machine, support vector 
machines, Gaussian Naïve Bayes and logistic regression. 
The study’s findings highlight random forest and logistic 
regression as the most effective models among the ones 
investigated.

Besides, the debate and controversy surrounding the 
COVID-19 vaccine have influenced many people’s deci-
sions to either accept or refuse vaccination. Qorib et al. 
[44] explore public sentiments regarding COVID-19 vac-
cine hesitancy. The study looks at five machine learning 
algorithms: Random Forest, Logistic Regression, Deci-
sion Tree, LinearSVC and Naïve Bayes. It does this by 
using different combinations of text analysis methods on 
an English Twitter dataset about the COVID-19 vaccine. 
The results indicate that combining TextBlob, TF-IDF and 
LinearSVC achieves the highest accuracy of 96.75%.

Furthermore, Naeem et al. [41] present a method to 
analyze sentiments within movie reviews using supervised 
machine learning classifiers. The aim is to help individu-
als choose movies based on the reviews’ popularity and 
interest. Four machine learning algorithms (Decision Tree, 
Random Forest, GBC and Support Vector Machines) are 
applied for sentiment analysis, trained on preprocessed 
datasets. Additionally, four feature extraction methods, 
such as BoW, TF-IDF, GloVe and Word2Vec, are explored 
to identify impactful and meaningful review features.

Additionally, another research endeavor by Luo et al. 
[38] applied a ML model for the classification of English 
texts and documents. The study conducted a comparative 
analysis of various machine learning algorithms, includ-
ing Naïve Bayes, Support Vector Machine and Logistic 
Regression. In the initial phase, they executed preproc-
essing to identify optimal features, such as frequency, 
initial letter, paragraph, question markand full stop. Sub-
sequently, they extracted text features from documents. 
The simulation results unequivocally demonstrated that 
Support Vector Machine surpassed the performance of the 
other machine learning models.

2.2  Medical Text Classification

In light of the diverse applications and methodologies 
in general and medical text classification, it’s clear that 
machine learning is still making a big impact and advanc-
ing our understanding and capabilities. Transitioning from 
general text classification to focusing specifically on medi-
cal text classification, we can observe how machine learn-
ing models advance healthcare and become increasingly 
apparent in various tasks within the health field. So, with an 
increasing volume of medical literature, patient records and 
clinical notes, machine learning models tailored for medi-
cal text analysis play a pivotal role in tasks such as disease 
diagnosis, prognosis prediction, etc.

For example, the researchers Chadaga et  al. [10] 
employed blood tests in conjunction with a ML model to 
predict COVID-19 infection, achieving a commendable clas-
sification accuracy of 91%. To enhance the quality of the 
data, a preprocessing step was implemented for data clean-
ing. The classification task involved the use of four distinct 
classifiers: XGBoost, Random Forest, K-Nearest Neighbors 
and Logistic Regression. Additionally, a dataset balancing 
technique known as the Synthetic Minority Oversampling 
Technique (SMOTE) was applied. Furthermore, the Shapley 
Additive Explanations (SHAP) method played a pivotal role 
in assessing the significance of each feature in distinguishing 
COVID-19 infection within the dataset.

Secondly, Chang et al. [11] propose an e-diagnosis sys-
tem that leverages ML algorithms for predicting diabetes 
mellitus. The Pima Indians diabetes dataset is employed to 
train and test three classifiers: Naïve Bayes, Random Forest 
and J48 decision trees. The study thoroughly analyzes the 
performance of each classifier, aiming to identify the one 
that excels based on various evaluation metrics.

Moreover, Kambar et al. [31] aim to classify drug inter-
actions in medical documents using machine learning tech-
niques. As part of the preprocessing steps, they eliminated 
stop words, punctuation, excessive white space, unwanted 
characters and words with no meaningful information. They 
employed TF-IDF for feature extraction. The study evalu-
ates the performance of several ML models, including Ran-
dom Forest, Logistic Regression, Support Vector Machine, 
XGBoost and Decision Tree. Among these models, the 
Decision Tree model exhibited the most promising results, 
achieving an accuracy of 95%, a recall of 100%, F1-score 
of 92% and a precision of 86%. To bridge the research find-
ings in this state-of-the-art, recent studies have showcased 
the prowess of ML. For instance, in the domain of autism 
research, a machine learning-based approach was devel-
oped by Uddin et al. [53] to effectively detect and identify 
autism spectrum disorder (ASD) traits. The authors used 
the SMOTE method, along with feature transformation 
and selection techniques, to address dataset imbalances. 
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Subsequently, various classification methods were applied 
alongside hyperparameter optimization. Ultimately, the 
AdaBoost method emerged as the most effective classifier, 
yielding the best outcomes in their analysis.

Previous research has examined the medical texts clas-
sification using datasets similar to the ones used in our sug-
gested method, specifically the PubMed and Heart Failure 
clinical record datasets. For instance, Anantharaman et al. 
[4] conducted a study where they applied tokenization, 
stemming and lemmatization techniques, and eliminated 
stop words as a preprocessing measure. Following the pre-
processing procedures, they have introduced a collection 
of words, TF-IDF, and various topic modeling techniques 
(LDA, LSA and NMF) as part of the feature extraction pro-
cess. RF is the classification model. The analysis yielded an 
accuracy ranging from 48.6 to 57.5% for the PubMed 20K 
RCT dataset. While a study by Mercadier [40] has talked 
about abstract classification using the PubMed 200K RCT 
dataset, a comparative study between diverse models of ML 
is done with the removal of punctuation, special characters 
and stop words and the conversion of all the text to lower-
case as a preprocessing step. Moreover, TF-IDF is the fea-
ture extraction method used. Mercadier achieved different 
values of accuracy, but the best is equal to 65.20%.

However, Chicco et al. [13] employed multiple ML clas-
sifiers to predict patient survival and rank the pivotal risk 
features. Their feature rankings revealed serum creatinine 
and ejection fraction as the primary attributes crucial for 
constructing the prediction model. In their comparative 
analysis, using the entire feature set yielded an accuracy of 
74%, whereas focusing solely on two features, serum creati-
nine and ejection fraction, significantly enhanced accuracy 
to 83.8%. Afterwards, Firas et al. [32] propose an approach 
that combines various ML techniques with Shapley values. 
Their objective is to increase the risk coefficients applied 
by Shapley with the k-fold technique in order to maximize 
the reliability of the explainability. Their findings highlight 
the significance of ejection fraction and serum creatinine as 
pivotal features for predicting patients at risk of mortality 
during hospital follow-up. This means that the k-fold method 
with Shapley values made it easier to rank the importance 
of features and achieved an accuracy of 83.3% in predicting 
patient survival.

Alternatively, the KNN algorithm stands out as one of 
the most extensively employed ML techniques. Uddin et al. 
[54] look at different types of KNN in their study, such as 
the Classic, Adaptive, Locally Adaptive, k-Means Cluster-
ing, Fuzzy, Weight-Adjusted, Mutual, Ensemble, Hassanat 
and Generalized Mean Distance models. Their investigation 
revolves around comparing the predictive performance of 
these variants in forecasting heart failure disease. Ensemble 
approach KNN can be selected as the most suitable KNN 

variants according to their high accuracy, precision and 
recall metrics.

3  Methodology

In this section, we will discuss our proposed model for 
medical text classification that we have developed. Figure 1 
depicts the workflow of our approach. At the beginning, the 
datasets containing medical text from two distinct sources 
are loaded for classification. This text is then preprocessed 
to enhance its quality. Before generating the input for the 
classifier, we use different techniques for text representation. 
In the classification phase, we conduct a comparative analy-
sis among different models, utilizing two strategies (single 
and hybrid). Our objective here is to determine the most 
effective classifier based on Accuracy, Precision, F1-score 
and Recall metrics. Finally, we augment the best-performing 
classifier with a selection of weight hyperparameters based 
on a genetic algorithm, aiming to optimize the model further. 
Each of these steps will be elaborated upon extensively in 
the subsequent sections.

3.1  Pre‑processing

At the forefront of text classification in NLP, pre-processing 
stands out as an important and major step. It is used to trans-
form the data into a useful and efficient format so that it can 
be fed into the ML model used and reduce the error during 
the classification.

For Pubmed 20K RCT dataset, this process involves 
tokenization, which involves strings that are divided into 
smaller tokens, or, in our case, tokenizing sentences into 
words. After that, we convert all the text into lowercase let-
ters in order to unify all the text so that the classification 
becomes easier. In addition, there are some words that have 
no context in the text; these words are known as stop words, 
so it necessitates the removal of stop words like and, is, of, 
on, a, etc. Furthermore, remove punctuation from the text 
because it is not useful in our case.

On the other hand, for the Heart Failure clinical record 
dataset, the number of deaths (death event = 0) and survival 
(death event = 1) are 96 and 203, respectively (out of 299 
patients). In statistical terms, there are 32.11% positives and 
67.89% negatives. So, it produces class imbalanced data that 
can’t be used with ML algorithms to achieve the desired 
performance. To make our predictions more realistic and 
solve the problem of class imbalance, the Synthetic Minority 
Oversampling Technique (SMOTE) [9, 18, 27, 42] has been 
utilized to balance the class distributions. It has emerged to 
be an effective method when there is an imbalance in the 
distribution of classes.
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3.2  Feature Extraction

Once the data has been pre-processed and cleaned, the cru-
cial step in text classification is extracting the relevant fea-
tures. In this stage, the text is transformed into numerical 
features that may be readily comprehended and processed 
by ML models. The feature extraction employed in this study 
for the literature dataset include CountVectorizer (CV) and 
Term Frequency-Inverse Document Frequency (TF-IDF).

• Term Frequency - Inverse Document Frequency (TF-IDF) 
The objective of this work is to assess the significance 
of words in textual documents or a collection of texts. 
Term frequency (TF) quantifies the frequency of a word 
in a document by dividing the number of occurrences of 
the word by the total number of words in the document. 
The IDF is calculated by taking the logarithm of the total 
number of documents in the corpus and dividing it by the 
number of documents that include the specific word [6, 
8, 30, 52, 58]. In Eq. (1), for a document or corpus doc , 
the vector V  is computed as: 

 Where TF(t, doc) represents the frequency of term t 
appearing in document docand IDF(t) can be calculated 
based on word frequencies across the corpus, according 
to Eq. (2): 

(1)V = TF(t, doc) × IDF(t)

 The term |D| stands for the total number of document-
sand DF(t) denotes the number of documents where term 
t appears at least once.

• CountVectorizer (CV) The text document is transformed 
into a matrix, with each row representing a document 
and each column representing a word (token). The value 
within the matrix indicates the frequency of each word 
in each document. This method transforms the textual 
document into numerical characteristics, which can be 
utilized as input for ML algorithms [6, 52, 57].

3.3  Selection Model

This research utilizes various ML classifiers in two distinct 
procedures (single and hybrid) and compares them to deter-
mine the optimal strategy and classifier.

3.3.1  Single Model

(1) Support Vector Machine (SVM) SVM is a supervised 
learning algorithm extensively employed for classifi-
cation tasks, notably recognized for its efficacy in text 
classification. The primary objective of SVM is to 
discern a hyperplane that effectively segregates data 
into two or more classes. This hyperplane is strategi-

(2)IDF(t) = log

(
|D|
DF(t)

)

Fig. 1  Proposed model for 
medical text classification
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cally positioned to maximize the geometric margin, 
the distance between the hyperplane and the nearest 
training data points from each class. SVM is a robust 
algorithm capable of handling both linear and non-lin-
ear data by transforming it into a higher-dimensional 
space. By judiciously selecting the hyperplane, SVM 
ensures optimal classification. However, Eq. (3) sym-
bolizes the fundamental mathematical representation 
governing this classification process. It delineates the 
decision-making mechanism of SVM in establishing a 
boundary between classes, ensuring an effective separa-
tion of data points [3, 5, 17, 26, 30]. 

 Where:

• w = dimensional coefficient;
• b = offset.

(2) Naïve Bayes (NB) NB is a commonly used model for 
text classification problems that is known for its opti-
mality and efficiency. It is a probabilistic classifier that 
refers to the Bayes Theorem. See Eq. (4). 

 Where:

• P(x1,...,x j ∣ y ) = Likelihood;
• P(x1,...,xj) = Normalization constant;
• P(y) = Prior.

   The Bayes’ theorem establishes a relationship 
between a given class variable y and a dependent fea-
ture vector x1 through xj . Initially, NB calculates the 
prior probability of each category based on the training 
data, which is the probability of each category occur-
ring in the dataset without considering any of the input 
features. Then, when we presented a new input data 
point, it calculated the conditional probability of each 
category given the input features and assigned the pre-
dicted category that got the highest probability. It used 
the statistics on each class to evaluate the weights of 
the model [12, 19, 30, 34, 46, 56].

(3) Decision Tree (DT) A DT is a supervised ML method 
that is commonly utilized for classification. In tree 
structure, there are three components: nodes (root or 
internal), branches and leaf nodes. The internal nodes 
correspond to test data, that is, the attributes to clas-
sify. The branches represent the result of the test. The 
leaf nodes signify the final decision (class). The idea is 
that it iteratively selects the best attribute, the decision 

(3)f(x) = wTx + b

(4)P(y ∣ x1, ..., xj) =
P(x1, ..., xj ∣ y) ⋅ P(y)

P(x1, ..., xj)

node and that the classification process starts at the 
root of the tree and proceeds down the tree according 
to the answers to the tests that label the internal nodes. 
The resulting class is determined by the majority class 
associated with the leaf node that corresponds to the 
input description [5, 20, 45]. In the context of DT algo-
rithms, especially in classification tasks, entropy serves 
as a pivotal criterion for determining how to effectively 
split data. This measure plays a crucial role in deciding 
the optimal attribute for data partitioning. So, entropy, 
in general, is given by Eq. (5). 

 Where:

• N = number of classes;
• Pi = proportion of samples belonging to class i.

(4) Random Forest (RF) The RF classifier is a popular ML 
method that is highly effective for solving text clas-
sification tasks. By using random subsets of the data, 
a multiple-decision tree constructs it. In the prediction 
phase, the algorithm processes each data point through 
all the decision trees and combines their results to gen-
erate the final prediction. Typically, the final prediction 
is determined by the majority vote of all the decision 
trees [5, 34, 49].

(5) Logistic Regression (LR) This algorithm has gained 
importance in recent times due to its multiple advan-
tages. LRis a family of regression analyses used to 
model the probability of a certain outcome based on 
one or more predictor variables [22, 34, 43, 49]. This 
statistical technique is primarily used for classification 
problems, where the output variable is a binary variable 
that takes on one of two possible values. It employs 
the sigmoid function to map each data point. Eq. (6) 
illustrates the sigmoid function. 

3.3.2  Ensemble Learning Model

Ensemble learning involves training multiple individual 
classifiers (learners) to predict a solution for the same prob-
lem. Some hybrid techniques create homogeneous learners 
using a single learning algorithm, while others form hetero-
geneous base learners by employing different learning algo-
rithms. Typically, the latter is particularly beneficial when 
leveraging the advantages and robustness of each learning 
algorithm. So, to attain a high performance in classification 

(5)Entropy = −

N∑

i=1

pi ⋅ log2(pi)

(6)�(z) =
1

1 + e−z
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in ensemble learning, learners must be accurate and diverse. 
To clarify, multiple learners are taking an instance vector as 
input and a technique is employed to aggregate or combine 
their results to result in a single output [16]. This paragraph 
focuses on the hybridization strategy in the field of ML, 
which involves combining several methodologies. Multiple 
combination approaches are documented in the literature, 
and we will now present the most commonly employed tech-
niques in this evolving domain, including voting, bagging 
and stacking. 

(1) Voting A voting classifier can utilize two voting tech-
niques: hard and soft. During hard voting, each classi-
fier casts a vote for the output class, and the class that 
receives the majority of votes is selected. Conversely, 
the soft voting classifier employed in our approach 
amalgamates the results of various distinct classifiers to 
generate a conclusive forecast. Each classifier assigns 
a probability to the output class, and these probabili-
ties are combined and weighted to determine the most 
likely class, which is then selected as the forecast [5, 
33, 34]. (See Fig. 2).

In the scenario depicted in Fig. 2, the contribution of 
each individual classifier is equal, indicating that the weight 
parameter W is set uniformly across all classifiers.

Mathematically speaking, the soft voting classifier is 
denoted by Eq. (7), which is expressed as follows:

Where:

• S: Final prediction;
• argmax function: Return class with the highest probabil-

ity;
• i: Number of classes, i = {1, 2,… ,m};
• j: Number of models, j = {1, 2,… , n};
• W: Represents the weight;
• P: Probability from the classifiers.

(7)S = argmaxi

n∑

j=1

Wi ∗ pij

2. Bagging Ensemble machine learning commonly employs 
a sampling approach called bagging, which involves cre-
ating subsets of the original training set. Each model 
in the ensemble is trained separately on one of these 
subgroups. These models function concurrently, generat-
ing predictions independently. Ultimately, the ensemble 
amalgamates the forecasts generated by all the models 
to ascertain the ultimate prediction [51].

3. Stacking Stacking is an ensemble machine learning strat-
egy that entails training many models on the identical 
dataset. The forecasts generated by these models are 
subsequently used as input characteristics to design a 
novel matrix. This matrix is employed to train a conclud-
ing model, referred to as a meta-learner, which acquires 
the ability to amalgamate the forecasts from the various 
models [48].

3.3.3  Optimal Parameter Selection Using Genetic 
Algorithm (GA)

The Genetic Algorithm (GA) adheres to the principles of 
natural selection proposed by Darwin’s theory. It is an opti-
mization algorithm that draws inspiration from the mecha-
nisms of natural selection and genetics.

The GA is primarily employed for optimizing search 
problems and modeling various aspects of optimization, 
including its application in ML. It operates as a random-
based optimization technique within the field of applied 
mathematics. Optimization, in this particular situation, 
refers to the process of finding the best possible solutions 
for both issues that have no limitations and problems that 
have restrictions. The provided problem’s underlying math-
ematics is defined using mathematical functions and variable 
expressions. Consequently, the obtained optimal solutions 
play a crucial role in tasks such as parameter estimation and 
tuning [21, 28, 36, 50].

In the domain of medical text classification, our focus 
revolves around optimizing the weight parameters in the soft 
voting classifier (best classifier), which is a crucial step in 
improving accuracy. Thus, this optimization significantly 
influences the task at hand.

GA play a decisive role in optimization. In genetic con-
cept, within the chromosomes, there are genes, and the spe-
cific values assigned to these genes are known as alleles. To 
clarify, each chromosome represents the set of weights for 
the soft voting classifier and each gene represents the weight 
value assigned to an individual classifier. Refer to Fig. 3 for 
an illustration where genes form chromosomes, which are 
made up of DNA, all contained within the cell’s nucleus.

To put it simply, the key components in a genetic algo-
rithm come by operating by generating an initial population 
of potential solutions, meaning that of chromosomes, where 
each chromosome represents a set of weights for the soft Fig. 2  Soft voting classifier with equal contributions (W

1
= W

2
)
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voting classifier and these weights determine the contribu-
tion of each individual classifier in the ensemble (In our 
case, each chromosome contains two genes, W1 and W2. 
Refer to Fig. 3b).

Secondly, evaluate the fitness of each chromosome and of 
each set of weights in the soft voting classifier, so the fitness 
function is typically based on performance in terms of accu-
racy, precision, F1-score and Recall, and the higher-fitness 
chromosomes are more likely to be chosen, mimicking the 
concept of natural selection as we said.

Next, apply genetic operators like crossover, which 
involves merging two sets of weights from two parent solu-
tions to produce offspring; additionally, the mutation opera-
tor introduces random changes in the new set of weights for 
the offspring [36].

In addition, replace the old population with the new popu-
lation of offspring generated through these two operations. 
So, these operations shape the succeeding generation by 
selecting the best-performing candidates, ultimately aiming 
to achieve an optimal solution across successive generations.

Ultimately, this process continues until a maximum num-
ber of generations (stopping criteria) is reached; consult 
Fig. 1 (left part).

This methodology offers a powerful means to fine-tune 
the weight parameter, resulting in a model capable of more 
accurately classifying diverse medical texts, a critical 
requirement in the healthcare domain.

4  Experiment Results and Discussion

Experiments were carried out to assess the effectiveness 
of the proposed text classification approach on two distinct 
dataset types. This part talks about how the experiment 
was set up, compares the different ML models described in 
Sect. 3 using two different approaches (single and hybrid) 
and then talks about the results.

4.1  Dataset Description and Evaluation Metrics

Our model was evaluated on a medical text classification 
task encompassing both medical record and medical litera-
ture classification, utilizing the following datasets:

To initiate this research, we utilized a dataset called 
PubMed 20k RCT [14]. The dataset was released in 2017 
by Dernoncourt and Lee. It is derived from PubMed and 
is used for classifying sentences in biomedical literature. 
The collection comprises 20,000 abstracts of randomized 
controlled trials. Every sentence in each abstract is cat-
egorized with one of five labels to indicate its position 
in the abstract: background, objective, method, result or 
conclusion. The user’s text is simply a backslash character. 
Furthermore, we utilized a clinical record for Heart Failure 
[24], which consisted of medical information from 299 
individuals diagnosed with heart failure. The aforemen-
tioned records were gathered from the Faisalabad Institute 
of Cardiology and the Allied Hospital in Faisalabad.

Table 1 presents summary statistics for these datasets.
To evaluate the efficacy of our classification technique, 

we utilized established metrics such as Accuracy, Preci-
sion, F1-score and Recall [5, 23].

The equations of the different metrics are described 
below:

The model’s accuracy is a measure of the proportion of 
correct predictions compared to the total predictions. This 
can be mathematically represented by Eq. (8).

Fig. 3  Correspandence of natural process (a) and our strategy (b)

Table 1  Dataset description

Type Size Classes

PubMed 20K RCT Literature 20000 5
Heart failure clinical record Record 299 2
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Precision, another crucial metric, quantifies the propor-
tion of true positive predictions relative to the total number 
of predicted positive observations. Equation (9) formally 
defines this metric.

The recall metric is defined as the ratio of true positive pre-
dictions to all observations in the actual class, as shown in 
Eq. (10).

The F1-score, on the other hand, is often considered the 
harmonic mean of precision and recall and serves as a com-
prehensive metric for assessing machine learning model 
performance. Equation (11) outlines its calculation.

Where TP, TN, FP and FN mean True Positive, True Nega-
tive, False Positive and False Negative, respectively.

4.2  Evaluation of the Feature Extraction Method

Commencing with an assessment of several feature extrac-
tion methodologies such as TF-IDF and CV. We employed a 
distinct classification model for each technique and assessed 
its performance using diverse evaluation indicators.

The results consistently revealed enhancements in the 
performance of the classification model with each individual 
feature extraction technique. Intriguingly, we have noticed 
that a combination of these technologies can improve the 
performance of the model overall. It is noteworthy that the 
extent of improvement varied among different classifiers. 
This detailed expression suggests that whether combin-
ing different feature extraction techniques works well may 
depend on the complexities of each individual classifier.

Table 2 presents the results of the evaluations of the dif-
ferent feature extraction techniques we discussed. 

Therefore, these results highlight that while both TF-IDF 
and CV individually enhance the performance of classifica-
tion models, their combination leverages the strengths of 
both techniques, leading to superior outcomes.

For example, with the TF-IDF feature extraction tech-
nique, SVM achieved an accuracy of 77.194%, precision of 
76.926%, F1 score of 76.953% and a recall of 77.014%. In 
contrast, when applying the CV technique, SVM attained 
an accuracy of 74.478%, precision of 74.652%, F1 score of 

(8)Accuracy =
(TP + TN)

(TP + FP + TN + FN)

(9)Precision =
TP

(TP + FP)

(10)Recall =
TP

TP + FN

(11)F1-score =
2 ∗ Recall ∗ Precision

Precision + Recall

74.468% and a recall of 74.469%. On the other hand, when 
combining the TF-IDF and CV techniques, SVM recorded 
an accuracy of 78.085%, precision of 77.826%, F1 score of 
77.845% and a recall of 77.932%.

This combination is particularly significant for the 
SVM, RF and LR models, suggesting that the combined 
approach captures important features from the dataset more 
effectively.

4.3  Evaluation of the Classification Method

Our main goal was to create an efficient ML model that 
could accurately classify medical abstracts and make pre-
dictions about patient survival over the follow-up period. 
Consequently, we assessed multiple algorithms utilizing 
both single and hybrid ML techniques, such as SVM, DT, 
RF, NB and LR.

Table 3 compares individuals machine learning classi-
fication models, evaluating their performance in terms of 
Accuracy, Precision, F1-score and Recall for the classifica-
tion task on the two datasets.

Table 2  Evaluation feature extraction techniques

The values in bold represent the best results

Precision 
(%)

Accuracy 
(%)

Recall (%) F1-score (%)

SVM
CV 74.652 74.478 74.469 74.468
TF-IDF 76.926 77.194 77.014 76.953
CV + TF-

IDF
77.826 78.085 77.932 77.845

DT
CV 66.920 67.577 67.466 67.176
TF-IDF 65.951 66.516 66.328 66.183
CV + TF-

IDF
65.651 66.213 66.198 65.894

RF
CV 73.932 74.766 73.872 73.514
TF-IDF 74.418 75.281 74.965 74.148
CV + TF-

IDF
74.460 75.298 75.179 74.204

NB
CV 74.534 74.308 74.288 74.276
TF-IDF 70.019 69.732 69.011 66.264
CV + TF-

IDF
69.421 69.029 68.867 65.268

LR
CV 76.610 77.008 76.902 76.744
TF-IDF 77.284 77.798 77.632 77.406
CV + TF-

IDF
77.284 77.798 77.522 77.406
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For the PubMed 20K RCT dataset SVM demonstrated 
robust performance with an accuracy of 78.085%. How-
ever, DT showed the lowest performance among the models 
with an accuracy of 66.213%. The RF model outperformed 
the DT with better results like an accuracy of 75.298%, 
demonstrating the advantage of ensemble methods and 
NB model recorded an accuracy of 69.029%. On the other 
hand, LR performed comparably to SVM, with an accuracy 
of 77.798% showing it as a strong alternative for this dataset.

For the Heart Failure Clinical Record dataset, the SVM 
again showed strong results, maintaining consistent perfor-
mance across the two types of medical datasets. In contrast, 
RF demonstrated the highest performance in this dataset 
with an accuracy of 78.888%, highlighting its robustness 
and efficiency.

These results indicate that RF, SVM and LR provide bet-
ter performance on both types of datasets (Medical Record 
and Medical Literature). On the other hand, DT and NB 
exhibit performance issues, suggesting they may be less 
suited for these two types of datasets.

Progressing now to the concept of combining classifiers 
in an ensemble approach, we prove that it is highly effective 
in achieving a high-performing model. This strategic com-
bination not only elevates the performance of the model but 
also contributes to its stability and robustness. Thus, this 
approach involves the individual strengths of each classifier, 
allowing them to complement each other and collectively 
make optimal decisions. The ensemble model is a strong 
classifier that greatly improves the overall performance and 
reliability of the model by taking advantage of the different 
features built into each individual classifier. This collabora-
tive method not only boosts classification accuracy but also 
fortifies the model against potential fluctuations, providing a 
more resilient and dependable solution for the task at hand. 
To address this issue, we have employed a combination of 

ML methods including SVM, LR and RF classifiers. The 
three techniques discussed above have been combined using 
a soft voting classifier.

As shown in Table 4, comparing the accuracy, precision, 
F1-score and Recall rates of the different combinaison mod-
els that utilize a hybrid strategy with a voting classifier.

According to the results presented in Table 4, for the Pub-
Med 20k RCT dataset, SVM-LR achieved an accuracy of 
82.453%, while RF-LR achieved an accuracy of 78.539%. 
RF-SVM emerged with the highest accuracy of 83.574%, a 
notably superior performance compared to any other mod-
els, including single models targeting the same goal. This 
indicates that the ensemble method combining RF and SVM 
is particularly effective for the PubMed 20k RCT dataset.

In contrast, for the Heart Failure clinical record dataset, 
RF-LR demonstrated exceptional performance, achiev-
ing the highest values across all metrics: an accuracy of 
85.555%, precision of 86.278%, F1-score of 85.812% and 
a Recall of 85.444%.

These results suggest that the combination of RF and LR 
is highly effective for this type of medical record data. These 
results highlight the importance of combined single models, 
while RF-SVM shines in the PubMed 20k RCT dataset and 
RF-LR proves to be the best choice for the Heart Failure 
clinical record dataset.

4.4  Ensemble Learning Models

Our primary objective was to construct a highly effective 
and ideal hybrid model, considering its myriad advantages. 
In order to do this, we examined many methodologies, 
including bagging and stacking, and naturally voting pro-
cedure that was previously mentioned. The analysis of bag-
ging, stacking and voting ensemble approaches, as presented 
in Table 5, provides useful insights into their performance in 
terms of Accuracy, Precision, F1-score and Recall.

For the PubMed 20K RCT dataset, the soft voting 
ensemble method outperformed bagging and stacking 
in all evaluation metrics. Consequently, this superior 

Table 3  Comparable result of different algorithms as single strategy; 
(a) PubMed 20K RCT (b) heart failure clinical record

Precision (%) Accuracy (%) Recall (%) F1-score (%)

a
 SVM 77.826 78.085 77.932 77.845
 DT 65.651 66.213 65.933 65.894
 RF 74.460 75.298 75.179 74.204
 NB 69.421 69.029 65.786 65.268
 LR 77.284 77.798 77.522 77.406

b
 SVM 77.348 75.555 76.023 76.111
 DT 68.520 68.888 68.888 68.565
 RF 79.873 78.888 78.697 78.038
 NB 61.404 54.444 55.139 56.520
 LR 74.037 70.0 71.130 70.391

Table 4  Comparable results of different models as hybrid strategy; 
(a) PubMed 20K RCT (b) heart failure clinical record

Precision (%) Accuracy (%) Recall (%) F1-score (%)

a
 RF-SVM 83.123 83.574 83.326 83.195
 RF-LR 77.929 78.539 78.312 77.972
 SVM-LR 82.278 82.453 82.325 82.302

b
 RF-SVM 80.935 80.0 80.586 80.306
 RF-LR 86.278 85.555 85.444 85.812
 SVM-LR 74.788 76.666 75.498 77.993
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performance suggests that the voting method, which com-
bines predictions from multiple single models, effectively 
enhances model reliability and robustness for this dataset.

Similarly, for the Heart Failure clinical record dataset, 
the voting method again showed the highest performance 
with an accuracy of 85.555%.

This consistent superiority highlights the voting tech-
nique as a robust approach across different types of medi-
cal data.

4.5  Optimal Parameter Selection Using Genetic 
Algorithm (GA)

Having established that the soft voting classifier stands out 
as the most effective ensemble learning model, our atten-
tion turns to improving its performance through fine-tun-
ing the weight parameter carefully and automatically. So, 
this next stage involves a meticulous examination and fine-
tuning process, aiming to optimize the classification model 
settings for even greater efficiency. The weight allocated 
to each classifier, denoted as W, is a critical component 
that has a major impact on the performance of the model. 
This weight is determined by the mathematical equation 
(7) mentioned in Sect. 3.3.2. Consequently, this section 
will examine the impact of the weight parameter on the 
performance of our model. The model weights assigned 
in the soft voting classifier dictate the relative significance 
of each model in the final prediction.

By assigning uniform weights to all classifiers, each 
classifier will make an equal contribution to the final pre-
diction, as depicted in Fig. 2. Nevertheless, it is impor-
tant to acknowledge that certain classifiers may exhibit 
greater precision than others, making it less than ideal 
to assign them identical weights. By allocating higher 
weights to more accurate models, the soft voting classi-
fier can produce more exact results and improve its overall 
performance.

In order to illustrate the impact of applying varying 
weights to the soft voting classifier, we performed tests on 
two types of datasets using our most optimal model.

So, it is important to note that the weight values range 
from 0.1 to 0.9 and their total sum is equal to 1. However, 
the outcomes of the previous trial are acquired by allocating 
uniform weights to all models in the soft voting classifier, 
specifically 0.5 for each (by default, i.e., we don’t modify 
any parameters in the classifier).

In the initial phase of our experiments, it was normal to 
allocate a weight of 0.1 to the first classifier and 0.9 to the 
second classifier. This weight distribution aimed to assess 
the individual contributions of each classifier to the overall 
performance of the soft voting classifier.

For the second trial, the weights underwent a deliberate 
refinement process. Initially set at 0.2 and 0.8 for each classi-
fier, we conducted subsequent adjustments, incrementing the 
weights to 0.3 and 0.7. Thus, this iterative process continued 
until we reached the final combination of weights, namely 
0.9 for the first classifier and 0.1 for the second classifier.

We then evaluated the results in terms of Accuracy, Pre-
cision, F1 score and Recall to determine the optimal set of 
weights through this iterative process. Furthermore, assign-
ing weights manually in each iteration of the experiment 
introduces several drawbacks, including the fact that manual 
assignment of weights lacks scalability, especially in sce-
narios with a large number of classifiers or complex models. 
As the number of classifiers increases, the task of finding 
an optimal set of weights becomes increasingly challenging 
and impractical when done manually. In contrast, employ-
ing a GA to optimize the set of weights automatically offers 
several advantages. A GA can explore a vast search space 
with high precision, which extends beyond whole numbers 
like 0.1, 0.2 and 0.3. Thus, a GA can assign values such as 
0.84954924 and 0.15045076, offering a level of granularity 
that manual assignment may struggle to achieve. To sum up, 
while manual assignment of weight values is labor-intensive 
and subjective, the utilization of genetic algorithms provides 
a more efficient, scalable and precise method for finding the 
optimal set of weights.

So, this method enhances the performance of the soft vot-
ing classifier by exploring a broader search space, allowing 
for nuanced adjustments that may not be feasible through 
manual tuning.

In pursuit of optimal performance, the weights were set to 
0.73644952 and 0.26355048 for SVM and RF, respectively, 
the GA produced impressive results in the PubMed 20k RCT 
dataset, this led to an accuracy of 84.133%, precision of 
83.721%, F1-score of 83.712% and a Recall of 84.093%.

Furthermore, the identification of the optimal set of 
weights 0.84954924 for RF and 0.15045076 representing the 
contribution of LR, resulted in an impressive performance 
on the Heart Failure clinical record dataset, which indicates 

Table 5  Comparative analysis of hybridization techniques: voting, 
bagging and stacking; (a) PubMed 20K RCT (b) heart failure clinical 
record

Precision (%) Accuracy (%) Recall (%) F1-score (%)

a
 Voting 83.123 83.574 83.326 83.195
 Bagging 82.806 82.349 82.212 81.973
 Stacking 75.860 75.874 74.914 75.866

b
 Voting 86.278 85.555 85.444 85.812
 Bagging 83.1863 83.333 83.359 83.248
 Stacking 83.259 82.222 82.871 82.570
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that the predictions of the RF had a more substantial and 
influential impact on the final decision made by the ensem-
ble learning model. This set of weights achieved an accuracy 
of 92.2222%, precision of 92.1436%, F1-score of 92.1687% 
and a Recall of 92.135%.

Table 6 illustrates the progression of classification per-
formance from single models to a hybrid model and further 
to an optimized hybrid model using a GA. In the Litera-
ture Dataset, the single models (SVM, LR and RF) show 
moderate performance, with SVM achieving an accuracy 
of 78.08%, LR recording an accuracy of 77.798% and RF 
an accuracy of 75.298%. Hybridization significantly boosts 
these accuracy to approximately 83.574%, indicating the 
effectiveness of hybridization approach. Further weight opti-
mization using a GA increases the accuracy to 84.133%, 
showcasing incremental gains from parameter fine-tuning.

In the Record Dataset, similar trends are observed with 
SVM, LR and RF performing variably, and hybridization 
elevating the accuracy to around 85.555%. The optimized 
hybrid model achieves a substantial performance leap, 
reaching an accuracy of 92.222%.

These results underscore the considerable advantages 
of hybridization and the further enhancements achievable 
through weight optimization.

Figure 4 offers a detailed breakdown of these improve-
ments, showcasing how the models evolve in their classi-
fication when transitioning from single models to hybrid 
models, and further, when the weight parameters are opti-
mized using a genetic algorithm. This comparison not only 
highlights the impact of hybrid strategy but also underscores 
the substantial performance achieved through the optimiza-
tion of weights parameters (using a GA).

The improved voting classifier’s ability to leverage the 
strengths of the individual in each separate model and gen-
erate accurate predictions exemplifies its effectiveness in 
ensemble learning tasks. Consequently, our proposed model 
yielded superior results compared to existing state-of-the-art 
approaches in the literature [4, 13, 32, 54], refer to Table 7.

For the PubMed 20K RCT, our proposed model achieved 
a precision of 83.726%, accuracy of 84.133%, F1-score of 
83.712%, and a recall of 84.093%, significantly outperform-
ing the state-of-the-art method by Anantharaman et al. [4]. 

Table 6  Progression of results 
from single models to optimized 
hybrid model

Precision (%) Accuracy (%) Recall (%) F1-score (%)

Literature dataset
SVM 77.826 78.085 77.932 77.845
LR 77.284 77.798 77.522 77.406
RF 74.460 75.298 75.179 74.204
Hybridization 83.123 83.574 83.326 83.195
Hybridization + optimization 83.721 84.133 84.093 83.712
Record dataset
SVM 77.348 75.555 76.023 76.111
LR 74.037 70.000 71.130 70.391
RF 79.873 78.888 78.697 78.038
Hybridization 86.278 85.555 85.444 85.812
Hybridization + optimization 92.143 92.222 92.135 92.168

Fig. 4  Results progression
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This improvement is due to the hybrid model with optimiza-
tion of the weight parameter.

Similarly, for the Heart Failure clinical record dataset, 
our approach achieved a precision of 92.143%, accuracy of 
92.222%, F1-score of 92.168% and a recall of 92.135%. This 
is markedly higher than the results reported by Chicco et al. 
[13], Firas et al. [32] and Uddin et al. [54]. The superior 
performance of our model on this record dataset highlights 
the effectiveness of our ensemble approach, particularly the 
optimization of weight parameters using the GA.

Overall, the experimental results validate the advantages 
of the hybridization approach with weight parameter opti-
mization based on a genetic algorithm, in contrast to other 
works that used single models.

5  Conclusion

We have observed a rapid increase in the utilization of text 
classification within the healthcare sector, owing to the 
extensive storage of medical information in textual format. 
Our study aimed to develop an NLP-based medical text 
classification system, encompassing both types of medical 
text: literature and record. After cleaning the data, solve 
the problem of class imbalance for the record dataset with 
the SMOTE technique and evaluate various feature extrac-
tion techniques, including TF-IDF and CV. We conducted a 
comparison between single and hybrid models, followed by 
weight optimization using a GA, offering valuable insights 
into the effectiveness of our approach. Besides, a com-
parison among individual models such as SVM, DT, RF, 
NB and LR was conducted to assess their performances. 
Consequently, upon combining the individual classifi-
ers, a notable improvement in classification capabilities 
was observed, underscoring the efficacy of hybridization. 
For the literature-based dataset, the best individual model 
achieved an accuracy of 78.085%. After hybridization and 
weight parameter optimization, the accuracy substantially 
increased to 84.133%. Similarly, for the Heart Failure 
Clinical Record dataset, the best single model achieved an 
accuracy of 78.888%. Following hybridization and weight 
parameter optimization, the accuracy significantly improved 
to 92.222%. These results underscore the superiority of our 

augmented hybrid model over individual traditional models. 
So, while each model demonstrated unique strengths and 
limitations, the combination of these models significantly 
outperformed individual models. Ultimately, our results sup-
port the idea that the ensemble learning model is a good and 
strong approach for text classification.

The most substantial enhancement in classification 
performance emerged through the optimization of weight 
parameters using a GA. It is valuable to consider future 
avenues that may contribute further to the understanding 
and advancements in medical text classification, utilizing 
diverse deep learning models to further augment efficiency.
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