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Abstract
In this research, a combined wavelet-neural network (WMLPNN) and wavelet-support vector machine (WSVM) model were 
developed to predict the piezometric head inside the core of earthen dams, and the obtained performance was compared with 
the conventional SVM and MLPNN models. For this purpose, monthly data of the water surface elevation in the reservoir (up 
to 5 months) and the piezometers installed in the core of the Bam earthen dam, which is located in the southwest of Kerman 
province in Iran, were used. In the development of hybrid WMLPNN and WSVM models, various wavelet transforms includ-
ing haar, db, and sym were utilized, and up to five degrees of decomposition of each of the signals was tested. The sigmoid 
tangent and the radial functions were used as transfer and kernel neuron functions in the WMLPNN and WSVM models. 
The results showed that the WMLPNN model with a three-layer structure (one introduction layer, one hidden layer, and one 
output layer) in the testing stage with RMSE = 1.340, R2

= 0.974 and the WSVM with four kernel functions in the hidden 
layer with statistical indices of RMSE = 0.774, R2

= 0.987 can predict the piezometric head in the core of the earthen dam. 
The results showed that adding more than three units of time delays in the input information does not increase the modeling 
accuracy. A comparison of the performance of both hybrid models shows that the SVM model is slightly more accurate. 
The comparison of the performance of developed combined models with their conventional state shows that the use of the 
wavelet algorithm can increase the accuracy of the mentioned models by up to 12%.
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1  Introduction

The exploitation and management of surface and groundwa-
ter resources are one of the main components of the develop-
ment of human societies, agricultural projects, and indus-
trial projects (Torfi et al. 2021). Collection and storage of 
surface water are one means of conserving water resources, 
and are usually performed by constructing dams (Abbasi 
et al. 2019; Sarvarinezhad et al. 2022). Among the various 
types of dams, earthen dams are the most compatible with 
the environment (Stephens et al. 2010). The safety of such 

hydraulic structures should always be monitored due to the 
use the erodible materials in their bodies. The performance 
evaluation of a dam is called monitoring. Monitoring means 
evaluating the performance of a structure and adapting it to 
pre-determined goals, and appropriate corrective action is 
taken if necessary (Walder and O'Connor 1997). The moni-
toring of important hydraulic structures is performed with 
precision instruments, which are usually installed inside 
or on the body during construction. Investigation of pore 
water pressure, horizontal and vertical displacements, and 
flow seepage are always issues that should be monitored and 
controlled during the construction and operation of earthen 
dams (Penman 2018). Predicting the possible behavior of 
the dam in the future under different loading conditions in 
the design phases is carried out using numerical simulation. 
During the construction and exploitation period, hydraulic 
and geotechnical characteristics may change due to differ-
ent loading (different values and conditions of water level 
in the reservoir) conditions (Sousa et al. 2012). Hence, the 
results of numerical simulation may differ slightly from 
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the observed values of precision instruments (Salmasi and 
Mansuri 2014). Nowadays, the use of numerical and soft 
computing models in simulation and estimating the hydrau-
lic and geotechnical behavior of earthen dams has become 
very popular (Moharrami et al. 2014; Salmasi and Abra-
ham 2020; Sharghi et al. 2019), which can be found in the 
research of Tayfur et al. (2005) used an artificial neural net-
work (ANN) and finite element method (FEM) to predict 
piezometric pressure in an earthen dam in Poland. They used 
the water level in the dam’s reservoir as upstream boundary 
conditions in FEM and as an input variable in ANN. Their 
results showed that both ANN and FEM models have good 
accuracy in estimating piezometric pressure. Ersayın (2006) 
used ANN to predict piezometric pressure and seepage dis-
charge in the Jeziorsko earth-fill dam (Turkey). He used data 
on water surface elevation (WSE) upstream and downstream 
of the dam as model inputs and piezometric pressure inside 
the dam and seepage discharge collected by collectors as 
model output. The results of his research showed that the 
ANN performs well in estimating seepage flow and piezom-
eter pressure. Miao et al. (2012) used the optimized neural 
network model to predict seepage in the Diyala Earthen 
Dam (China). They expressed the accuracy of the devel-
oped model as satisfactory. Nourani and Babakhani (2013); 
Sharghi et al. (2018) used the radial neural network method 
(RBF) to estimate the seepage of the SattarKhan earthen 
dam (Iran). They compared the results of the RBF model 
with the results of the numerical solution of Laplace equa-
tions based on the finite difference method (FDM). Com-
paring their results indicate that the RBF method is more 
accurate than the FDM. Ranković et al. (2014) used a mul-
tilayer artificial neural network (MLPNN) model to predict 
the piezometric pressure in the earthen dam of Iron Gate No. 
2. In the development of their ANN, they examined a variety 
of transfer functions including hyperbolic tangent, sigmoid, 
linear, and sigmoid logarithm functions. The results of their 
modeling confirm the appropriate accuracy of the ANN in 
estimating the piezometric pressure in the dam core. Roush-
angar et al. (2016) predicted the daily seepage discharge 
from the Zonoz earthen dam by combining the wavelet 
model with the Gaussian process regression (GPR) method. 
For this purpose, they first analyzed the seepage data using 
the time series wavelet model and then they introduced 
its results to the GPR model. The results of their research 
showed that the model developed them has good accuracy in 
estimating seepage discharge. Sharghi et al. (2018) estimated 
the seepage discharge in the Sattar Khan earthen dam using 
MLPNN, support vector machine (SVM), and adaptive infer-
ence fuzzy neural system (ANFIS) models. They used the 
WSE in the reservoir and downstream of the dam as inputs 
of mentioned soft computing models. Their research showed 
that all the models used have good accuracy in estimating 
the seepage discharge. Parsaie et al. (2021) to model and 

estimate the piezometric pressure and seepage pressure in 
Shahid Kazemi Bukan earthen Dam developed soft com-
puting models including adaptive multivariate regression 
(MARS), group method of data handling (GMDH), vector 
machine support (SVM), Tree M5 algorithm and as well as 
MLPNN. To design the pattern of input variables, they used 
time delays of time series water surface level in the dam 
reservoir. The results of their research showed that soft com-
puting models have very good accuracy in estimating and 
modeling piezometric pressure, while the accuracy of some 
of them in modeling and estimating seepage flow is appro-
priate. The reason is that the phenomenon of seepage in the 
body and the foundation of the earth dam is very nonlinear.

Bouchehed et al. (2023) successfully utilized three soft 
computing techniques including support vector regres-
sion (SVR), relevance vector machine (RVM), and GPR to 
predict the seepage discharge through embankment dams. 
They used piezometer heads (several piezometers in the 
dam's body) as inputs and seepage discharge as targets.

A review of past research shows that modeling and esti-
mating seepage flow and piezometric pressure in earthen 
dams at different stages of design and operation is impor-
tant and many researchers have studied it. The study of the 
methods used shows that so far few researchers from the 
point of view of time series analysis have dealt with the 
problem of hydraulic modeling of earth dams (piezometric 
pressure) with the help of wavelet theory. Therefore, in 
this paper, the problem of the piezometric head is studied 
from the time series point of view. To this end, the wavelet 
algorithm is used; then soft computing models including 
MLPNN and SVM are developed based on the results of 
the wavelet analysis.

2 � Material and Methods

2.1 � Case Study

Baft Dam is located 160 km southwest of Kerman and 
4 km northeast of Baft city. The dam is a rock-fill Dam 
with a vertical clay core (Fig. 1). The dam reservoir can 
store 40 million cubic meters of water. Baft Dam has been 
constructed to supply drinking water, industrial uses, and 
agricultural water supply to Baft and Boznjan cities, as 
well as to control floods and seasonal runoff of the Baft 
River. Its height from the foundation is 65 m, crest length 
is 1160 m, reservoir volume is 40 million cubic meters, 
body volume is 2,700,000 cubic meters, spillway discharge 
volume is 1055 cubic meters per second, the normal water 
level in the reservoir is 2352.750 m, and the 850-hectare 
area is supported by pressure irrigation.
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2.2 � Wavelet Transform

Wavelet transform is one of the efficient mathematical 
transformations used in signal processing. Mathematical 
transformations are used to obtain additional information 
from a signal that is not available from the signal itself.

A wavelet is a mathematical function that presents the 
time scale form of time series and their relationships for 
time series analysis that includes variables and non-vari-
ables. Wavelet analysis offers the use of time intervals for 
low-frequency information and shorter intervals for high-
frequency information. Wavelet analysis can display dif-
ferent aspects of time series data, breakpoints, and discon-
tinuities that other signal analysis methods may not show. 
A wavelet means a small wave with three characteristics: 
a limited number of oscillations, a rapid return to travel in 
both positive and negative directions in its amplitude, and 
an average of zero. Three properties are necessary condi-
tions for a function wavelet. These properties are called 
variable acceptance conditions (Nourani et al. 2014). In 
other words, ψ(x) is a wavelet function if and only if its 
Fourier transform ψ(ω) satisfies the following condition.

This condition is known as the wavelet acceptance con-
dition ψ(x). The above relation can be considered equiva-
lent to the following formula that must be satisfied.

This property of a function with a mean of zero is not 
very restrictive, and thus many functions can be called 
wavelet functions. ψ(x)is a mother wavelet function in 
which the functions used in the analysis are scaled and 
shifted along with the analyzed signal by two mathemati-
cal operations: shifting and scaling. Finally, the wave-
let coefficients at any point in the signal (b) and for any 
value on the scale (a) can be calculated by the following 
equation.

(1)

+∞

∫
−∞

|𝜓(𝜔)|
|𝜔|2 d𝜔 < +∞

(2)�(0) =

+∞

∫
−∞

�(x)dx = 0

(3)�a.b(x) =
1√
a
�

�
x − b

a

�

Fig. 1   Location, plan, and geographical profile of Baft Dam
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Scaling, as a mathematical operator, expands or com-
presses the signal for the assumed function f(t), if (s < 1) 
the expanded state is f(st), and if (s > 1), the compressed 
state is the function f(t). As shown in Eq. 3, in the defini-
tion of the wavelet transform, the term of scale (a) is in 
the denominator, and therefore, if it is (a < 1), the signal 
is compressed, and if it is (a > 1), the signal is expanded. 
Also, in the above equation, parameter (b) is modeled as 
a function of delay or precedence. Finally, the continuous 
wavelet transform (CWT) can be written as follows:

2.3 � An Overview of the Neural Network Model

The neural network model is one of the most efficient pre-
diction models in the field of modeling hydrological and 
hydraulic phenomena. The accuracy of this model in vari-
ous fields of water engineering has been proven by various 
researchers. for example in water quality and pollution trans-
mission (Nezaratian et al. 2021), scouring (Nou et al. 2022), 
and sediment transport (Haghiabi 2017). The structure of 
the neural network applied inputs, number of hidden layers, 
number of layer neurons, training method, and number of 
output vectors of each network are effective in evaluating the 
performance of the model. Also, there is no fixed number 
of neurons in the hidden layer. The choice of the number of 
neurons in the latent layer, as well as the number of hidden 
layers, varies according to the type of problem. In solving 
hydrological problems, due to severe data changes and data 
disturbance, backpropagation networks are used due to their 
high flexibility with an architecture consistent with experi-
ence, trial, and error. The number of hidden layers and the 
number of hidden layer neurons are selected by trial and 
error and according to the evaluating error of the models. In 
most water engineering studies, backpropagation multilayer 
perceptron networks have been used.

In developing the MLPNN, a sigmoidal activating func-
tion is usually considered, and the MLPNN is trained by the 
Levenberg–Marquardt technique due to its greater power and 
speed than the gradient descent method. Creating a proper 
network structure is done in three stages: structure consoli-
dation, network training, and network control. The model 
developed for the MLPNN method has a hidden layer with 
a sigmoid transfer function.

(4)

CWT(a.b) = Wf(a.b) =
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a
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2.4 � An Overview of the Support Vector Machine

The SVM model is an efficient machine learning system 
based on the theory of constrained optimization that uses 
the inductive principle of structural error minimization and 
leads to an overall optimal solution. This model was first 
proposed by Vapnik (1999), a Russian mathematician. The 
SVM model is divided into two main groups: (a) the support 
vector classification model and (b) the support vector regres-
sion model (SVR). The SVM classification model is used to 
solve data classification problems, and the SVM regression 
model is used to solve prediction problems.

2.5 � Support Vector Regression Model (SVR)

As mentioned above, the SVM is based on minimizing the risk 
structure that is derived from the theory of statistical train-
ing. For the application of the SVM in regression problems, 
Veppnik used an error function to apply SVM to regression 
problems, which minimizes the errors at a certain distance (ε 
insensitive) from the actual values.

This error function does not take into account values less 
than � . Consider the approximation of the following set of 
data:

The regression function is estimated by the following 
function:

which is an internal multiplication. The optimal regres-
sion function is expressed by the minimum of the following 
function.

where C is a predetermined value and is a loose variable 
that determines the up and down constraints of the system 
output. If the data is linearly separated, it teaches an opti-
mal level that separates the data without error and with a 
maximum distance between the page and the nearest train-
ing points (backup vectors). If we define training points as 

(5)
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input vectors, if the data are linearly separable, the equation 
is as follows:

where the output of the equation and the class value are 
the testing samples. The vectors represent input data and 
the vectors represent the backup vectors. If the data are not 
linearly separable, samples can be moved to a higher space 
by applying preprocessing. In this case, relation (12) changes 
to (13).

A function is a kernel function that generates internal 
beats to create machines with different types of nonlinear 
surfaces in the data space. Different kernels are used for the 
backup vector machine regression model, which are linear, 
quadratic, Gaussian, and polynomial. The radial Gaussian 
kernel (RBF) function is usually better for predicting per-
formance. The equation of this kernel function is as follows:

(9)y = f (x) = sign
��N

i=1
yiai⟨xi, x⟩ + b

�

(10)y = f (x) = sign
[∑N

i=1
yiaiK

(
x, xi

)
+ b

]

(11)K(x, y) = exp

⎛⎜⎜⎝
−

���xi − yj
���

2�2

⎞⎟⎟⎠

In constructing an efficient SVM model, the model 
parameters must be accurately calculated using an optimi-
zation method. These parameters are kernel function type, 
kernel function parameter, regulator parameter C, and accu-
racy ɛ parameter related to the maximum error in the insen-
sitive region.

2.6 � Flowchart of Hybrid Model Development

In this study, two scenarios were considered to estimate the 
piezometric head in the core of the Baft earth dam. In the 
first scenario, as the conventional state, the pattern of input 
variables of the SVM and MLPNN models are designed 
based on the time delays. In the second scenario, the com-
bined model (combination with wavelet analysis), the sig-
nal of input variables is analyzed by wavelet analysis and 
then introduced as inputs to the mentioned soft computing 
models. The flowchart of the hybrid model based on a com-
bination with the wavelet algorithm is shown in Fig. 2. In 
designing the model, the WSE in the dam’s reservoir and its 
time delays are used as input variables, and the WSE in the 
piezometer well are used as output.

Fig. 2   Flowchart of developing 
a hybrid neural network model-
wavelet
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3 � Results and Discussion

In this section, the results of modeling according to the con-
sidered scenarios (first and second scenarios) are presented. 
To develop MLPNN and SVM, it is necessary to design a 
pattern of input variables. The design of the input variables 
is based on the data recorded about the WSE in the dam res-
ervoir in different months and the most important is observ-
able piezometer well (drilled in the core of the earthen dam) 
data. To estimate the piezometric head in the mentioned 
well, the time delays of the WSE in the dam’s reservoir 
are used as inputs. Figure 3 shows the changes in the water 
level in the dam reservoir as well as the water level in each 
of the piezometers. As is clear from this figure, during the 
study period the valve of WSE in the dam’s reservoir varied 
between 2300 and 2350, while during the same time, the pie-
zometer head in the considered piezometers (well 1) varied 
between 2342 and 2295. After specifying the pattern of input 
variables, data preparation is considered. At this stage, the 
collected data are divided into two categories: training and 
testing. Eighty percent of the total data were allocated to the 
training data category for calibration and the remaining 20% 
to the testing data category used for validation. It should 
be mentioned that the data confusion approach and random 
assignment of data to any training and testing data can be 
used. The next step after data preparation is to design and 
structure the MLPNN and SVM. In the MLPNN, the number 
of hidden layers and the number of neurons, and the activa-
tion function of each neuron needs to be specified, while in 
the SVM model, the kernel function needs to be specified. 
The following is the process of developing a neural network 

model. As mentioned, the first step after preparing the data 
is to determine the pattern of input variables. In Table 1, 
the pattern of input variables based on time delays of WSE 
in the dam’s reservoir was determined. For this purpose, 
up to five units of time delay are considered. The design 
and development of the MLPNN model is a trial-and-error 
process, although the advice of previous researchers who 
have worked in this field would be helpful. According to the 
researchers, firstly, a hidden layer with some neurons equal 
to the number of input variables is considered. In the next 
step, another function of the transfer functions is examined. 
At this stage, one or more suitable transfer functions may 
be selected, the final choice of which will be determined 
based on the design experience as well as the performance 
history of that function in previous studies. At this stage, if 
the statistical indices of model accuracy are not appropriate, 
the designer can increase the number of neurons per layer 
or even the number of hidden layers. In this research, after 
trial and error, as well as using the experience of research, 
the appropriate structure for estimating the piezometric 
head in the earthen dam core is shown in Fig. 4. As shown 
in this figure, the developed model has two hidden layers, 
and there are five and three neurons in the first and second 
hidden layers, respectively. The functions studied in this 
research are sigmoid, sigmoid tangent, and Gauss, among 
which the sigmoid tangent function got the best result. The 
statistical indices of the selected MLPNN model devel-
oped for each of the input variable patterns are presented 
in Table 1. While only the relationship between the WSE 
in the reservoir and the piezometric head was considered 
(first row of Table 1), the statistical indices of the MLPNN 
model developed in the training phase are root-mean-square 

Fig. 3   Changes in water level 
in the reservoir and piezometers 
inside the dam core

Table 1   Statistical indices of 
MLPNN model developed for 
estimating piezometric head in 
the core of Baf earthen dam

Inputs Output Train Test

RMSE R2 RMSE R2

LW
T

WE
T

2.235 0.892 2.774 0.916
LWE

T−1,LWT
2.309 0.891 2.365 0.895

LWE
T−2,LWE

T−1,LWT
2.937 0.920 2.523 0.891

LWE
T−3,LWE

T−2,LWE
T−1,LWT

2.263 0.917 2.525 0.915
LWE

T−4,LWE
T−3,LWE

T−2,LWE
T−1,LWT

2.941 0.939 2.122 0.898
LWE

T−5,LWE
T−4,LWE

T−3,

LWE
T−2,LWE

T−1,LWT

2.026 0.925 2.102 0.921
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error (RMSE) = 2.235, R2 = 0.892, and in the testing phase. 
RMSE = 2.774, R2 = 0.916. By increasing the one-time delay 
unit (scenario two in the second row of Table 1), the accu-
racy of the model has not improved significantly in both the 
training and testing phases. The statistical error index of this 
model in the testing phase is RMSE = 2.365, and R2 = 0.895. 
Then, the effect of increasing the time delays of the WSE 
in the dam reservoir was carefully modeled, and the results 
are presented in the following rows of Table 1. The structure 
of the neural network model which has a good function in 
estimating the piezometric head inside the dam is shown 
in Fig. 4. The performance of this model in both stages of 
development is shown in Fig. 5. As can be seen from this 
figure, the observed values are plotted against the results of 
the MLPNN model.

Here, the development of the SVM model was consid-
ered to estimate the piezometric head inside the core of 
the Baft earthen dam. The same data and scenarios as in 
Table 1 for the MLPNN model were considered for the 
development of the SVM model.

In developing the SVM model, the performance of 
three types of kernel functions, including radial, quad-
ratic, and linear, was evaluated, and in the final stage it 
was found that the performance of the radial function is 
better than other kernel functions. Therefore, this func-
tion was used in the final structure of the SVM model. 
Table 2 presents the statistical indices of the accuracy of 
the SVM model in estimating the piezometric head based 
on the pattern of input variables. As shown in this table, 
the SVM model using only the data related to the WSE in 
the reservoir (without any delay time) can predict the pie-
zometric head in the dam core with statistical error indices 
including RMSE = 2.243, R2 = 0.891 in the training phase 
and RMSE = 2.657, R2 = 0.918 in the testing stage. Then, 
like the MLPNN model, the effect of increasing the input 

information to the SVM in the form of increasing time 
delays on the accuracy of modeling was investigated. The 
results show an increase in time delays in the second to 
fourth rows of Table 2. Examination of the statistical indi-
ces presented in this table shows that increasing the input 
information (time delays) results in a slight increase in the 
modeling accuracy. Figure 6 shows the structure of the 
final SVM model. As can be seen, in addition to the water 
level figure in the dam reservoir at time T, three other 
time delays have been used in the structure of the final 
model. The performance of the SVM model in the train-
ing and testing stages is shown in Fig. 5. Comparing the 
performance of the SVM model with the MLPNN shows 
that both models have acceptable accuracy in estimating 
the piezometric head in the core of the Baft earth dam. 

In the following, the effect of data preprocessing using 
a wavelet algorithm on modeling accuracy is investigated. 
In preprocessing using the wavelet algorithm, each of the 
input variables presented in Tables 1 and 2 (time series of 
data recorded at the water level in the reservoir and its time 
delays) is a signal that is decomposed by the wavelet algo-
rithm, and its details, including the main signal and the cor-
responding coefficients, are derived and introduced as input 
to the soft computing models. In this study, three types of 
mother wavelets including haar, db, and sym were used to 
analyze the signal of input variables.

In developing the hybrid model, using wavelet transforms, 
the different details of input variables (main signal and their 
degrees of decomposition for different mother wavelets) 
were derived and different combinations of inputs were 
examined. In the hybrid model, the degree to which each 
signal is decomposed depends on the researcher's experience 
as well as the results of the soft computing models that use 
these signals and related details as input. However, the expe-
rience of previous researchers is also useful and usable. For 

Fig. 4   The structure of the 
MLPNN developed to estimate 
the piezometric head within the 
Baft earth dam
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this purpose, it is suggested that the degree of decomposition 
of each signal be estimated from the relation L = int(longN) . 
In this relation, N is the number of observational data in each 

signal of the time series. Of course, the result of this relation-
ship provides an estimate. Figure 7 shows the result of five 
degrees of time series decomposition of the WSE in the Baft 
Dam reservoir using the sym3 wavelet. In this figure, the 
main signal is shown in the first row, and the multiplier and 
its decomposed signals are presented in the next rows. Each 
of the parameters presented in Tables 1 and 2 was analyzed 
up to five degrees using haar, db, and sym, respectively, and 
then introduced as input to the MLPNN and SVM mod-
els. The accuracy of the Wavelet-MLPNN (WMLPNN) and 
Wavelet-SVM (WSVM) models developed in this scenario is 
presented in Tables 3 and 4, respectively. In these tables, the 
signals were analyzed up to five degrees using haar, db, and 
the sym introduced to the models. After teaching the mod-
els, the average of statistical indices in each scenario was 
presented (Fig. 8). Examination of these tables shows that 
the yield of the developed models increased significantly 
compared to the previous case. Thus, in the training stage, 
the statistical indices of the WMLPNN model determined 
by analyzing the input time series with the help of the wave-
let wave are RMSE = 1.016 and R2 = 0.973, and in the test-
ing stage are RMSE = 1.340 and R2 = 0.974. Development 
of the same soft computing model by time series analysis 
with the help of a db mother wavelet in the training stage 
results in RMSE = 1.259 and R2 = 0.963, and in the testing 
stage, RMSE = 1.268 and R2 = 0.959. Based on the sym3 
mother wavelet, the error indices of the developed model in 
training and testing phases are RMSE = 1.073, R2 = 0.972 
and RMSE = 1.110, R2 = 0.968, respectively. The statistical 
indices of the WSVM model by analyzing the input time 
series with the help of the haar wave are RMSE = 0.657, 
R2 = 0.989 in the training stage, and the testing stage is 
RMSE = 1.262, R2 = 0.964. Development of the same soft 
computing model by analyzing the time series with the help 
of a db wavelet in the training stage with RMSE = 0.581, 
R2 = 0.992 and in the testing stage with RMSE = 1.283, 
R2 = 0.959. Based on the wavelet, the sym3 system has sta-
tistical indices of RMSE = 0.827, R2 = 0.983 in the training 
phase and RMSE = 0.774, R2 = 0.987 in the testing phase. 
A comparison of the performance of the mother wavelets 
shows that the performance of the soft computing models 

Fig. 5   Performance of SVM and MLPNN in estimating piezometric 
head within the core of Baft earth dam

Table 2   Statistical indices of 
developed SVM for predicting 
piezometric head in Baft 
earthen dam

Inputs Output Train Test

RMSE R2 RMSE R2

LW
T

WE
T

2.243 0.891 2.657 0.918
LWE

T−1,LWT
2.123 0.910 2.324 0.891

LWE
T−2,LWE

T−1,LWT
1.814 0.923 2.482 0.916

LWE
T−3,LWE

T−2,LWE
T−1,LWT

2.540 0.923 2.124 0.891
LWE

T−4,LWE
T−3,LWE

T−2,LWE
T−1,LWT

1.694 0.918 1.563 0.909
LWE

T−5,LWE
T−4,LWE

T−3,

LWE
T−2,LWE

T−1,LWT

1.575 0.929 1.953 0.897
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is almost the same in all three mother wavelets, although in 
part the mother wavelet sym3 achieves slightly better accu-
racy. In addition, a comparison between the WSVM and 

WMLPNN hybrid models shows that the performance of 
the hybrid wavelet-support vector machine (WSVM) model 
is better than the neural-wavelet model.   

Fig. 6   The structure of the 
developed SVM to estimate the 
piezometric head inside the 
Shahid Baft earthen dam

Fig. 7   Sub-signals of time 
series of water surface elevation 
in Baft dam reservoir with sym3 
mother wavelet
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4 � Conclusion

In this research, artificial neural network and support vec-
tor machine soft computational models were developed, 
and their hybrids with wavelet algorithms were used to 
estimate the piezometric head inside the Baft earth dam. 
For this purpose, the monthly data recorded from the water 
surface elevation in the reservoir of Baft earth dam and the 
piezometric head inside the piezometer well were used. In 
designing the pattern of input variables, reservoir water 
level data as well as their time delays up to four units 

were used. In the development of the aforementioned soft 
computing models, two approaches were used, namely 
using raw data and also time series analysis using a wave-
let algorithm. In the process of designing and determin-
ing the internal structure of the models, different transfer 
and kernel functions were investigated, which were then 
used in the development of the radial kernel function of 
the SVM model and the tangent sigmoid function of the 
MLPNN model. In the second scenario, where the devel-
opment of soft computing models was based on the pre-
processing of input data using the wavelet algorithm, each 
of the input signals was decomposed up to five degrees by 

Table 3   Statistical indices of 
WMLPNN model developed 
for modeling and estimating 
piezometric level inside the 
earthen dam

Inputs (LW) Output Mother wavelet Decomposition degree R2 RMSE R2 RMSE

T WE Haar 1–4 0.956 1.319 0.960 1.321
T-1, T 0.965 1.227 0.967 1.133
T-2, T-1, T 0.972 1.063 0.978 0.988
T-3, T-2, T-1, T 0.973 1.016 0.974 1.340
T-4, T-3, T-2, T-1, T 0.982 0.865 0.964 1.265
T Db4 0.953 1.402 0.922 1.805
T-1, T 0.972 1.085 0.958 1.495
T-2, T-1, T 0.972 1.070 0.949 1.471
T-3, T-2, T-1, T 0.963 1.259 0.959 1.268
T-4, T-3, T-2, T-1, T 0.975 1.026 0.974 1.060
T Sym3 0.947 1.483 0.993 0.543
T-1, T 0.967 1.159 0.973 1.125
T-2, T-1, T 0.962 1.281 0.962 1.269
T-3, T-2, T-1, T 0.972 1.073 0.968 1.110
T-4, T-3, T-2, T-1, T 0.980 0.917 0.978 1.134

Table 4   Statistical indices 
of developed WSVM for 
estimating piezometric level in 
the Baft earthen dam

Inputs LW output Mother wavelet Decomposition degree R2 RMSE R2 RMSE

T WE Haar 1–4 0.957 1.310 0.948 1.618
T-1, T 0.970 1.123 0.95 1.321
T-2, T-1, T 0.974 1.018 0.976 1.031
T-3, T-2, T-1, T 0.989 0.657 0.964 1.262
T-4, T-3, T-2, T-1, T 0.987 0.727 0.977 0.950
T Db4 0.959 1.285 0.951 1.531
T-1, T 0.971 1.084 0.970 1.271
T-2, T-1, T 0.977 0.940 0.972 1.271
T-3, T-2, T-1, T 0.992 0.581 0.959 1.283
T-4, T-3, T-2, T-1, T 0.993 0.518 0.984 0.806
T Sym3 0.961 1.255 0.936 1.697
T-1, T 0.982 0.869 0.914 1.892
T-2, T-1, T 0.981 0.874 0.973 1.080
T-3, T-2, T-1, T 0.983 0.827 0.987 0.774
T-4, T-3, T-2, T-1, T 0.989 0.665 0.975 1.019
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the mother wavelet, and its details were seen as input to 
the soft computing models. In this study, three types of 
mother wavelets including haar, db, and sym were used. 
The results showed that the development of the MLPNN 
model in the first scenario (without time series preproc-
essing by wavelet algorithm) achieved statistical indices 
around RMSE = 2.235, R2 = 0.892, and the SVM model 
around RMSE = 2.774, R2 = 0.916. However, if the wavelet 
algorithm was used for preprocessing the input data, the 
statistical indices of the above models (combined mod-
els WMLPNN and WSVM) improved to RMSE = 0.827, 

R2 = 0.983, and RMSE = 0.827, R2 = 0.983, respectively, 
which is significant compared to the previous case. The 
signal analysis of the input variables using all three mother 
wavelets and their introduction as input in the development 
of the aforementioned soft computing models led to almost 
the same performance, although the performance of the 
sym3 mother wavelet was slightly better than the others. A 
comparison of the performance of the WMLPNN with the 
WSVM also showed that the accuracy of the WMLPNN 
was significantly better than the WMLPNN.
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