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Abstract
Under the action of seepage or surface erosion, earth dams, canal foundations, subgrades and embankments filled with 
dispersive soils can easily cause piping, caves, gullies and other damages and even cause accidents in civil engineering and 
hydraulic engineering. Thus, how to correctly distinguish the dispersibility of soils is concerned by soils engineers all the 
time. In this study, the artificial neural network model was developed to recognize dispersive soils by using TensorFlow 
which is an open-source library of Python. The data samples were from 11 water conservancy projects located in west of 
China. The results show that the artificial neural network model has a great effect in predicting the dispersibility of soil. A 
combination of artificial neural network and Python is applicable to solve complex, fuzzy and highly nonlinear problems in 
civil engineering and hydraulic engineering, which is also one of the important trends in the future study.
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1  Introduction

Dispersive soils are widely distributed in all parts of the 
world, especially in arid and semiarid area (Abbaslou et al. 
2016). It is a kind of special soil with water sensitivity, and 
its water erosion resistance is very low. The existence of 
dispersive soils is easy to cause piping, caves, gullies and 
other damages, which poses a serious threat to the safety of 
buildings and structures.

Dispersion occurs when the repulsive forces between 
individual clay particles exceed the attractive forces so that 
when the clay mass is in contact with water, individual clay 
particles are progressively detached from the surface and 
go into suspension. If the water is flowing, the dispersive 
clay particles are carried away (Sherard et al. 1972). Many 
factors governing the susceptibility to dispersion are physi-
cal, chemical and mineral properties indexes of soils and 
environmental water. The dispersion of soil is positively 
correlated with the content of dissolved sodium cations, 
exchangeable sodium cations, montmorillonites and pH and 
is negatively correlated with the content of organic matters 

and clay particles. The lower the content of dissolved salts 
in the water, the greater the susceptibility of the soils to dis-
persion. Such conclusions have been widely accepted (Rich-
ards et al. 1954; Sherard et al. 1972; Holmgren et al. 1977; 
Chorom et al. 1994; Marchuk et al. 2012, 2013). Zhao et al. 
(2015) applied the gray system theory to analyze the rela-
tionship between the physical, chemical and mineral proper-
ties and dispersibility of 123 groups of soil samples. It was 
concluded that the dispersive soil is routinely observed to 
have rich exchangeable sodium percent and high pH value 
and cannot be predicted solely by sodium or montmorillonite 
contents. Thus, the effect factors of soil dispersibility have 
been well studied.

Conventional soil mechanics parameters, such as particle 
relative density, particle gradation, boundary moisture con-
tent, cohesion and friction angle, cannot directly reflect the 
degree of soil dispersion. Different dispersibility discrimina-
tion tests (pinhole test, crumb test, double-hydrometer test, 
pore water test and exchangeable sodium percent test) were 
designed from different perspectives (simulation model, col-
loidal properties, particle size distribution and soil chem-
istry). However, due to the complexity of dispersive soils, 
dispersive discriminant results of same samples under dif-
ferent dispersive tests are often inconsistent with each other 
(Maharaj et al. 2015). At present, comprehensive identifi-
cation methods are mostly used. Bell and Walker (2000) 
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developed a rating system which requires results from pin-
hole test, exchangeable sodium percentage test, crumb test 
and pore water test. Fan et al. (2013) and Ju et al. (2016) 
designed weights analysis method which requires results 
from pinhole test, crumb test, double-hydrometer test, pore 
water test and exchangeable sodium percent test. Fan and 
Kong (2013) established an empirical equation with four 
soil physical and chemical indicators which are liquid limit, 
clay content, sodium percentage in the pore water and pH. 
Maharaj (2013) proposed a complete process which requires 
results from in situ crumb test, laboratory crumb test, dou-
ble-hydrometer test and chemical analysis tests.

Artificial neural network (ANN) is a highly self-learning 
and self-adaptive nonlinear system. Under the condition of 
unknown physical and mathematical models of objective 
natural phenomena, the actual output achieved by the self-
learning of ANN is completely consistent with the expected 
output in a certain error range. The aim of ANN is to explore 
the mystery of human intelligence by studying the mecha-
nism of the thinking of human brain and then to simulate the 
structure of work of human brain so as to make machines 
have human-like intelligence. ANN has been applied in pat-
tern recognition, machine learning, expert system and other 
fields and has become an active field in artificial intelligence 
(AI) research. In the field of hydraulic engineering and civil 
engineering, ANN had worked well for deep mixing tech-
nique (Hosseini et al. 2020), for identifying and categori-
zation of water and soil (Olawoyin et al. 2013; Wu et al. 
2018) and for estimation and prediction of the them indexes 
of air permeability (Cai et al. 2020), hydraulic properties 
(Schaap et al. 1998; Tamari et al. 1996), thermal charac-
teristics (Erzin et al. 2008; Ozturk et al. 2011; Jalal et al. 
2021), chemical composition (Aitkenhead et al. 2012; Sarani 
et al. 2016) and mechanical behavior (Attoh-Okine 2004; 
Mohanty et al. 2019; Jalal et al. 2021).

According to a study published by IEEE Spectrum, 
Python has become the most popular computing language in 
the world, with Java and C ranking second and third, respec-
tively. Python is an object-oriented programming language 
and can easily connect various modules written in other lan-
guages (especially C/C++). It has a large number of third-
party libraries, so developers only need to be good at using 
these libraries to complete most of the work.

The aim of this study is to propose a new reliable identi-
fication of dispersibility of soils. With the vigorous research 
of ANN, it has been widely used in various disciplines. The 
relationship between the comprehensive discrimination 
result of dispersibility of soils and their physical, chemical, 
mineral and dispersibility discrimination tests indices forms 
a complex nonlinear system, essentially. The study used 80 
samples information obtained from different provinces in 
west of China to build ANN model by using TensorFlow 
which is an open-source library of Python.

2 � Materials and Methods

2.1 � Data Sources and Selection of Discriminant 
Parameters

There are 80 sets of soil data information. They were came 
from Dashixia Hydropower Station, Xijiao and Sanping res-
ervoirs in Xinjiang Province, main channels of irrigation 
area in Heilongjiang Province, Ningmute and Banduo hydro-
power stations in Qinghai Province, Wenjiagou, Majiashu 
and Nanping hydropower stations in Ningxia Hui Autono-
mous Region, Heihe Water Control Project in Shaanxi Prov-
ince and Shangma Reservoir in Shanxi Province. In all, there 
are 11 water conservancy projects. Soil’s detailed informa-
tion is shown in Table 1.

Based on the double-layer theory of soil–water–elec-
trolyte system, Fan et  al. (2012) systematically studied 
the relationship between basic physical, chemical, mineral 
indexes and dispersibility of soils. It was considered that the 
dispersive soils consist of three aspects: low clay content, 
high sodium content and high pH. Referring to the relevant 
research results, the input parameters were determined as 
liquid limit (Ww), plastic limit (Wp), clay content (Pc), dis-
persive degree (D), pH, organic matter (Wu), montmoril-
lonite content (M), illite content (I), exchangeable sodium 
percentage (ESP), pore water sodium ion content (CNa+) 
and sodium percentage (PS). Statistical results of data are 
shown in Table 2. The output parameter is one of discrimi-
nant results: dispersive soil (DS), transitional soil (TS) or 
non-dispersive soil (NS).

Table 1   Sources and distributions of data

Authors Locations Numbers Distributions

DS TS NS

Ju et al. (2016) Xinjiang 5 2 3 0
Fan et al. (2005) 8 0 5 3
Zhang et al. (2018) Heilongjiang 5 1 0 4
Ju et al. (2008) Qinghai 7 4 3 0
Ju et al. (2015) 12 10 2 0
Li et al. (2006) 5 5 0 0
Fan et al. (2009) Ningxia 6 5 1 0
Fan et al. (2010) 9 5 4 0
Gao et al. (2009) 4 2 0 2
Fan et al. (2007) Shaanxi 12 2 0 10
Yue and Jin (1998) Shanxi 7 4 3 0
Count / 80 40 21 19
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2.2 � Artificial Neural Network

The concept of ANN originates from biological neural net-
work. Each neuron in human brain has thousands of chan-
nels which are widely interconnected with other neurons 
to form complex biological neural network. Signals can be 
transmitted through new connections generating by stimula-
tion to form feedback in biological neural network (BNN). 
However, ANN cannot generate new connections randomly, 
so it updates neurons to form a good nervous system.

Diagram of the ANN model used in this paper is shown in 
Fig. 1. Each circle stands for one neural, and the all circles 
form an ANN. The information transmission between neu-
rons is expressed by function y = f (weights * x + bias). Dif-
ferent weights (w) and bias(b) make different output results. 
The computing process consists of two parts, the forward 
propagation of information and the back propagation of 
error. In the process of forward propagation, node data can 
be calculated in accordance with formulas (1), (2) and (3). Sn 
in formula (3) is the probability of three discriminant results, 
and the final output result is one of them. The commonly 

used activation functions are sigmoid, tanh and relu. In the 
process of back propagation, the gradient descent algorithm 
is often used to update w and b. Common gradient descent 
algorithms include gradient descent optimizer, momentum 
optimizer and Adam optimizer. Simply, the self-learning 
process of ANN is an iterative process.

Thus, ANN has intellectualized and computerized charac-
teristics. There is no need to establish an empirical statistical 
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Table 2   Statistical results of 
data

Indexes Ww Wp Pc D pH Wu M I ESP CNa+ PS

% g/kg % mmol/L %
Count 80 80 80 80 80 80 80 80 80 80 80
Mean 33.2 18.1 27.6 30.0 8.5 4.3 4.6 14.4 9.9 72.9 49.1
Standard deviation 8.4 4.8 14.2 16.0 0.8 2.7 4.5 3.7 7.4 118.3 27.1
Min 24.3 12.6 7.5 0.7 5.4 1.1 0.2 5.7 0.1 0.1 1.6
25% 28.0 15.0 17.4 20.6 8.2 2.4 1.1 12.5 3.5 0.5 25.1
50% 29.0 16.4 24.0 30.9 8.6 3.6 2.5 14.5 9.9 23.2 58.5
75% 39.9 20.6 34.4 39.3 9.1 5.5 7.0 16.4 15.2 64.7 71.9
Max 61.9 37.4 65.5 72.2 9.6 15.3 19.0 22.0 30.9 456.6 90.1

Fig. 1   Diagram of the dispersiv-
ity discriminant ANN model
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relationship between discriminant parameters and predictive 
objectives based on some theory.

2.3 � Modeling Tool

The Python language was invented by Guido van Rossum 
in 1991. As a powerful cross-platform object-oriented pro-
gramming language, it is one of the most widely used com-
puter languages. The advantages of this language are as fol-
lows: (1) simple grammar, clear code, free and open source; 
(2) easy to connect with modules made in other languages 
(C, Java, C++,VB, etc.); (3) easy porting to Linux, Win-
dows; (4) supporting interactive mode, which can input and 
get results from terminals without compiling environment in 
the development process, also called dynamic language; and 
(5) containing more rich and powerful software libraries. 
The libraries used in this article are TensorFlow, NumPy, 
Pandas and Scikit learn. The function of min–max scaler and 
train–test split in Scikit learn library was used to standard 
and bath data, respectively.

The machine learning flowchart is shown in Fig. 2. Basic 
flow of ANN discriminant model by using TensorFlow mod-
ule is as follows: (1) Define function of add layers: Calcula-
tion formula is node data = w * upper layer node data + b; 
discriminant formula of excitation function is that if node 
layer has excitation function. (2) Define placeholder of node: 
Node data placeholder of input layer is 11 and of output 
layer is 3. (3) Define function of layers: The ANN in this 
study consists of three layers: Input layer only has inputs 
data without activation function; the activation function of 
layer1 (hidden layer) and output layer2 (output layer) is tanh 
and softmax, respectively. (4) Define loss function: Cross-
entropy was used; cross-entropy and softmax function are 
used together to solve the problem of binary classification 

or multi-classification with mutual exclusion of categories. 
(5) Choose an appropriate optimizer to minimize the loss: 
Gradient descent algorithm was used and the learning rate is 
0.5. (6) Initialize all variables and start operations. The max-
imum number of iterations is set to 3001. In order to verify 
the correctness of the model, 70% of the 80 data samples 
were randomly selected as training samples and the remain-
ing 30% of the data were used as test samples. The training 
samples and test samples did not coincide.

3 � Results and Discussion

3.1 � Data Preprocessing

What is clear from the data is that dimensions of factors 
affecting dispersion of soils are different. The model is easy 
not to converge if used different dimension data for training, 
so the data should be normalized. The function of min–max 
scaler was used to normalize input layer data to 0.01 ~ 0.99. 
The scaling principles are shown in formulas (4) and(5). 
xstandard is the result of standard normalization, as well as 
normalizing data to [0,1]; xmax and xmin are maximum and 
minimum value in data, respectively; max and min are maxi-
mum and minimum value in range of normalization; and 
xscaler is the result of normalizing data to [0.01,0.99]. Results 
of data preprocessing are shown in Table 3. Due to limited 
space, only some data are listed.

(4)xstandard =
x − xmin

xmax − xmin

(5)xscaler = sstandard ∗ (max−min) +min .

Fig. 2   Machine learning 
flowchart of the dispersivity 
discriminant ANN model. (a) 
Activation function = Sig-
moid, learning rate = 0.001. 
(b) Activation function = Sig-
moid, learning rate = 0.01. (c) 
Activation function = Sigmoid, 
learning rate = 0.1. (d) Activa-
tion function = Tanh, learning 
rate = 0.001. (e) Activation 
function = Tanh, learning 
rate = 0.01. (f) Activation func-
tion = Tanh, learning rate = 0.1. 
(g) Activation function = Relu, 
learning rate = 0.001. (h) Acti-
vation function = Relu, learning 
rate = 0.01. (i) Activation func-
tion = Relu, learning rate = 0.1
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Table 3   Results of data 
preprocessing

No Ww Wp Pc D pH Wu M I ESP CNa+ PS

1 0.036 0.113 0.187 0.229 0.734 0.273 0.052 0.653 0.654 0.514 0.667
2 0.13 0.176 0.373 0.01 0.669 0.108 0.041 0.521 0.352 0.764 0.362
3 0.213 0.251 0.542 0.053 0.78 0.099 0.073 0.611 0.563 0.193 0.575
4 0.122 0.164 0.204 0.109 0.711 0.255 0.036 0.539 0.655 0.458 0.684
5 0.143 0.212 0.542 0.678 0.932 0.2 0.067 0.521 0.677 0.098 0.764
6 0.44 0.302 0.863 0.497 0.725 0.196 0.51 0.413 0.834 0.694 0.876
7 0.388 0.326 0.838 0.496 0.762 0.252 0.51 0.413 0.729 0.912 0.919
8 0.364 0.298 0.77 0.419 0.748 0.169 0.536 0.479 0.806 0.865 0.947
9 0.518 0.342 0.99 0.482 0.752 0.245 0.536 0.479 0.564 0.724 0.863
10 0.51 0.342 0.711 0.303 0.75 0.183 0.109 0.257 0.144 0.583 0.827
11 0.237 0.255 0.694 0.383 0.752 0.314 0.052 0.287 0.507 0.912 0.906
12 0.31 0.287 0.787 0.518 0.732 0.327 0.052 0.287 0.379 0.74 0.896
13 0.466 0.342 0.737 0.693 0.741 0.369 0.109 0.257 0.303 0.99 0.853
14 0.104 0.152 0.12 0.686 0.856 0.17 0.224 0.449 0.189 0.011 0.2
15 0.284 0.358 0.348 0.35 0.683 0.13 0.453 0.99 0.077 0.011 0.15
16 0.143 0.018 0.086 0.686 0.863 0.089 0.234 0.569 0.173 0.011 0.171
17 0.132 0.125 0.221 0.583 0.759 0.188 0.364 0.725 0.084 0.012 0.08
18 0.08 0.148 0.154 0.729 0.769 0.194 0.245 0.413 0.112 0.011 0.113
19 0.01 0.129 0.187 0.572 0.81 0.212 0.297 0.521 0.081 0.011 0.183
20 0.023 0.065 0.23 0.535 0.699 0.558 0.37 0.737 0.163 0.015 0.258
21 0.117 0.069 0.103 0.528 0.759 0.141 0.026 0.539 0.373 0.121 0.72
22 0.122 0.14 0.103 0.634 0.884 0.067 0.036 0.659 0.319 0.124 0.787
23 0.132 0.176 0.187 0.534 0.845 0.136 0.046 0.743 0.456 0.155 0.671
24 0.13 0.105 0.069 0.474 0.937 0.167 0.031 0.635 0.755 0.117 0.79
25 0.148 0.208 0.306 0.549 0.886 0.069 0.031 0.611 0.5 0.135 0.741
26 0.106 0.121 0.339 0.534 0.882 0.207 0.01 0.1 0.605 0.144 0.715
27 0.119 0.097 0.137 0.367 0.799 0.077 0.031 0.623 0.322 0.146 0.63
28 0.08 0.05 0.128 0.474 0.831 0.258 0.026 0.605 0.462 0.149 0.498
29 0.106 0.069 0.035 0.457 0.905 0.163 0.031 0.545 0.507 0.122 0.745
30 0.127 0.089 0.069 0.624 0.946 0.099 0.02 0.563 0.558 0.135 0.826
31 0.028 0.026 0.01 0.439 0.96 0.115 0.026 0.461 0.99 0.15 0.753
32 0.117 0.121 0.052 0.549 0.953 0.128 0.036 0.611 0.554 0.143 0.837
33 0.117 0.069 0.103 0.528 0.759 0.141 0.067 0.491 0.373 0.121 0.72
34 0.132 0.176 0.187 0.534 0.845 0.136 0.13 0.647 0.456 0.155 0.671
35 0.117 0.121 0.052 0.549 0.953 0.128 0.093 0.545 0.554 0.143 0.837
36 0.106 0.121 0.094 0.549 0.898 0.125 0.073 0.557 0.373 0.143 0.769
37 0.146 0.085 0.23 0.402 0.921 0.107 0.109 0.671 0.462 0.122 0.731
38 0.067 0.01 0.154 0.43 0.861 0.069 0.364 0.341 0.497 0.215 0.898
39 0.091 0.057 0.247 0.024 0.884 0.079 0.495 0.443 0.529 0.075 0.969
40 0.132 0.081 0.289 0.024 0.75 0.1 0.51 0.461 0.125 0.093 0.33
41 0.112 0.05 0.263 0.024 0.875 0.076 0.297 0.521 0.376 0.046 0.897
42 0.091 0.034 0.187 0.025 0.907 0.06 0.484 0.467 0.411 0.044 0.99
43 0.112 0.018 0.23 0.025 0.895 0.052 0.453 0.599 0.459 0.263 0.812
44 0.028 0.077 0.238 0.261 0.746 0.051 0.109 0.671 0.148 0.029 0.186
45 0.065 0.089 0.171 0.415 0.978 0.072 0.13 0.611 0.191 0.027 0.785
46 0.046 0.121 0.171 0.323 0.812 0.079 0.114 0.485 0.145 0.053 0.299
47 0.065 0.136 0.154 0.43 0.914 0.072 0.119 0.563 0.192 0.037 0.472
48 0.033 0.105 0.179 0.431 0.893 0.1 0.13 0.557 0.203 0.065 0.41
49 0.054 0.105 0.162 0.166 0.759 0.114 0.114 0.419 0.122 0.026 0.12
50 0.028 0.089 0.204 0.29 0.99 0.176 0.146 0.605 0.304 0.03 0.793
51 0.161 0.196 0.382 0.232 0.842 0.272 0.114 0.906 0.405 0.09 0.472
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3.2 � Model Building and Discussion

The influence of numbers of neurons in hidden layer and 
iterative steps on dispersivity discriminant ANN model 
under different activation functions and learning rates is 
discussed, as shown in Fig. 3. It could be concluded that the 
speed of gradient descent and finding minimum value of 
function when learning rate is small. Even if iterative cal-
culation is up to 10,000 steps, the accuracy of ANN model 
with small learning rate is still low. Therefore, it is suggested 
that learning rate should be 0.1. As shown in Fig. 3c, e and 
i, higher and stable accuracy could be obtained, ranging 
from 0.80 to 0.84 when activation function is relu as well as 
using less iterative steps. It is further suggested that numbers 
of neurons in hidden layer should be 29 and iterative steps 
should be 2500. In general, for ANN discriminant model of 
dispersive soil, it is suggested that the activation function is 
relu, the learning rate is 0.1, the number of neurons in hid-
den layer is 29, and iterative steps are 2500.

3.3 � Distribution of Weights and Bias Values

The difficulty of ANN model is to change weights and bias 
iteratively, so that prediction result is infinitely close to 
actual result. The histograms of weights and bias in different 
layers (hidden layer and output layer) which reflect statistical 
characteristics of weights and bias are shown in Fig. 4. The 
values of weights in hidden layer are between -3.06 and 3.06 
and the most common values are −0.106 and 0.528 and the 
values of weights in output layer are between -3.05 and 3.71 
and the most common value is −0.717, as given in Fig. 4a. 
The values of bias in hidden layer are between −0.655 and 
1.31 and the most common value is 0.0898 and the values of 
bias in output layer are between −0.209 and 0.417 and the 
most common value is −0.209, as given in Fig. 4b.

Table 3   (continued) No Ww Wp Pc D pH Wu M I ESP CNa+ PS

52 0.073 0.16 0.187 0.305 0.868 0.155 0.114 0.768 0.34 0.074 0.408
53 0.132 0.113 0.35 0.09 0.771 0.231 0.25 0.828 0.246 0.17 0.649
54 0.086 0.105 0.331 0.158 0.736 0.196 0.234 0.936 0.214 0.208 0.671
55 0.119 0.113 0.454 0.176 0.912 0.065 0.291 0.876 0.666 0.6 0.889
56 0.159 0.204 0.221 0.073 0.734 0.148 0.02 0.756 0.077 0.054 0.311
57 0.521 0.381 0.458 0.314 0.51 0.079 0.234 0.527 0.027 0.01 0.076
58 0.536 0.381 0.525 0.379 0.605 0.01 0.245 0.737 0.02 0.01 0.06
59 0.484 0.326 0.424 0.258 0.637 0.321 0.146 0.449 0.01 0.011 0.081
60 0.55 0.302 0.424 0.309 0.547 0.038 0.166 0.485 0.013 0.01 0.065
61 0.51 0.271 0.483 0.309 0.51 0.258 0.166 0.569 0.01 0.011 0.121
62 0.518 0.453 0.551 0.306 0.623 0.535 0.479 0.485 0.119 0.012 0.358
63 0.44 0.409 0.517 0.293 0.669 0.252 0.458 0.335 0.089 0.012 0.363
64 0.414 0.421 0.324 0.447 0.591 0.431 0.411 0.136 0.054 0.011 0.12
65 0.445 0.413 0.399 0.405 0.727 0.383 0.5 0.232 0.127 0.012 0.546
66 0.419 0.46 0.323 0.254 0.718 0.321 0.354 0.154 0.119 0.012 0.543
67 0.445 0.476 0.348 0.201 0.635 0.396 0.542 0.016 0.067 0.011 0.274
68 0.38 0.362 0.289 0.229 0.669 0.183 0.354 0.01 0.099 0.011 0.374
69 0.735 0.65 0.647 0.358 0.342 0.783 0.99 0.792 0.017 0.01 0.022
70 0.99 0.99 0.914 0.31 0.301 0.949 0.948 0.966 0.014 0.01 0.022
71 0.771 0.871 0.779 0.365 0.01 0.99 0.865 0.798 0.017 0.01 0.05
72 0.753 0.686 0.743 0.864 0.559 0.321 0.865 0.81 0.052 0.01 0.165
73 0.677 0.559 0.691 0.502 0.437 0.196 0.745 0.918 0.017 0.01 0.01
74 0.122 0.184 0.323 0.802 0.478 0.41 0.056 0.273 0.37 0.01 0.551
75 0.229 0.239 0.437 0.661 0.547 0.452 0.11 0.418 0.427 0.011 0.775
76 0.062 0.144 0.247 0.868 0.524 0.321 0.047 0.175 0.49 0.011 0.712
77 0.159 0.16 0.394 0.641 0.501 0.369 0.112 0.371 0.323 0.01 0.531
78 0.179 0.192 0.35 0.785 0.432 0.334 0.065 0.324 0.246 0.01 0.435
79 0.688 0.508 0.775 0.489 0.57 0.659 0.184 0.873 0.28 0.01 0.714
80 0.119 0.152 0.211 0.990 0.524 0.314 0.051 0.109 0.402 0.010 0.804
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Fig. 3   Relationships between iterative steps, numbers of neurons in hidden layer and accuracy of dispersivity discriminant ANN models
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3.4 � Model Validation

We listed the results of discrimination and classification of 
new ten data which did not participate in the neural network 
model system construction with the knowledge informa-
tion of dispersive soil prediction, so as to test the reliability 
of the established machine identification system, as given 
in Table 4. Test dates were chosen from Nanyin project, 
Taoshan Reservoir in Heilongjiang Province and a dam in 
Northeast China. The prediction results are in good agree-
ment with the actual results, which verifies ANN model has 
good application effect in predicting the dispersibility of soil 
as shown in Table 5.  

4 � Conclusion

ANN has the characteristics of intelligence and computeri-
zation. It is not necessary to establish empirical statistical 
relationship between discriminant parameters and predic-
tion targets based on some theory. It is very effective in soil 
dispersion prediction.

Python is a high-level language, which has characteris-
tics of fast computing speed, high computing ecology and 
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Fig. 3   (continued)
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easy grammar. TensorFlow library has the advantages of 
good visualization effect and easy to understand the model 
calculation process.

The combination of Python and ANN is suitable for the 
identification and simulation of highly complex and nonlin-
ear problems, which is one of the trends of hydraulic engi-
neering and civil engineering in the future.
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