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Abstract
For an inflation targeting Central Bank, a precise estimate of the threshold inflation 
in the economy is important. Existing studies provide estimates without any coher-
ent theory of growth and threshold inflation and hence suffer from several limita-
tions about concept and measurement. The present paper attempts to develop such a 
theory to establish a stable steady state growth solution. It also operationalizes the 
theory through a model with support from the Indian data for specific components 
of the model to derive the required functional form. Final estimates in India with 
annual data from 1995–96 to 2017–18 show that the threshold inflation and associ-
ated optimal growth vary considerably as rates of fiscal deficit and current account 
deficit on the balance of payments vary. The current combinations of the long term 
four policy targets of 4% inflation; 8% growth; 6% fiscal deficit (to GDP); and 2% 
current account deficit (to GDP) are internally inconsistent and hence not achiev-
able. Now that there is an opportunity to revise the inflation target for the period 
after March 2021, the present paper argues for choosing from the menu of internally 
consistent options for all these four policy targets to avoid unnecessary costs.
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Context and Relevance

The Amendment of the RBI Act to introduce Flexible Inflation Targeting framework 
with an independent Monetary Policy Committee (MPC) in 2016 was considered as 
the second most important economic reform for upgrading India’s investment rat-
ing by the international rating agencies. It was hoped that this reform would ensure 
price stability and benefit the economy by attracting investors from all over. The 
term of the first MPC is for 4 years up to September 2020 and the inflation target is 
set for 5 years up to March 2021. If we simply consider the price stability in terms 
of achieving the given inflation target of 4%, the performance of the MPC may be 
considered reasonably good. However, in terms of attracting investors from all over, 
it is far from satisfactory. Thus, this is the right time to start the process of critically 
examining the flexible inflation targeting framework of the monetary policy in the 
country and make necessary corrections in the Act. Through this lecture, I intend to 
start the debate formally.

In my view, the Amendment of the RBI Act in 2016 was a little too hurried in 
that it did not consider several things it should have carefully examined. It was based 
on the Urjit Patel Committee Report (RBI 2014). The RBI Governor was given a 
term of only 3 years in 2013 and he had ambitions to make many significant changes 
in the sphere of money and banking in the country. The Urjit Patel Committee, for 
instance, got only 4 months (12th September 2013 to 21st January 2014), which is 
hardly adequate time! For introducing an inflation targeting framework, apart from 
the pure conceptual issues, several operationally critical issues also have to be care-
fully addressed and 4 months could not have been sufficient. For instance, while the 
Committee did justify its preference for the Consumer Price Index (CPI) over the 
hitherto used Wholesale Price Index (WPI) for measuring inflation, it did not make 
any comments on the method of calculating the CPI for the purpose. As a result, our 
headline inflation calculated with Laspeyer’s fixed weight basket with only 299 items 
for a distant base year (2011–12) is hardly comparable to the inflation rate calculated 
in developed nations such as USA where chain-base index is used with a basket of 
80,000 items (Kennedy 2012, pp. 33–36). I have already raised such measurement 
issues for the inflation targeting framework in the recent past (Dholakia 2018).

Similarly, The Urjit Patel Committee argued for the target in terms of the headline 
inflation rather than the core inflation deriving support from the empirical exercise 
on inflation dynamics based largely on the old series of CPI for Industrial Workers 
(CPI-IW). It did not have the time to get the feel of the new series of the combined 
CPI for the rural and urban areas with 2011–12 base and hence, different weights to 
examine whether the inflation dynamics have remained the same or have changed. 
Again, I have examined this issue with my co-author in the recent past and found 
significant and major changes in the underlying inflation dynamics that seriously 
question the choice of the headline inflation over the core inflation (Dholakia and 
Kadiyala 2018). In the present paper, I propose to examine the Committee’s choice 
of the precise target numbers of 4% ± 2%.

The Committee offered two justifications for the selected inflation target. The 
first one was in terms of the average inflation rate with close to zero output gap 
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observed during the seven quarters from Q3 of 2003–04 to Q1 of 2005–06, which 
would represent the long run equilibrium. The second one was in terms of estimates 
of the threshold inflation in India. Now, it is fairly clear that any observed infla-
tion rate over time can be considered as a ‘long run equilibrium’ only after adjust-
ments for various exogenous variables including the fiscal deficits of the Centre and 
States, Current Account Deficit (CAD), and exchange rates besides regular struc-
tural changes of substantial magnitude such as the structure of output, employment, 
capital stock, urbanization and consumption as well as life expectancy and skill 
composition of labor supply. The Committee did not make any adjustments for such 
changes in major policies and structural changes during the period under considera-
tion. Observed inflation rate without such adjustments cannot be taken as a basis for 
any target for the future. This invalidates the first justification. The second justifica-
tion based on estimates of the Threshold Inflation for the Indian economy can, there-
fore, be the only justification for the recommended target by the Committee. Such 
a target number for inflation has to be seriously examined because any error there 
would have substantial welfare costs for the economy since my research has clearly 
established existence of the regular inflation—output trade-off in India (Dholakia 
and Sapre 2012; Dholakia and Kadiyala 2017). I have also argued that deliberate 
disinflation in a country like India should be followed only after carefully consider-
ing its social costs and benefits (Dholakia 2014a, b). In the present paper, therefore, 
I would like to examine both the concept and measurement of the Threshold Infla-
tion by first proposing a theory and then applying it in the Indian context to get esti-
mates so that the precise inflation target can be modified if required.

The next section briefly reviews important contributions on the concept of thresh-
old inflation and its empirical estimates with a focus on India. The third section 
attempts to develop a theory of growth and threshold inflation to establish stable 
steady state solution. The fourth section operationalizes the theory through a model 
with support from the literature and data on the Indian economy for specific compo-
nents of the model, which would also help deriving the functional form to investi-
gate both the concept and precise estimates of the threshold inflation. The fifth sec-
tion is devoted to the final estimation of the threshold inflation in India with annual 
time series data, interpretation and analysis of the results. The sixth and final section 
concludes the paper with remarks about implications of the findings on the modifi-
cations in the RBI Act.

Literature Review

Debates on the neutrality of money in the literature may be divided into two dis-
tinct streams based on the period of impact considered. In the first stream, there are 
significant contributions showing why money should be neutral or non-neutral in 
impacting real variables such as levels of output, employment, real interest rates, 
and real exchange rates in the economy in the short to medium run. The other stream 
of contributions pertains to the consideration of neutrality of the monetary policy 
interventions on the real variables like growth rates of potential output, employment, 
real capital stock, and real factor productivities in the long run. It may be noted that 
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the concept of ‘the long run’ in this context is not the same as the static or semi-
static concept used in the theory of business cycles, but is similar to the steady state 
equilibrium used in the growth theory. Although there are very interesting contribu-
tions in the first stream of the literature arguing about the curvature of the Phillips 
curve and the optimal rate of inflation in an economy in the short to medium term, 
they are not very pertinent to our subject here, because the definition of the thresh-
old inflation generally understood in the policy circles is the level of inflation that 
maximizes the long term growth of the economy. It is, therefore, the second stream 
of literature that becomes relevant.1

Mundell (1963) was among the first to postulate a direct relationship between 
long term growth and inflation. According to him, inflation would reduce real 
wealth of people thereby forcing them to save more which would result in lower 
interest rates, higher capital formation, and faster growth. Tobin’s (1972) portfolio 
mechanism showed that increased inflation would lead people to substitute physical 
capital assets for money as a store of value thereby increasing the steady state capital 
stock. During the adjustment process from one steady state to another, both the level 
and the growth rate of output would increase, though the growth rate would return 
back to the original rate when the new steady state is reached. Sidrauski (1967) chal-
lenged this result and argued for the ‘super-neutrality’ of money by considering 
the money as a medium of exchange and demand for real balances driven by utility 
maximization. He argued that higher inflation leads to a decline in real balances and 
instead of channeling savings into physical capital assets, people would put it to cur-
rent consumption to fend the utility decline. Therefore, inflation would neither affect 
the steady state capital stock, nor the level, nor the growth of output. Applying simi-
lar framework, Stockman (1981) argued that higher inflation would lower the value 
of money forcing households to reduce their expenditures on both consumption and 
capital. Thus, there would be a negative relationship between growth and inflation—
a result known as the ‘Stockman Effect’. Haslag (1995) reached the same conclu-
sion through inflation reducing the real deposit rates leading to slowdown of the 
bank deposit growth and hence investment growth. Haslag (1997) generalized the 
relationship between inflation and growth in the long run by introducing money in 
a neo-classical growth model. He showed that growth and inflation would be nega-
tively related if money was a complement to capital; positively related if money was 
a substitute to capital; and independent if money was only a medium of exchange.

Developing a different line of argument, Milton Friedman (1977) made a semi-
nal contribution in his Nobel lecture by introducing the concept of inflation uncer-
tainty and hypothesizing that it would rise as the average inflation rises. This was 
corroborated with a game-theoretic explanation by Ball (1992). The concept of 
the inflation uncertainty in this context was in terms of variations in expected 
inflation on account of policy regimes and actions of the central banks. Some 
studies found this causal relationship to be negative (Pourgerami and Maskus 

1 It is a received doctrine that inflation in the long run is a monetary phenomenon. The second stream 
of literature, therefore, investigates relationships between inflation and growth of real variables in the 
economy.
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1987; Ungar and Zilberfarb 1993). Subsequently, several studies have tested this 
hypothesis for different countries and data sets by employing different methods to 
get different results (for a survey, see Nasr et al. 2015). A recent comprehensive 
study, however, lends strong support to the Friedman-Ball hypothesis of positive 
relationship during normal or stable periods, but a negative relationship during 
crisis periods (Barnett et  al. 2018). This hypothesis implies that business units 
would irreversibly postpone their decisions to invest and hire labor when faced 
with high inflation and other environmental uncertainties (Pindyck 1993; Ber-
nanke 1983; Bertola and Caballero 1994).

Endogenous growth theory that treats investment as an engine of economic 
growth provides a framework to investigate the impact of inflation on economic 
growth via the investment rate and efficiency of investment measured either through 
Incremental Capital Output Ratio (ICOR) or Total Factor Productivity Growth 
(TFPG). Several studies have directly investigated the relationship between infla-
tion and growth through the effects on investment and investment productivity with 
cross country data (Fischer 1993; Bruno 1993; De Gregorio 1993; Barro 1995; 
Andres and Hernando 1997). Almost all of them found empirically that inflation 
led to reduction in investment and productivity growth and thereby in the growth of 
the economy. Li (2006) provided an explanation for such findings in terms of fric-
tions in the financial markets created by the inflation. By reducing the real return on 
savings, inflation discourages savings limiting the availability of investment capital. 
This would lead to distortion in the credit market through credit rationing eventually 
resulting in loss of allocative efficiency of savings and investment. Li (2006), there-
fore, considered non-linear relationship between inflation and investment and found 
that it was the TFPG and not the investment rate channel through which inflation 
adversely and non-linearly affected economic growth. Choi et al. (1996) had argued 
earlier that at low inflation, credit rationing would not occur and there might not be 
any negative relationship between inflation and savings or investment rate. In fact, 
in such cases, the standard Mundell—Tobin effect could apply and higher inflation 
might result in lower real interest rate leading to higher investment rate and higher 
growth. Moreover, some studies argue that higher inflation from low base would 
raise the cost of investment in the economy thereby forcing the firms to reallocate 
the resources more efficiently to get greater TFPG (Danquah et  al. 2011; Rondan 
and Chavez 2004).

It is evident from the debate in the literature that a unidirectional relationship 
between inflation and economic growth in either direction is not convincing, par-
ticularly when we stretch them to the logical extreme. If we consider a unidirec-
tional positive relationship, it would imply that infinite inflation can generate infinite 
growth, which would be a fallacy! On the one hand, steady state growth is limited 
by factor supplies and technology and, on the other hand, very high inflation would 
erode all functions of money making both the outcomes infeasible. If we consider a 
uniformly negative relationship, the cost of inflation in terms of future growth would 
imply that the optimum inflation rate that would maximize the growth should be 
highly negative, which is not plausible in the face of downward rigidities in most 
prices. There are, however, strong arguments in favor of moderate inflation as a 
growth maximizing optimal inflation. Akerlof et  al. (1996) argue that downward 
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rigidity of nominal wages and prices of several commodities are quite common in 
real life. Therefore, many prices actually do not fall when they should. As a result, 
if the price system has to operate efficiently, some minimal inflation is required to 
bring about changes in real wages and relative prices to facilitate reallocation of 
resources among commodities and sectors so as to avoid loss of efficiency gains. 
Thus, even if the relationship between inflation uncertainty and inflation rate may be 
unidirectional and direct, its implication on the real variables when considered via 
changes in relative prices in the system would become non-monotonic.

In this context, many empirical studies carried out using cross country data over 
long periods also provide support for existence of a non-linear relationship between 
inflation and economic growth in the long run. A detailed survey of these studies is 
available in RBI (2014) and Dholakia et al. (2020). Most of these studies use annual 
data with CPI for measuring inflation so that long run relationships can be properly 
captured. Their estimates of the exact value for the threshold inflation differs widely 
depending upon the sample of countries whether developed or developing, method 
of estimation, and time periods used. General findings are that the threshold inflation 
level is markedly higher for the developing countries than the one for the developed 
countries. If the inflation rate is lower than the threshold, there is typically no sig-
nificant relationship between inflation and economic growth. However, an inflation 
rate that is higher than the threshold adversely and statistically significantly impacts 
growth, though the magnitude of such adverse impact may differ considerably from 
negligible to substantial.

Most of the empirical studies on the relationship between inflation and economic 
growth suffer from lack of any theoretical framework as the basis to guide the choice 
of variables and the functional form for estimation. As a result, they suffer from the 
specification error both in terms of omitted variables and functional form that can 
alter their results. Moreover, as pointed out by Chaturvedi et al. (2009), they usu-
ally do not consider the relationship between growth and inflation in the simultane-
ous form leading to simultaneity bias in their estimates. Chaturvedi et  al. (2009) 
not only considered the relationship through simultaneous equation model but also 
conducted the tests for causality direction between growth and inflation. They found 
the causality running only from inflation to growth and, that too, negatively. They 
found neither bi-directional causality nor the one running from growth to inflation 
for their sample of South–East and South Asian countries. Interestingly, their results 
show that inflation positively affects saving rate and is determined largely by past 
values of growth.

Empirical studies on Indian data on inflation and economic growth with a clear 
focus on finding the threshold inflation rate are all largely statistical exercises apply-
ing different econometric techniques for estimation, considering different time peri-
ods and based on WPI series for measuring inflation. A detailed survey of these 
studies with methods of estimation, time periods considered and estimates of the 
threshold inflation is available in RBI (2014) and Dholakia et al. (2020). All of these 
studies suffer from all the limitations discussed above in the case of cross-country 
studies using panel data. Moreover, some of the studies on the Indian data have used 
quarterly and monthly data to investigate steady state growth and long run equilib-
rium inflation rates to get an estimate of the threshold inflation, which is simply not 
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tenable. Threshold level of inflation is, by design, a concept dealing with the long-
term equilibrium economic growth or the steady state growth. It simply cannot be 
measured with the data frequency of a month or a quarter. Thus, the results obtained 
through such statistical exercises cannot be meaningfully interpreted because they 
suffer from the measurement error. The other studies based on annual data suffer 
from specification error and biases. The Urjit Patel Committee overlooked or failed 
to consider these limitations while using these studies to garner some support for the 
target inflation rate they recommended.

I would like to sum up the literature review on the threshold inflation by clearly 
recognizing that there are enough convincing reasons to believe that money is not 
neutral even in the long run. The magnitude of the long run equilibrium inflation 
rate in the system is most likely to have an impact on the steady state growth rate. 
There is, however, a complete lack of a coherent theory of growth and threshold 
inflation to provide guidance to its empirical investigation and estimation. Since this 
is an extremely important and relevant policy issue, empirical studies in the field 
have proliferated using the state of art statistical techniques, but with little or no 
meaningful interpretation or use. In the following section, therefore, I make an hum-
ble effort to fill this gap by providing a theory of growth and threshold inflation.

A Theory of Growth with Threshold Inflation

We begin with the Harrod’s (1948) growth model with all usual assumptions with a 
difference that we do not have a closed economy but an open economy with flexibil-
ity of factor mobility. The natural growth or the potential growth is given by:

where TFPG (Total Factor Productivity Growth) is rate of technical progress and n 
is rate of labor growth; n depends on population growth, labor-force participation 
rate and rate of migration.

The warranted growth is given by:

where sd is the desired rate of investment in the system; Cr is the required incremen-
tal capital output ratio (ICOR); and IOCR is the incremental output capital ratio or 
marginal product of capital, which is the reciprocal of Cr or ICOR.

The steady state growth is obtained when:

Harrod (1948) treated all the four variables (n, TFPG, sd, and Cr) as parameters 
because he had assumed a closed economy with fixity in technology and consumer 
behavior. As a result, he ended up with the famous instability theorem. In the open 
economies of the current times, however, cross-border movements of labor, capital, 
and technology are not only possible but are actually occurring. Therefore,  Gn or 

(1)Gn = n + TFPG

(2)Gw = sd∕Cr = sd × IOCR

(3)Gn = Gw or n + TFPG = sd∕Cr
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the potential growth rate is no longer constant. In such a system, if Gw > Gn, both 
the growth of labor supply (n) and the TFPG would tend to increase because of the 
incentives created due to higher growth experienced consistently by the economy. 
Similarly if Gw < Gn, there would be outmigration reducing the rate of labor supply 
growth (n) and the TFPG declining due to outflow of capital. Thus, Gn will have 
tendency to change to match the Gw. In short, such a growth model will give a stable 
growth equilibrium and we will have the steady state growth given by G. We can 
rewrite (3) as:

Now, we can incorporate the rate of inflation in this model as a determining vari-
able based on the findings of Chaturvedi et al. (2009). The literature reviewed earlier 
also suggests that the desired rate of investment (sd) depends on the inflation uncer-
tainty (IU) in the system, which, in turn, depends on the long run rate of inflation 
(π). We can represent these relationships in Eqs. (4), (5), and (6):

We may note here that if we define the inflation uncertainties as per the Fried-
man–Ball hypothesis, it provides only a unidirectional inverse relation with 
the returns on investments and hence with the desired rate of investment in the 
economy. However, if we define the inflation uncertainty as reflected in the rela-
tive prices of goods and services in the economy based on the argument of Ack-
erlof et  al. (1996), the hypothesis would provide for non-monotonic relationship 
between inflation uncertainty and expected returns on investments and hence the 
desired investment rate. Since this hypothesis is pivotal for my theory, I modify it 
to read as—the perceptions of the inflation uncertainties as reflected in the relative 
price changes are eventually inversely related to the expected returns from the pri-
vate investments and thereby to the growth of real capital stock in the economy. 
Such a concept of inflation uncertainty (IU) in terms of changes in relative prices 
is highly business oriented because it considers the spread or variation in the rates 
of price increases across goods and services. Thus, inflation uncertainty essen-
tially captures the changes in the structure of relative prices when inflation occurs. 
Business units invariably consider such uncertainties while taking their investment 
decisions because they determine expectations about profits. Very high uncertainty 
will require very high profits and very low uncertainty will lead to very low profits. 
Both would discourage private investments. There is, therefore, an optimum level of 
uncertainty in relative price variation that maximizes the private investment in the 
economy. Our empirical exercise based on the latest monthly CPI inflation series 
from January 2012 to September 2019 shows a statistically significant positive 
monotonic relationship (Results reported Table 3 in “Appendix” at the end). Since 

Gn = Gw = G

(4)sd = f (IU)

(5)IU = g(𝜋), where f"(IU) < 0; and g�(𝜋) > 0

(6)sd = f
[

g(𝜋)
]

, where the second derivative of sd w. r. t.𝜋 < 0
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Eq. (4) has an inverted-U shaped relation, Eq. (6) would also have a similar relation 
if inflation uncertainty has a positive monotonic relationship with inflation rate.

The next step is to consider TFPG or IOCR or productivity of investment as 
dependent on inflation. Our literature review theoretically suggests an inverted-U 
shaped relationship between the productivity growth and inflation, though empirical 
studies on some developed countries point to a possibility of an inverse relationship. 
However, for a rapidly growing developing country like India where substantial 
structural changes occur continuously, there is a strong possibility that there may be 
a positive relationship between inflation and IOCR particularly when inflation rate is 
not very high to begin with. This gives us Eq. (7)

Considering Eqs. (6) and (7) in conjunction with Eq. (2), we obtain Eq. (8):

Therefore, Gw has a maxima with respect to inflation rate (π).
As seen in Fig. 1, the growth rate (G) is measured on the vertical axis and inflation 

rate (π) on the horizontal axis. The curve  Gw represents Eq. (8) and is an inverted–U 
shape with a maximum value at π*, which is the threshold inflation in this system. 
If we consider any initial position away from π* like π1, we will have π1 < π*. Since 
inflation is quite low, saving is discouraged, and people would increase their con-
sumption. This would lead to increased inflation, but in this range, increased infla-
tion leads the investment rate to increase and so does the growth until it reaches 
the maximum value G* corresponding to π*. Similarly, if the initial position is at 
π2 > π*, the economy experiences high inflation thereby discouraging consumption. 
This would lead to a fall in the inflation and an increase in saving and investment 
rate. In this range, a decline in inflation would also lead to increase in the capital 
productivity and hence in growth. This movement would continue till it reaches the 
optimum value G* corresponding to π*. Thus, in this growth model, the warranted 
growth would always be at the threshold inflation level that maximizes the economic 
growth, provided there are no government interventions.

It is interesting now to see how a stable steady state growth solution emerges 
in this model. Consider Fig. 2 depicting Gw and Gn curves with growth rate on the 
vertical axis and inflation rate on the horizontal axis. The Gw curve is the same as 

(7)IOCR = h(𝜋) where h"(𝜋) < 0

(8)Gw = j(𝜋)where j"(𝜋) < 0

Fig. 1  Relationship between 
growth and inflation rate

π2π*π1 π

Gw

G*

G
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in Fig. 1 above. The Gn curve is obtained by combining Eqs. (1) and (7) and, there-
fore it is initially rising when the inflation is low, reaching a maximum growth at a 
moderate level of inflation and then falling as inflation rises. If the initial condition 
is given by the Gn’ curve, the short run equilibrium will be obtained where infla-
tion rate is at π1 as in Fig. 1. At this point, as we have seen above, the savings are 
discouraged, and consumption increases leading to an initial rise in inflation and 
investment and finally leads to higher growth. Simultaneously, low inflation implies 
higher real wages which attract in-migration and increasing growth attracts inflow of 
capital and technology. This shifts the Gn curve above till it intersects the maximum 
point on the Gw curve. Similar logic applies if the initial curve is Gn”. In this case, 
the short run equilibrium is at π2 > π* and as seen above, it discourages consump-
tion and reduces inflation, which, in turn, encourages savings and investment rates 
in the economy. In this range, the reduction in inflation also raises productivity and 
hence growth till it reaches the optimum point of π* and G*. Simultaneously, high 
inflation at π2 implies lower real wages that lead to out-migration leading to shift in 
the Gn curve until it intersects the Gw curve at its optimum point. Thus, the proposed 
growth theory based on the threshold inflation provides a stable steady state growth 
solution at the threshold inflation rate and hence at the maximized growth rate. If the 
economy, as defined by our standard assumptions, is left without any external inter-
vention, it is likely to operate in the long run at G* and π* in the steady state. This 
theory provides the basic justification for the monetary policy to target the threshold 
inflation rate. It is, therefore, imperative to obtain a reliable estimate of the threshold 
inflation for the Indian economy based on this theory.

A Detailed Model for Estimating Threshold Inflation

To operationalize the above theory for obtaining estimates of the threshold inflation 
in India (or any country, for that matter), we have to construct a simultaneous equa-
tion model based on all critical components in the basic argument. As a first step, 
therefore, we need to establish the direction of causality with some empirical support. 
Chaturvedi et al. (2009) have already found the direction of causality from inflation to 
growth only. Subsequently, with more recent data on India, I found support for infla-
tion causing growth with a lag of 3–4 years (Dholakia 2014a) and with error correc-
tion model (Dholakia 2014b). We have also conducted a simple cross correlation or 

Fig. 2  Stable steady state 
growth solution

G*

Gn’ Gn”

Gn

ππ2π1 π*

Gw

G
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the lead–lag analysis using the annual data on the real GDP growth and CPI inflation 
and the results are reported Table 4 in “Appendix”. Our finding is that while growth 
leads to decline in inflation in the subsequent year, inflation itself leads to growth 
with a time lag of 3 years. Thus, growth impacts inflation in the short run but inflation 
causes growth in the long run. Therefore, for the purpose of our model of steady state 
growth and threshold inflation, inflation is an explanatory variable whereas growth 
is the dependent variable. In any case, inflation targeting framework of the monetary 
policy makes the long run inflation a policy parameter and not strictly a variable. 
Keeping this in view, we may now consider different components of the model.

The first component in the model is definition of the Annual growth rate (G), 
which can be represented using Eq. (9):

where s is the Investment Rate defined as a ratio of Investment to GDP. If we con-
sider domestic (sdomestic) and foreign (sf) investment rates separately, s can be repre-
sented by Eq. (10):

where s(pvt) and s(pub) denote private investments and public or government sectors 
investments, respectively. It is important to consider these three components of the 
investment rates separately in the model for a rapidly growing developing economy 
like India because public investments not only form a significant part of the total 
investment but also create much needed infrastructure and facilities. Moreover, all 
the three components of the investment rates have largely different determinants as 
demonstrated below. The component of public investment rate is given by Eq. (11):

where Φ stands for ‘a function of’; CE is government capital expenditures; and FD 
and RD are respectively the Fiscal and Revenue Deficits of the states and central 
governments combined and may be considered as policy parameters. This equation, 
as expected, is supported very well for India with a highly significant fit based on 
the time series data from 1980–81 to 2017–18 (Results Table 5 in “Appendix” at the 
end).

The component of the private investment rate is given by Eq. (12):

where r is the real interest rate (nominal interest rate minus inflation rate), π is the 
inflation rate, and FD is the combined fiscal deficit. This functional relationship is 
based on the literature supporting inclusion of the determinants of private invest-
ment particularly for India. Tokuoka (2012) finds a negative impact of increased real 
interest rate on the corporate investment in India. IMF (2013) and RBI (2013) esti-
mate the extent of the negative impact of increased real rate of interest on the overall 
investment rate in the country. There are two competing hypotheses about the pos-
sible impact of the fiscal deficit on the private sector investment. One is the famous 

(9)G = s∕ICOR = s × IOCR

(10)s = sdomestic + sf = s(pvt) + s(pub) + sf

(11)s(pub) = Φ(CE) = Φ(FD − RD)

(12)s(pvt) = Φ(r,�,FD)



482 Journal of Quantitative Economics (2020) 18:471–493

1 3

crowding out effect of increased government expenditures as a well-accepted doc-
trine in macroeconomics and the other is the crowding in effect of the government 
expenditures in infrastructure deficient countries like India. Government expendi-
tures may improve the infrastructure or the aggregate demand conditions that may 
increase the profitability of the private sector and provide incentives to invest more. 
Mitra (2006) finds support for the crowding out hypothesis in the short run but 
finds complementarity of public and private investment in the long run. However, 
Bahal and Raissi (2015) find support for the crowding in hypothesis in India for the 
period 1980–2012. While discussing Eqs.  (4), (5) and (6) above, we have already 
considered the impact of inflation on the investment rate, which is essentially felt 
through the private investments. Based on the annual data on the Indian economy 
from 1980–81 to 2017–18, we find reasonably good support for this component of 
the model (Results Table 6 in “Appendix” at the end). While the real interest rate has 
a negative impact on private investment rate, it is not statistically significant. On the 
other hand, inflation has a negative short run effect on the private investments but as 
time passes, the effect turns positive but fails to be statistically significant. The com-
bined fiscal deficit, however, has a strong negative impact signifying support to the 
hypothesis of crowding out of private investments.

The component of the foreign investment rate is given by Eq. (13):

where ∆FERe is the expected change in Foreign Exchange Rate. The general and 
intuitive expectation is that a higher real interest rate in the system can attract the 
foreign investment. However, this expectation hinges on the international capital 
flows being perfect, which is far from reality due to the possibility of restrictions 
imposed by the receiving country and also due to the problem of asymmetric infor-
mation. If high real interest rate prevailing in a developing economy like India is 
taken as a signal for the weaknesses in the economy, the relationship can be nega-
tive. The inflation rate can also have a positive or negative impact on the foreign 
investment. If the high inflation is on account of external shocks like bad weather 
conditions or oil price shock or structural factors reflecting the supply side prob-
lems, it may encourage foreign investment. However, if the high inflation is due to 
macroeconomic mismanagement or demand side problems, it would be treated as 
macroeconomic vulnerability and would discourage foreign investment. Finally, 
expected depreciation of the Indian Rupee may also have a positive or negative 
effect on the foreign investment inflows depending on what causes the depreciation. 
If the depreciation of the currency is on account of serious competitive disadvan-
tage of the country due to cost disadvantages or lower rankings in the ease of doing 
business or political uncertainties, the foreign investment rate would be negatively 
affected. However, if the depreciation is on account of external shock like natural 
calamity, or oil price hikes or relative inflation rates, it may have a positive effect on 
the capital inflows. The literature also suggests the relationship in either direction 
(Froot and Stein 1991; Klein and Rosengren 1994). Thus, all the three determining 
variables in our Eq. (13) can have effects on either direction on the foreign invest-
ment rate and the logical channel for their effects are highly overlapping.

(13)sf = Φ(r,�,ΔFERe)
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However, before we get the empirical validation of this equation, we need to con-
sider how we can estimate the expected change in the foreign exchange rate. We can 
get it from the predicted value of the ∆FER obtained from the Eq.  (14) assuming 
adaptive expectations:

where CAD is the Current Account Deficit on the balance of payments; and ∆Poil 
is change in the international Price of oil. In India, expectations about the foreign 
exchange rate movements over time critically depend on the size of the CAD and 
on the changes in international price of crude oil. Since the current expectations 
about exchange rates are based on the observed values of these determinants, we 
consider 1-year lag for both the independent variables and derive the predicted value 
for ∆FER to feed into Eq. (13) for validation. From the time series data covering the 
period, 1980–81 to 2017–18, our results for Eqs. (14) and (13) are reported respec-
tively Tables 7, 8 in “Appendix”. While the overall fit of both these regressions are 
statistically significant, the explanatory power is relatively low for ∆FER. Since our 
purpose from this equation is to obtain the predicted values of the dependent vari-
able as an instrumental variable to replace the ∆FERe in Eq.  (13) above, we may 
accept it because both the independent variables have the expected signs and one 
of them (CAD) is highly significant. The regression on the foreign investment rate, 
however, has serious multi-collinearity problems. Although its overall explanatory 
power (R2) is high at 47%, none of its estimated coefficients are statistically signifi-
cant. As we had noted earlier, the independent variables in this equation have some 
in-built logical overlap for the channel of their impact on the dependent variable. 
Since our purpose here is to incorporate this component in our model to arrive at the 
final reduced form equation to estimate the threshold inflation, we need not insist on 
getting the exact estimate of the coefficient of each variable separately. The overall 
fit of the equation is statically highly significant, which is a good enough support for 
this component of the model.

Finally, the last component in our model is the equation on the incremental output 
capital ratio or IOCR. The definitional relationship given by the Eq. (9) above forms 
the basis of measuring the IOCR to ensure consistency. Given the very concept of 
IOCR as the capital productivity over time when everything could change, i.e., it is 
a total differential of output with respect to capital and not the marginal product or 
partial derivative of output with respect to capital, its annual measurement based 
on definitional equality is prone to wide fluctuations not tenable with the theoreti-
cal concept. We need, therefore, to smooth out the series by taking a 5-year moving 
average or define and measure the concept over the 5-year horizon. We have pre-
ferred the former. We postulate the Eq. (15) for estimating IOCR with all the inde-
pendent variables also measured as 5-year moving averages:

The literature reviewed earlier and the discussion for Eq. (7) in the previous sec-
tion provides justification for expecting either positive or negative impact of inflation 
on IOCR depending on whether the inflation is low or high. Higher fiscal deficits 

(14)ΔFERt = Φ
(

CADt−1,ΔPoil(t−1)

)

(15)IOCR = Φ(�,FD,CAD, TFPG)
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would lead to higher aggregate demand either through more public investment or 
by boosting consumption. In both the cases, the business efficiency of resource use 
and their productivity is likely to increase. Similarly, higher current account defi-
cit implies higher inflow of foreign capital that generally brings better technology 
and management inputs which would improve the efficiency and productivity in the 
country. Alternatively, higher CAD would create pressure on the currency to depre-
ciate thereby increasing costs of imported resources for businesses that may affect 
the capital productivity or IOCR adversely. Total Factor Productivity Growth or 
TFPG is an integral component of the IOCR and is expected to be positively related 
to IOCR. The Indian data from 1980–81 to 2016–17 provide an excellent fit on this 
multiple regression (Results reported Table  9 in “Appendix”). The coefficient of 
determination is high at 76% and all coefficients of variables except fiscal deficit are 
significant at 8% level. All variables including inflation but except CAD, have posi-
tive sign implying that long run inflation in the country has not been in the “high 
range.” Similarly, the negative sign of CAD indicates that the impact channel works 
through the depreciation route on IOCR.

Estimates of Threshold Inflation in India

Equations (9–15) completely define our model. Its simultaneous solution will generate 
the reduced form equation for growth in terms of exogenous or pre-determined vari-
ables. A closer look at these seven equations of our model shows that there are appar-
ently six independent variables in our model, namely, Inflation Rate, Fiscal Deficit, 
Current Account Deficit, Price of Oil, Real Interest Rate, and Total Factor Productiv-
ity Growth. While the Price of Oil is truly an exogenous variable over which policy 
makers in India would not have any control, it appears only in one equation for ∆FER 
and our regression result shows that it does not have a significant coefficient. TFPG 
is used as a proxy for the rate of technical progress and is likely to be determined to a 
large extent by π, FD and CAD. Similarly, the Real Interest Rate (r) is defined as a dif-
ference between nominal interest rate and inflation rate. Since the nominal interest rate 
is used as a policy tool for the monetary policy, there are essentially only three inde-
pendent variables worth considering for further analysis. Therefore, the reduced form 
equation to obtain the long-term Growth rate is as given in Eq. (16):

Such a quadratic functional form is clearly suggested by our model and the theory 
discussed in the previous two sections. This is because the growth is obtained by mul-
tiplication of investment rate and IOCR. Pure linear terms of the three variables are not 
justified by the model. Although the model can provide for higher order polynomials, 
we have kept only quadratic form to save on degrees of freedom for the estimation. 
Moreover, the lagged dependent variable is included in the equation to get the solution 
for the long run equilibrium growth rate from the equation by dividing the rest of the 
coefficients by (1–a0). For estimating the regression, we should consider the period 

(16)
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when the country had less distortions due to direct interventions by the government in 
the functioning of markets. Market oriented reforms were introduced from 1993 in the 
country, and by 1995–96, they settled down. Therefore, we considered the period from 
1995–96 onwards. The results of the regression are presented in Table 1 below.

These results represent a reasonably good fit considering that all our variables are 
rates of change. Since inflation rate has a negative sign for its square term, the equation 
has a maximum with respect to the inflation rate given the values of the other two vari-
ables. Such a growth maximizing value of the long run equilibrium inflation rate may 
be called the Threshold Inflation Rate. It always depends on the values of the CAD 
and Fiscal Deficit rates in the economy and, therefore, is never a unique value unlike 
most studies estimate. Table 2 presents the optimum values of steady state growth rate 
and the threshold inflation rate for alternative values of the fiscal deficit rate and the 
CAD rate. It shows the menu from which the policy makers can choose the long-term 
target values for all these important macroeconomic variables. Generally, policy mak-
ers do choose the target values of the growth, inflation, fiscal deficit and CAD rates 
to be achieved over a given period of time. More often than not, these target values 
are not chosen to ensure internal consistency because they are derived without any 

Table 1  Regression results for Eq. (16)

Annual data from 1995–96 to 2018–19

 Usable observations 24
 Degrees of Freedom 17
 Uncentered  R2 0.9555
 Centered  R2 0.2409
 Durbins h-statistics − 0.8185

Variable Coeff Std error t-stat Signif

Gt-1 0.6142 0.1149 5.346 0.0001
π2

t-1 − 0.1389 0.0792 − 1.754 0.0974
FD2

t-1 − 0.129 0.0606 − 2.129 0.0482
CAD2

t-1 0.4074 0.2731 1.492 0.154
(FD × π)t-1 0.3643 0.1448 2.515 0.0223
(CAD × π)t-1 − 0.3491 0.2724 − 1.282 0.2172
(CAD × FD)t-1 0.1217 0.1799 0.677 0.5078

Error Diagnostics

 CUSUM and CUSUM Square for the residual are satisfied
 Ljung-Box Q-stas using 1 autocorrelations:

  Chi-Squared(1) = 0.6 with Significance Level 0.43
 LM test for 1st order serial correlation:

  Chi-Squared(4) = 0.6 with Significance Level 0.45
 Runs test for randomness:

  Normal statistic = 1.0 with significance level 0.31
 Engle (1981) test for ARCH:

  Chi-squared = 0.11 with significance level 0.74
 Residual is stationary
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formal theory-based model and therefore fail to meet all the targets simultaneously. To 
illustrate, current targets are fixed for combined fiscal deficit at 6%, for CAD at 2%, 
for inflation at 4%, and for growth at 8%. These are not internally consistent targets, 
because with the given targets of FD, CAD and π, consistent estimate for the long 
run growth as seen from Fig. 3 is only 5.6%—a shortfall of whopping 2.4% points!! 
Moreover, it leads to sub-optimal decisions and hence performance of the economy. 
The values of all the variables reported in Table 2, on the other hand, are internally 
consistent since they are derived from a theory-based model. 

Concluding Remarks and Policy Implications

From the arguments and empirical exercise presented in this paper, it is clear that 
money is not neutral even in the long run or the steady state. By determining the 
long-term inflation rate, it can impact the steady state growth rate of the economy. 

Table 2  Combinations 
of threshold inflation and 
maximized long run growth 
for alternative values of fiscal 
deficit and current account 
deficit rates for India (Figures 
in %)

Source: calculated from the regression result for Eq. (16) in Table 1 
above

FD CAD π* Gy*

5.5 1.5 5.33 5.08
2 4.70 5.53
2.5 4.07 6.79
3 3.44 8.86
3.5 2.81 11.74

6 1.5 5.98 6.07
2 5.36 6.30
2.5 4.73 7.34
3 4.10 9.19
3.5 3.47 11.86

6.5 1.5 6.64 7.19
2 6.01 7.20
2.5 5.38 8.03
3 4.75 9.66
3.5 4.13 12.11

7 1.5 7.30 8.46
2 6.67 8.26
2.5 6.04 8.86
3 5.41 10.28
3.5 4.78 12.51

7.5 1.5 7.95 9.87
2 7.32 9.45
2.5 6.69 9.84
3 6.07 11.04
3.5 5.44 13.05
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Thus, money does affect the real variables in the system. In this context, choosing 
the inflation target for long term cannot be a casual mechanical exercise. One has to 
be very careful while fixing the target for long-term inflation about not hurting the 
long-term growth in the economy. A very conservative and strict target for inflation 
can choke the growth impulses in a rapidly growing developing economy like India 
where substantial and continuous structural changes are rules rather than exception. 
It is through such structural shifts and changes that those countries experience a 
very high aggregate productivity growth and thereby a high growth rate. If the rate 
of inflation is unduly kept very low at comparable levels of the developed and struc-
turally stable countries, the structural changes in the developing countries would 
slow down considerably leading to the lower growth equilibrium. This would have a 
very heavy cost in terms of income, employment, poverty and aspirations of people 
in those countries. The present paper dispels the view of the experts from the devel-
oped world that money is neutral in the long run and, therefore, strict control and 
management of inflation would not have any adverse impact on the real economy in 
the long run. While this could be true for structurally stable and saturated developed 
world with low growth, it is far from truth in the case of rapidly growing and struc-
turally evolving developing world.

Now that we have an opportunity to revise and modify the inflation target set in 
the RBI Act to cover the period after March 2021, we must be extra careful to avoid 
the mistakes of the past. As I have been arguing, we must have a comprehensive 
revision of all aspects including the precise target for inflation. This paper presents 
various internally consistent options for choosing such targets. It must be recognized 
at the outset that the inflation target cannot be an independent stand-alone target. 
It has to be consistent with the targets for fiscal deficit, current account deficit and 
economic growth rate in the country. From such alternative combinations given in 
the Table 2 in the previous section, we have to choose the optimal combination of 
targets. Recognizing that the external value of our currency is highly sensitive to the 
CAD, its value should be pragmatically decided at around 2.5%. The other objective 
of achieving a $5 trillion economy by 2024–25 and $10 Trillion by 2029–30 should 
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Fig. 3  Empirical relationship between growth rate and inflation rate in India
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guide our choice of the growth target of not less than 8%. It leaves us with little 
choice to consider the fiscal deficit target of 6.5% to 7.0%, which is not only sustain-
able but also consistent with the goal of reducing the debt-GDP ratio in India2; and 
Threshold Inflation target accordingly to 5.4–6.0% (these are the numbers given in 
bold in Table 2). I hope that policy makers consider all this very seriously before 
deciding on the targets for the future.
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Appendix

See Tables 3, 4, 5, 6, 7, 8, 9.

Table 3  Regression results for inflation uncertainty measured through relative price variation on average 
inflation rate in India

Dependent variable: ITEMWISE_SD_INF
Method: ARMA maximum likelihood (OPG—BHHH)
Sample: 2012M01 2019M09
Included observations: 93
Convergence achieved after 21 iterations
Coefficient covariance computed using outer product of gradients

Variable Coefficient Std. Error t-Statistic

C 8.713964 1.765926 4.934502
CPI_INF(Π) 0.549292 0.197542 2.780635
Π(t-1) − 0.299533 0.202746 − 1.477383
AR(1) 0.726742 0.113501 6.402959
MA(1) 0.309098 0.11685 2.645256
SIGMASQ 2.329329 0.313843 7.421947

R-squared 0.671115
Adjusted R-squared 0.652213
Log likelihood − 171.9092
F-statistic 35.50597

2 Sustainable combined fiscal deficit in India in the long run with the growth target of 8–8.5% and infla-
tion rate of 5.4–6% would be in the range of 9.2–9.5%, because the nominal growth would be at least 
14% and effective interest rate on government debt would be 7% or less. Therefore, the Debt-GDP ratio 
would not increase even with Primary Deficit of 4.7% of GDP. Adding interest payment of 4.7–4.8% of 
GDP, the sustainable fiscal deficit comes to around 9.5%. Thus, fiscal deficit of 7% or even 7.5% would 
lead to a decline of Debt-GDP ratio by about 2–2.5% points per year, provided the nominal growth is 
around 14% per annum.
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Table 4  Cross Correlations 
between Inflation and Growth

*Denotes significant at 5% level
Note: period covered 1950–2018; number of effective observa-
tions = 58; correlations are asymptotically consistent approximations

i πT and  GT − i LAG πT and  GT + i LEAD

0 − 0.0460 − 0.0460
1 − 0.3522* 0.0396
2 − 0.2181 − 0.0485
3 0.0749 0.3258*
4 0.1389 0.1007
5 0.0368 − 0.2172
6 0.1016 − 0.1261
7 − 0.0659 0.0083
8 − 0.2424 0.0634

Table 5  Regression Results for Eq. (11) in the Text

Dependent variable: INV_RATE_PUB
Method: least squares
Sample (adjusted): 1980–2017
Included observations: 38 after adjustments

Variable Coefficient Std. error t-statistic Prob

INV_RATE_PUB(-1) 0.846929 0.048676 17.39936 0.0000
CAPEX_GDP 0.223939 0.072952 3.069696 0.0041

R-squared 0.908225 Mean dependent var 8.158242
S.D. dependent var 1.568399

S.E. of regression 0.481691 Akaike info criterion 1.428167
Sum squared resid 8.352931 Schwarz criterion 1.514355
Log likelihood − 25.13516 Hannan-Quinn criter 1.458832
Durbin-Watson stat 1.56838

Breusch-Godfrey serial correlation LM Test:
Null hypothesis: no serial correlation at up to 2 lags

F-statistic 1.353111 Prob. F(2, 34) 0.272
Obs × R-squared 2.801609 Prob. Chi-square(2) 0.2464
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Table 6  Regression Result for Eq. (12) in the text

Dependent variable: INV_RATE_PVT
Method: ARMA maximum likelihood (OPG—BHHH)
Sample: 1980–2017
Included observations: 38
Convergence achieved after 32 iterations
Coefficient covariance computed using outer product of gradients

Variable Coefficient Std. error t-statistic Prob

C 30.20044 7.247793 4.166846 0.0003
π − 0.897994 0.485933 − 1.84798 0.0748
π (t-1) 0.033711 0.128566 0.262209 0.795
π (t-2) − 0.058578 0.145294 − 0.40317 0.6898
π (t-3) 0.09454 0.126119 0.749609 0.4595
REAL_INT_RATE (r) − 0.799338 0.489254 − 1.633788 0.1131
FD_ − 0.8427 0.252776 − 3.33378 0.0024
AR(1) 0.956092 0.060665 15.76016 0.0000
SIGMASQ 2.942605 0.89051 3.304403 0.0025

R-squared 0.945863 Akaike info criterion 4.455454
Adjusted R-squared 0.930929 Schwarz criterion 4.843303
Log likelihood − 75.65362 Hannan-Quinn criter 4.593448
F-statistic 63.33474 Durbin-Watson stat 2.279833
Inverted AR Roots 0.96

Table 7  Regression Result for Eq. (14) in the text

Dependent variable: INRUSD_D1(∆FER)
Method: least squares
Sample (adjusted): 1981–2018
Included observations: 38 after adjustments
HAC standard errors and covariance (Bartlett kernel, Newey-West fixed bandwidth = 4.0000)

Variable Coefficient Std. error t-statistic Prob

CAD(t-1) 1.016766 0.167194 6.081351 0.0000
OIL_PRICE_GROWTH(t-1) 0.015958 0.011082 1.439959 0.1585
R-squared 0.238826 Akaike info criterion 4.576131
Log likelihood − 84.94649 Schwarz criterion 4.66232
Durbin-Watson stat 2.100959 Hannan-Quinn criter

4.606796
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Table 8  Regression result for Eq. (13) in the text

Dependent variable: INV_RATE_FRGN
Method: Least Squares
Sample (adjusted): 1981–2018
Included observations: 38 after adjustments
HAC standard errors and covariance (Bartlett kernel, Newey-West fixed bandwidth = 4.0000)

Variable Coefficient Std. error t-statistic Prob

C 0.78878 0.710266 1.110541 0.2748
INV_RATE_FRGN(t-1) 0.553271 0.452419 1.222916 0.23
π − 0.02173 0.07127 − 0.304899 0.7624
REAL_INT_RATE (r) − 0.083333 0.067363 − 1.237067 0.2248
∆FER_EXP 0.07182 0.392654 0.182908 0.856

R-squared 0.468926 Akaike info criterion 2.964175
Adjusted R-squared 0.404553 Schwarz criterion 3.179647
Log likelihood − 51.31933 Hannan-Quinn criter 3.040839
F-statistic 7.284551 Durbin-Watson stat 2.117317

Breusch-Godfrey Serial Correlation LM Test:
Null hypothesis: No serial correlation at up to 2 lags

F-statistic 0.140812 Prob. F(2, 31) 0.8692
Obs × R-squared 0.342108 Prob. Chi-square(2) 0.8428

Table 9  Regression result for Eq. (15) in the text

Dependent variable: IOCR_5YMA
Method: least squares
Sample (adjusted): 1984–2016
Included observations: 33 after adjustments
HAC standard errors and covariance (Bartlett kernel, Newey-West fixed bandwidth = 4.0000)

Variable Coefficient Std. error t-statistic Prob

IOCR_5YMA(t-1) 0.688361 0.104797 6.568547 0.0000
PI_5YMA 0.835606 0.459789 1.817368 0.0799
FD_5YRMA 0.111664 0.144311 0.773772 0.4455
CAD_5YRMA − 1.61044 0.845232 − 1.905326 0.0671
TFPG_5YMA 1.445485 0.306392 4.717757 0.0001

R-squared 0.758057 Akaike info criterion 4.469106
Adjusted R-squared 0.723493 Schwarz criterion 4.695849
Log likelihood − 68.7402 Hannan-Quinn criter 4.545398
Durbin-Watson stat 1.889432

Breusch-Godfrey serial correlation LM Test:
Null hypothesis: no serial correlation at up to 2 lags

F-statistic 0.28433 Prob. F(2, 26) 0.7548
Obs × R-squared 0.706313 Prob. Chi-square(2) 0.7025
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