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Abstract
This study explores the relationship between greenhouse gas (GHG) emissions, 
financial development and disaggregated energy consumption among the top 10 
countries with the highest CO2 emissions (Canada, China, Germany, India, Iran, 
Japan, Korea Republic, Russia, UK and US). The study uses panel data for the 
period 1990–2014 within a multivariate framework. The econometric techniques 
of cross-sectional dependence unit root test, panel co-integration (Levine, Lin 
and Chun; Breitung; Im, Pesaran and Shin; Fisher-Augmented Dickey Fuller and 
Fisher-Phillips Perrron) tests, fully modified ordinary least squares (FMOLS) and 
Dumitrescu and Hurlin Granger causality tests are applied for the unit root test, co-
integration, estimation of long-run coefficients as well as inference on the causal 
relationship respectively. Pesaran’s cross-sectional unit root test shows that variables 
are integrated of the first order. Pedroni’s heterogeneous panel co-integration tests 
reveal a long-run equilibrium relationship between the dependent and independent 
variables. The Granger-causality results indicate both short-run and long-run causal-
ity among renewable, fossil fuel energy and financial development and GHG emis-
sions. The results’ findings have important policy implications for environmental 
quality, and thus, GHG emissions’ reduction using a higher percentage of energy 
from renewable energy. In addition, there is need for countries to increase financial 
support on renewable energy infrastructure construction as well as transformation of 
fossil fuel energy utilization.
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1  Introduction

Energy is a basic means of survival. The demand for energy and its allied services 
stem from meeting social and developmental needs, and this situation is grow-
ing. Expected economic growth is connected with the expanded application of 
energy, and it is anticipated that nations will continue to raise their demands for 
energy, especially for fossil fuels, over the coming years. But the world’s growing 
of energy consumption is also a big problem, because most of that energy comes 
from hydrocarbons (fossil fuels), which emit greenhouse gases and drive climate 
change.

There is concern that human activities are affecting the heat/energy-exchange 
balance between Earth, the atmosphere, and space, and inducing global climate 
change, often termed “global warming.” Human activities, particularly the burn-
ing of fossil fuels, have contributed to increased atmospheric carbon dioxide 
(CO2) and other trace greenhouse gases. If these gases continue to accumulate in 
the atmosphere at current rates, most scientists believe significant global warming 
would occur through intensification of Earth’s natural heat-trapping “greenhouse 
effect.” Possible impacts might be seen as both positive and negative, depending 
on regional or national variations (Maranga et al. 2010).

With increasing concern over the environmental challenges of GHGs, the 
participants to the UNFCCC (United Nations Framework Convention on Cli-
mate Change) have held several conferences since 1992 to determine what steps 
could be taken so as to regulate for the concerns of GHGs and hence climate 
change. The first notable result of the UNFCCC conference was the Kyoto Pro-
tocol, adopted in 1997, which elicited commitments from many advanced coun-
tries to limit their emission of GHGs. In the Kyoto Protocol agreement, advanced 
countries were tasked to limit their combined greenhouse gas emissions of 5.2% 
compared 1990 level. The regional block countries were given national targets: 
European Union was tasked to reduce emissions by 8% and some others. USA 
was tasked to reduce emissions by 7% while Japan was to reduce emissions by 
6%. Australia was allowed to increased emissions by 8%. Iceland just like Aus-
tralia was permitted to increase GHG emissions to 10% (UNFCCC 2015). Fol-
lowing the Kyoto Protocol is the Doha Agreement of 2012 and many countries 
joined the Paris COP (Conference of the Parties) to the UNFCCC in 2015, which 
was the twenty-first conference of the UNFCCC. The parties at the Paris Protocol 
agreed to work on the modalities of reducing climate change, the idea of which 
depicted a general agreement of the represented participants of the 196 parties 
that attended the conference. The key outcome was the establishment of the goal 
to reduce warming of the earth to less than 2 °C related to pre-industrial levels 
(UNFCCC 2015). Accomplishing this objective requires a drastic reduction in the 
amount of GHGs over the coming few decades.

Therefore, the success of reducing the world CO2 emissions heavily depends 
on two parts, the commitment of major emitters and the type and efficiency of 
energy use. The ten countries considered world leading economies and the larg-
est CO2 emitters include: China, USA, UK, Canada, Germany, India, Iran, Japan 
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Russia and Korea Republic. The total average GDP of the highest CO2 emitting 
countries is more than 75% of the global GDP since 1991, and the average GDP 
growth rate is 3.39% as compared to the world average GDP growth rate of 2.7%, 
during 1990–2014. The countries are also the largest energy consumers and emit-
ters of CO2 worldwide. The average CO2 emissions of these countries are more 
than 75% of the global CO2 emissions during 1990–2014. The annual CO2 per 
capita emissions of these countries are 5.7 t CO2, which is nearly 1.5 times higher 
than the average global per capita emissions (Climate Change Performance 
Index 2016). Figure 1 displays the total CO2 emissions (in metric tons) of these 
countries.

The figure further shows that China surpasses USA in terms of total CO2 emis-
sions from 2005. India and Russia are next in the list of the highest CO2 emitting 
countries. In 2014, the largest emitting countries, which together account for two-
thirds of total global emissions, were: China (with a 29% share in the global total), 
the United States (14%), India (7%), the Russian Federation (5%) and Japan (3.5%). 
The 2014 changes within the group of ten highest emitters of CO2, together account-
ing for 75% of total global emissions, varied widely, but, overall, these countries saw 
a decrease of 0.5% in CO2 emissions in 2014 (Jos et al. 2016).

However, renewable energy sources have surfaced as a relevant component in 
the global energy consumption mix that could help in reducing GHG emissions 
due to its ability to emit less or no carbon. Given the outgrowth of renewable 
energy in the deliberations of a sustainable energy future, it is essential to under-
stand the dynamic role of this clean energy alongside efficient fossil fuel energy 
consumption in carbon reduction and climate change mitigation strategies. These 
are the aspects this study seeks to address. Global primary energy consumption 
increased in 2014 by 1.0%, which was similar to 2013 but well below the 10-year 
average of 1.9%, even though fossil fuel prices fell in 2014 in all regions. In 2014, 
coal consumption decreased, globally, by 1.8%, while global oil and natural gas 
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Fig. 1   Total CO2 emissions (metric tons) from fossil fuels of the 10 highest CO2 emitting countries 
(World Development Indicators 2016)
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consumption increased by 1.9% and 1.7%, respectively. These shifts in fossil 
fuel consumption also affected the fuel mix. The largest decreases in coal con-
sumption were seen in the United States and China, partly counterbalanced by 
increases in India and Indonesia. For oil consumption, the largest increases were 
in China, India and United States. The global increase in the use of natural gas 
was mainly due to increased consumption in the United States and the European 
Union, with smaller increases seen in Iran and China (Jos et al. 2016).

The production of nuclear energy increased by 1.3% and hydroelectricity by 
1.0%; resulting in respective shares of 10.7% and 16.4% in total global power 
generation, and 4.4% and 6.8% in global primary energy consumption. In 2014, 
significant increases of 15.2% were observed in other renewable electricity 
sources, notably wind and solar energy. With double-digit growth for the 12th 
year in a row, these now provide almost 6.7% of global power generation, close to 
a doubling over the past 5 years (3.5% in 2010). Their share in 2014 increased to 
2.8% of total global primary energy consumption, also doubling their share since 
2010 (Jos et  al. 2016). In fact, renewable technologies, such as wind and solar 
energy, geothermal have seen considerable progress, and these technologies could 
facilitate a zero-carbon energy future (Kebede et al. 2010; Daly and Farley 2011; 
Kamal 2013).

In addition to the renewable and non-renewable energy variable, another factor 
that has attracted the attention of researchers in the environment-growth-energy 
nexus is financial development. Evidence abounds that global economies have wit-
nessed a tremendous rate of economic growth and a high level of financial develop-
ment over the last 25 years (Ma and Jalil 2008; Jalil et al. 2010). However, this rapid 
growth in economic activity and financial sector development has been accompa-
nied by environmental degradation. Despite its importance, the relationship between 
CO2 emission, financial development, energy consumption and economic growth 
has not received much attention in the case of highest leading CO2 emissions emit-
ters. Although several studies such as Wang et al. (2014); Omri (2013); Cowan et al. 
(2014); Alkhanthan (2013); Shahbaz et  al. (2013); Saboori and Sulaiman (2013); 
Mudakkar et  al. (2013); Alizna et  al. (2014); Sbia et  al. (2014); Salahuddin and 
Gown (2014); Sebri and Ben-Salha (2014) have recently focused on the issue based 
on country specific and panel data at the provincial, regional and global level, such 
studies have ignored the importance of financial development. However, the role of 
financial development in the context of economic growth and its effect on the envi-
ronment is quite important for several reasons: Jalil and Feridun (2011), for exam-
ple, report that after controlling for per capita real income growth, financial devel-
opment is negatively correlated with CO2 emissions in China’s case. This suggests 
that financial development has led to a reduction in environmental pollution. Frankel 
and Romer (1999) have pointed out that the financial development in a country may 
attract foreign direct investment (FDI) and higher degrees of research and develop-
ment (R&D). This, in turn can, increase the level of economic growth, and hence, 
affect the dynamics of environmental performance. Similarly, Birdsall and Wheeler 
(1993) and Frankel and Rose (2002) have argued that the developing countries 
may have access, through financial development, to new, environmental-friendly 
technology.
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The recent literature also documented evidence of the linkages between financial 
development and FDI inflows. For example Ang (2008) pointed out that financial 
deepening in Malaysia leads to higher FDI inflows. Similarly, it has been found that 
financial liberalization plays a positive role in innovative (R&D) activity in the case 
of Korea (Ang 2010) and India (Madsen et al. 2010). Furthermore, Tamazian and 
Rao (2010) document evidence that the increase in FDI inflows and R&D activities 
reduce environmental pollution. On the other hand, Jensen (1996) notes that finan-
cial development may lead to increased industrial activities, which, in turn, may lead 
to industrial pollution. It is against this backdrop that the present article investigates 
the relationship between financial development and renewable energy on environ-
mental pollution among the ten leading CO2 emitting countries. Therefore, the cur-
rent study looks at the role of financial development as another contributing factor, 
alongside renewable energy, in reducing emissions and mitigating climate change.

The new trend in the theory of energy and environmental economics is to decom-
pose the impacts of renewable and non-renewable energy use patterns, not only as 
they pertain to economic growth but to greenhouse gases and climate change, which 
is the major issue this study seeks to address. The present study, as a contribution to 
the trend of the theoretical and empirical frameworks on energy-environment link-
ages, differs from the previous work in several respects. First, a number of the exist-
ing studies (Lean and Smyth 2010; Arouri et al. 2012; Farhani and Ben Rejeb 2012; 
Hamit-Haggar 2012; Al-Mulali and Sab 2012; Al-Mulali et al. 2013; Ozcan 2013; 
Xue et al. 2014; Kivyiro and Arminen 2014) focus on the use of aggregated energy 
consumption without considering the intermittent role of each type of energy con-
sumption in reducing the incidence of CO2 emissions and climate change.

Second, the available literature has paid attention to panel analyses of several 
country groups such as the Middle East and North African (MENA) countries; Sub-
Saharan African (SSA) countries; BRICS (Brazil, Russia, India, China, and South 
Africa); Portugal, Italy, Greece, Spain, and Turkey (PIGST); the European Union 
(EU); and the OECD (Organization for Economic Cooperation and Development). 
The countries that have been indexed as economies with the highest CO2 emissions 
have not been examined in the energy-growth-environment literature. Specifically, 
this study is the most all-encompassing study on disaggregated energy use, covering 
the leading ten economies globally with the highest CO2 emission. The ten coun-
tries’ episodes, as economies with the leading emitters of CO2, make them of par-
ticular interest.

Third, it is evident that quite a number of the studies that have investigated the 
environment-growth-energy-financial development theory used traditional panel 
estimation techniques, such as the Im-Pesaran-Shin and the Levin-Lin-Chu non-
stationary tests, or the Johansen co-integration tests which do not account for the 
dependency of the units across the groups in the estimations. Ignoring the absence 
of independence across units and heterogeneity across the panel can cause the exist-
ence errors in forecasting and could lead to bias results. Therefore, the current study 
fills the literature gap by employing heterogeneous panel estimation techniques with 
cross-section dependence episodes, as economies with the leading emitters of CO2; 
make them of particular interest, such as by using cross sectional dependence unit 
root tests and fully modified ordinary least squares (FMOLS). The application of 
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such methods minimizes the inherent problems in cross-sectional dependence and 
heterogeneity, providing consistent and robust empirical estimates.

Several basic policy questions remain. First, is fossil fuels energy consumption 
the principal cause of CO2 emissions and other traced GHGs? Second, assuming 
the unpredictability of the strength, timing, speed, and regional effects of possible 
climate change, what role does renewable energy play in reducing GHG emissions? 
Finally, what role does financial development exhibit in reducing GHG emissions? 
To help answer these questions, the study examine whether the process of burning 
fossil fuels energy is the principal cause of CO2 emissions and other traced GHGs 
that cause climate change. The study also assesses the role of renewable energy use 
in reducing GHG emissions. Lastly, the paper seeks to determine whether financial 
development plays a role in reducing the incidence of GHG emissions. Hence, this 
study aims to examine the effects of energy mix and financial development on GHG 
emissions reduction. Study uses annual data from 1990 to 2014 on the highest CO2 
emitting countries and employed several robust panel econometric techniques. For 
instance, the cointegration among the variables is explored using the Fisher-type 
Johansen panel co-integration test while the long-run emission elasticities are esti-
mated using the fully modified ordinary least square (FMOLS) method, and finally 
the short-run dynamic causal relationship is examined using the heterogeneous 
panel causality test otherwise known as the Dumitrescu and Hurlin Granger causal-
ity test.

The remainder of the paper is organized as follows: Following the introduction in 
Sect. 1 is Sect. 2 which reviews the existing literature; Sect. 3 sets forth the meth-
odology and analytical framework; Sect. 4 explains the estimation strategy and data 
analysis; Sect. 5 discusses the empirical results; and Sect. 6 summarizes the conclu-
sions that emerge from the study with policy implications.

2 � Theoretical review

This section discusses the nexus between the cause of anthropogenic greenhouse 
gas emissions and its proposed link with the mitigation strategies. It is made up of 
the link between energy consumption (renewable and non-renewable), economic 
growth, population rise, financial development and greenhouse gas emissions.

2.1 � Human activities (Fossil fuel energy consumption)‑environmental 
degradation nexus

Anthropogenic gases absorb the long-distanced particles from the earth surface and 
the air body which ordinarily would spread and disappear to the space. The interre-
lationship and the distribution of these gases within the air body of atmosphere are 
accountable for both the favorable climate on the surface of the planet and the non-
conducive long term atmospheric conditions on other planets. It is the changing of 
the mixture of these gases that modifies the stable circumstances of the atmosphere 
(Kurukulasuriya et al. 2006; Wang et al. 2009).
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Evidence proves that human activities such as burning of fossil fuels, cutting humid 
forests, and introducing more of the other greenhouse gases into the atmospheric air 
body, humans are forming a heat cover susceptible of causing global warming (Inter-
governmental Panel on Climate Change 2007; Metcalf 2009; Behrens et al. 2016).

Some mathematical expressions are utilized to show the main factors driving human 
caused emissions of GHG, with emphasis on carbon dioxide. One of these is the IPAT 
identity (Chertow 2000; Steinberger and Krausmann 2011):

The IPAT identity relates a nation’s environmental impact (such as carbon dioxide 
emissions) in a given time period to the mathematical product of population, “afflu-
ence” (which can be measured as economic growth per capita), and technology (which 
can be measured in emissions per unit of GDP). This connection can be modified 
to yield what is called the Kaya identity (Xiangzhao and Ji 2008; Jung et  al. 2012; 
O’Mahony, 2013):

These equations are useful in understanding the complex factors influencing changes 
in CO2 emissions. The Kaya identity tells us that, a country with a high population, 
or with high per capita GDP (GDP/population) of energy, or with high energy inten-
sity (energy/GDP) especially the non-renewables, or with high carbon intensity (CO2/
energy), will have higher CO2 emissions. An important characteristic of a multipli-
cative identity such as IPAT or KAYA is that it can be shown as the addition of the 
growth rates of each component (Jung et al. 2012). Thus, an alternative version of the 
Kaya identity is:

2.2 � Population‑energy consumption model

The multiplication of an economy’s population and its energy consumption rate gives 
the overall energy use which can be expressed in a simple mathematical equation. In 
recent times and the forecasted near period, there are complicated interconnections 
between variations in population, economic advancement, and energy use. Notwith-
standing its accumulated and uncomplicated formation, the model is supportive in 
establishing the three large components that facilitate the tenacity of variations in over-
all energy consumption (Holdren 1991; Miller and Spoolman 2011; Barnett and Beas-
ley 2015; Hamilton et al. 2015; Tietenberg and Lewis 2016). The items in this decom-
position are expressed as:

2.3 � Economic development and environmental quality relationship

CO2 emissions have continually increased in the previous decades as a result 
of human actions, principally by the utilization of non-renewable of coal, oil and 

(1)Impact = Population × Affluence × Technology

(2)
CO2 emissions = Population × per capita GDP × Energy per capita × Carbonintensity

(3)
�CO2 = �(Population) + �(per capita income) + �(Energy per capita) + �(Carbon intensity)

(4)Energy = Population + per capita income + per capita energy unit
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natural gas and the alterations in the utilization of land that are exactly connected 
with the growth and development of the economy. The causal effect between the 
growth of the economy and its development and various pointers of environmental 
quality has been broadly examine in the late years by the environmental Kuznets 
curve (EKC) analyses worldwide, regionally or country wise by different research-
ers. For example, Grossman and Krueger (1991) initially came up with the EKC 
postulate using various indicators of the environment. According to the EKC curve, 
the link between the different environmental quality indicators and GDP per capita 
exhibits an inverted U-shape. Under the EKC curve, CO2 emission is usually set 
as a linear, quadratic, or cubic polynomial function of GDP per capita (Apergis 
and Ozturk 2015; Hamilton et al. 2015; Marsiglio et al. 2015; Shahbaz et al. 2015; 
Muhammad et al. 2016).

2.4 � Financial development and environmental quality nexus

CO2 and other trace GHG emissions do not only depend on factors such as expan-
sion of the economy, population and energy use as the driving forces but financial 
development can also be another factor that can affect greenhouse gas emissions. 
Financial development plays a key function in limiting risk and uncertainties for 
the deprived clusters and raising the chance of people to use financial, health and 
educational services thereby possessing an exact effect on growth and development. 
Financial development may include rise in the distribution of foreign direct invest-
ment; improved capital market; banking activities; reformed guidelines and domes-
tic financial structure can raise growth of the economy and impact on the desire for 
energy (Sadorsky 2012; Shahbaz 2013). In this case, financial advancement reduces 
CO2 emissions. One of the principal solutions to the reduction in the rise in GHG 
emissions is investment in clean energy projects. Thus, promoting clean energy of 
renewable technology requires well-functioning financial markets that provide easier 
access to debt and equity financing. Stock and credit markets development alongside 
foreign direct investment are regarded as the most significant avenues of financing 
clean energy projects (Paramati et  al. 2016). Higher levels of investment in clean 
energy may be promoted through the development of both stock and credit markets. 
This may in turn grant investors access to more avenues of funding, the equity and 
credit financing (Paramati et al. 2016). However, one of the huge challenges to appli-
cation of clean energy is its enormous straightforward capital outlays. IFC (2011) 
asserted that the energy sector is capital demanding compared to other industries 
because the commencement of production in such energy undertaking requires huge 
initial investment. In a related development, Sadorsky (2010) and Zhang (2011) are 
of the opinion that financial development raises carbon emissions because the devel-
opment of the capital market helps integrate firms to limit the cost of funding, raise 
financial leverages in order to purchase developed investments, spend in advanced 
ventures and then raise the amount of energy utilization and carbon emissions. The 
broad development is to increase energy consumption. Financial sector can encour-
age CO2 emissions through promoting productive activities (Azam et al. 2015; Jin 
et  al. 2016). Financial development may practically upgrade experimentation and 
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advanced activities and firmly encourage industrial activities, and thus impact envi-
ronmental quality (Ozturk and Acaravci 2013; Ortega and Peri 2014; Tahir et  al. 
2014; Campbell 2013; Shahbaz 2013; Kilic et al. 2014).

2.5 � Renewable energy and the environment nexus

Renewable energy offers significant opportunities for further growth that can facili-
tate the transition to a global sustainable energy supply by the middle of this century. 
Renewable energy also serves a vital role in the global emission reduction target of 
50% by 2050. Given the important role that the renewable energy plays, it not only 
meets the energy needs of many countries, but also mitigates emissions. Despite 
this, limited research is conducted to examine the relationship between renewable 
energy consumptions and environmental degradation. Sadorsky (2009) finds that 
real GDP per capita and the CO2 emission per capita had positive effects on renew-
able energy consumption in the G7 countries during 1980–2005. However, Apergis 
and Payne (2010a); Apergis et  al. (2010) find that renewable energy consumption 
does not contribute to reductions in emissions. The reason may be the lack of ade-
quate storage technology to overcome intermittent supply problems and electricity 
producers rely heavily on emission to generate energy sources to meet peak load 
demand. These mixed results may be due to the limited proportion of renewable 
energy in total energy consumption. Menyah and Wolderufael (2010) show the uni-
directional causality from CO2 emissions to renewable energy consumption over the 
period 1960–2007. Furthermore, Salim and Rafiq (2012) show that CO2 and income 
are the major determinants of renewable energy consumption in Brazil, China, India 
and Indonesia. In addition, the short-run bidirectional causal relationship between 
renewable energy consumption and CO2 emissions is also found in these countries. 
More recently, Shafiei and Salim (2014) explore the determinants of CO2 emissions 
for the OECD countries during 1980–2011. Riti and Shu (2016; Riti et al. 2017a, 
b; 2018) concluded that non-renewable energy of fossil fuels increases economic 
growth and degrades the environment by increasing the rate of CO2 emissions, 
renewable energy on the other hand increases economic growth in favour of environ-
mental quality. The empirical results show that non-renewable energy consumption 
increases CO2 emissions, whereas renewable energy consumption decreases it.

2.6 � Empirical literature

On the empirical literature, recently, indicator of financial development was added 
to the environment-growth-energy model via the analyses of researchers such as 
Jalil and Feridun (2011); Ozturk and Acaravci (2013); Al-Mulali and Sab (2012); 
Shahbaz (2013); Shahbaz et  al. (2013); Ziaei (2015); Farhani and Ozturk (2015); 
Dogan and Seker (2016a); Dogan and Turkekul (2016). According to these theorists, 
the purpose of adding the indicator of financial development in the analysis of the 
relationship between GDP per capita, energy use and environmental variable is not 
far-fetched: indicator of financial development may draw FDI and advanced degree 
of research and development which can accelerate economic growth (Frankel and 
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Romer 1999) and hence affect dynamism of environmental performance. Second, 
improvement in the financial sector may provide less developed nations with the 
opportunity to apply for advanced technology which may enhance clean and eco-
friendly production. Third, financial development may exacerbate environmental 
degradation through industrial pollution. For example, Jalil and Feridun (2011) in 
their paper analyzed the significance of GDP, energy use, openness in terms of trade 
and financial development on CO2 emissions in China from 1953 to 2006. Results 
from their analysis refute the long run financial development-environmental quality 
nexus while CO2 emissions is significantly driven by GDP per capita, energy use, 
openness in terms of trade.

More recently, Ozturk and Acaravci (2013) examined the causal interaction 
among energy consumption, financial development, GDP per capita, openness in 
terms of trade and CO2 emission in Turkish economy. Their result from bounds-test-
ing to long run equilibrium shows claims of co-integration while financial develop-
ment in the long run shows no any significant impact on CO2 emissions. Similarly, 
Shahbaz et al. (2013) in their study researched on the dynamic interaction among 
the variables of financial instability and the environment in a multivariate frame-
work with GDP, openness in terms of trade and energy consumption in Pakistan 
from 1971 to 2009. The outcome of their analysis suggests co-integration among the 
investigated variables while environmental degradation is largely driven by instabil-
ity of the financial system. Furthermore, Farhani and Ozturk (2015) examined the 
causal interaction among the environment-growth energy- financial development 
nexus with openness in terms of trade and urbanization as additional determinants 
of environmental degradation. The outcome of their analysis reveals that financial 
development plays an important role in Tunisian economy as financial develop-
ment takes place at the expense of environmental pollution. Sehrawat et al. (2015) 
on their part studied the dynamic interaction of environment-growth-energy link-
age for Indian economy. According to their result, financial development appears 
to have increased environmental degradation. In addition, the main contributors of 
environmental degradation are economic growth, energy consumption and urbani-
zation. Dogan and Seker (2016a) examined the influence of real output, renewable 
and non-renewable energy use, openness in terms of trade and improvement in the 
indicators of financial system on CO2 emissions in the environmental Kuznets Curve 
framework for the countries with the index of renewable energy attractiveness. The 
analyzed data shows that energy use from renewable, openness in terms of trade and 
indicator of financial development limit CO2 emissions while fossil fuel energy use 
contributes to the worsening of the environment. However, their results lend support 
for the existence of environmental Kuznets Curve hypothesis. Other empirical works 
such as Iwata et  al. (2010); Hossain (2011); Nasir and Rehman (2011); Jayantha-
kumaran et al. (2012); Omri (2013); Shahbaz et al. (2013); Sulaiman et al. (2013); 
Al-Mulali et al. (2015a, b); Dogan et al. (2015); Gokmenoglu et al. (2015); Omri 
et  al. (2015); Salahuddin et  al. (2015); Seker et  al. (2015); Tang and Tan (2015); 
Al-Mulali and Ozturk (2016); Dogan and Seker (2016b) applied financial develop-
ment and trade openness in addition to energy use and output per capita in analyzing 
the environment-growth energy nexus so as to indicate the contribution of financial 
development in explaining variations in CO2 emissions.
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Richard (2010) explored the link between financial instability and CO2 emission 
using the sample of 16 developed and 20 developing countries. The results esti-
mated by applying static and dynamic models demonstrated the positive impact of 
financial instability on environmental degradation. The economic growth and popu-
lation density were the main contributing factors to increase environmental pollution 
in sampled countries. The results also confirmed the validity of EKC hypothesis. In 
contrast, Brussels (2010) study did not find any detrimental impact of financial cri-
sis on the environment. Further, Brussels noted that financial crisis reduced carbon 
emissions by 24% in Estonia, 22% in Romania, 16% in Italy and Spain and 13% in 
UK. Similarly, Enkvist et al. (2010) empirical findings demonstrated little impact of 
global crisis on carbon emissions. Cong et al. (2008) found the insignificant impact 
of oil price shocks on real stock returns of most Chinese stock market indices. Shah-
baz (2013) investigated the link between financial instability and environmental pol-
lution in the case of Pakistan. Empirical findings confirmed the positive impact of 
financial instability, economic growth and energy consumption on environmental 
degradation in long-run. The results showed that energy consumption is a dominant 
factor to harm environmental quality and EKC also exist in this particular case. Ziaei 
(2015) investigated the effects of financial indicator shocks on energy consumption 
and CO2 emissions and vice versa for 13 European and 12 East Asia and Oceania 
countries from 1989 to 2011. Although energy consumption and CO2 emission 
shocks on financial indicators such as private sector credit is not very pronounced in 
both groups of countries, the strength of energy consumption shock on stock return 
rate in European countries was greater than East Asian and Oceania countries. Con-
versely shocks to stock return rate influenced energy consumption especially in long 
horizon in the case of East Asia and Oceania countries. The above mentioned litera-
ture shows that none empirical studies exist in the relationship between GHG emis-
sions, economic growth, energy consumption and financial development and popu-
lation in the context of ten leading countries in CO2 emissions. The present study is 
an attempt to fill this gap.

3 � Data and methodology

3.1 � Data description

This study measures data spanning 25 years (1990–2014) of a panel of ten countries 
(Canada, China, Germany, India, Iran, Japan, Korea Republic, Russia, UK and US) 
rank among the world’s top ten CO2 emitters in 2016. The study obtains data on 
CO2 emissions per capita (E), GDP per capita (Y), total population (PO), share of 
renewable energy (RE) and non-renewable energy (FU) in total energy consumption 
and domestic credits of financial sector (FD) from the World Bank database, World 
Development Indicators (2016). The study uses domestic credits of financial sector 
instead of money supply due to the monetization nature of money supply in most 
developing countries. All the selected data are transformed into natural logarithms 
to be interpreted as elasticities except those variables that are already in percentages. 
All the analysis variables are as defined in Table 1.
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Although developed countries play a leading role in economic growth, develop-
ing countries such as China, India, and Korea Republic make outstanding achieve-
ments. Figure 2a–f shows the average growth rates of variables (CO2 emission, fos-
sil fuel, renewable energy, financial development, GDP and total population) per 
annum from 1990 to 2014.

Excluding Canada, Germany, Russia, UK and US that experienced nega-
tive annual average growth rates, CO2 emissions (E) in other countries increased 
on average per annum with China leading with 5.491% per annum. All the sample 
countries represented positive average economic growth, and China has achieved the 
highest average growth rate of GDP per capita (Y) with 9.268 percent followed by 
India and Korea Republic with 4.812% and 4.552% respectively. The lowest annual 
growth rate of GDP (Y) occurs in Japan with 0.869 percent (Fig.  2f)). Less than 
half of the countries realized positive average growth rates of fossil fuel energy 
consumption (FU) with India leading with 1.31% annual growth rate, followed by 
China with 0.607% annual growth rate and Japan with 0.507 annual growth rate. 
Other countries have negative annual growth rate of fossil fuel consumption with 
UK having the least annual growth rate consumption of fossil fuel which stands at 
− 0.378 (Fig.  2b). The share of renewable energy consumption in most countries 
increased yearly on average. UK (11.511%), Germany (8.315%), Korea Republic 
(4.700%), US (3.537%), Iran (1.140%), Japan (1.140%) and Canada (0.118%) are 
the countries achieving positive average growth rates. Only three countries share: 
China (− 2.756%), India (− 1.939%) and Russia (− 0.184) were negative (Fig. 2c). 
All the countries witnessed positive average annual growth rate of domestic credit 
of financial sector proxied for financial development (FD) except Iran that has an 
average negative growth rate of financial development. The Korea Republic leads 
the average annual growth rate of financial development with 5.936%, followed by 
Canada with an average growth rate of 4.545% per annum while Iran has − 1.137% 
average growths rate per annum (Fig.  2d). Figure  2e records the growth rate per 
annum of total population with all the countries having positive average growth rate 
per annum except Russia which shows negative average annual growth rate. India 
leads with 1.667% while Russia has − 0.127%.

Table 2 represents descriptive statistics of the variables for all the selected coun-
tries from 1990 to 2014. The descriptive statistics of each series, collectively and 
country by country consist of their mean, median, maximum, minimum, standard 

Table 1   Definitions of analysis variables Source: authors’ research computation

Variable Definition Unit of measurement

E CO2 emissions per capita Metric tons
Y GDP per capita 2010 US dollars
FU Fossil fuel energy consumption (% of total Kg oil equivalent
RE Renewable energy consumption (% of total) Kg oil equivalent
FD Domestic credit of financial sector Ratio
PO Population, total Total number of peo-

ple in a country
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deviation, Jarque–Bera statistic and its corresponding probability value before the 
transformation into logarithms. The study also reveals the pairwise correlations 
between analysis variables.
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Table 2   Descriptive analysis and correlation matrix for the ten countries with the highest CO2 emissions 
Source: Authors’ computation from WDI data base, 2016

Panel A: Descriptive analysis

Variables E Y PO FU RE FD

Mean 9.2232 23376.25 3.47E + 08 83.3246 12.5180 131.4643
Median 9.1995 22724.71 1.25E + 08 83.9678 4.5142 121.4321
Maximum 20.1787 50881.11 1.36E + 09 99.6652 58.6528 358.9523
Minimum 0.7115 530.8947 7791000  53.7639 0.4383 20.8142
Std. Dev. 5.2949 18134.70 4.58E + 08 9.5665 15.7250 81.3416
Skewness 0.3365 0.0179 1.307744 − 0.6003 1.4939 0.7552
Kurtosis 2.4670 1.2774 2.913671 3.7042 4.1356 2.8279
Jarque-Bera 1.8487 2.5833 .63150 1.0025 1.9349 2.4750
Probability 0.3325 0.2350 0.1430 0.6081 0.4980 0.1870

Panel B: Correlation matrix

E 1.0000
Y 0.7484 1.0000
PO 0.5669 − 0.5793 1.0000
FU 0.2161 0.0375 − 0.4718 1.0000
RE − 0.4916 − 0.4159 0.7639 − 0.8391 1.0000
FD − 0.4173 0.7692 − 0.1863 − 0.0181 − 0.2510 1.0000

Panel C: Descriptive analysis, country by country

Canada China Germ India Iran Japan Korea Russia UK US

CO2 emissions per capita (E)
 Mean 16.270 4.345 9.997 1.120 6.178 9.452 9.626 11.483 8.622 18.752
 S/Dev 0.824 1.917 0.651 0.287 1.446 0.305 1.466 0.952 0.902 1.258
 J-B 1.457 2.709 1.058 2.545 1.875 4.612 0.556 2.800 4.025 4.219
 Prob. 0.483 0.257 0.589 0.280 0.391 0.099 0.757 0.246 0.133 0.121

GDP per capita (Y)
 Mean 43,298 2645 38,473 929 5238 42,561 16,494 8499 35,658 44,458
 S/Dev 5189 1667 3815 348 860 2477 4963 2182 4540 5111
 J-B 2.639 2.757 1.431 2.516 2.687 1.260 1.690 2.224 2.683 2.588
 Prob. 0.267 0.251 0.488 0.284 0.260 0.532 0.429 0.328 0.261 0.274

Fossil fuel (FU)
 Mean 72.428 82.371 83.195 64.464 99.192 83.867 83.804 91.402 87.638 85.340
 S/Dev 1.331 4.865 2.436 5.804 0.294 4.547 2.145 0.967 1.859 1.104
 J-B 1.487 2.525 1.936 1.071 1.593 13.170 1.496 2.663 4.084 4.980
 Prob. 0.475 0.379 0.399 0.585 0.450 0.001 0.473 0.264 0.129 0.082

Renewable energy (RE)
 Mean 21.975 25.239 5.937 48.922 0.973 4.173 1.033 3.610 2.018 5.862
 S/Dev 0.544 6.456 3.836 6.904 0.297 0.465 0.527 0.217 1.822 1.553
 J-B 0.995 3.058 2.739 2.040 0.783 5.974 27.656 0.587 12.808 2.998
 Prob. 0.607 0.216 0.254 0.360 0.675 0.050 0.000 0.745 0.001 0.233

Financial development (FD)
 Mean 172.266 129.742 134.488 58.732 42.485 296.526 121.55 25.587 141.93 209.75
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Statistical results in Table 2, panel A suggest that the average value of CO2 emis-
sions of the ten countries is 9.223 per capita metric tons with a standard deviation 
of 5.294 per capita metric tons. In addition the, the overall mean value of GDP per 
capita and its standard deviation stand at 23376.25 and 18134.70 billion US dol-
lars respectively. Total population of the sampled countries has a mean value of 
3.47 × 108 million people with a standard deviation of 4.58 × 108 million people. 
Fossil fuel energy of the sampled countries on the other hand has a mean value of 
83.324 with a standard deviation of 9.566, percentage of total energy consumption 
(kg oil equivalent). The mean value of renewable energy and its standard deviation 
stand at 12.518 and 15.725 respectively, percentage of total energy consumption (kg 
oil equivalent). Financial development (domestic credit of financial sector as a ratio 
of GDP) on the other hand has a mean value of 131.464 with a standard deviation 
value of 81.341, a ratio of GDP. This shows that large variances exist in the data of 
the analyzed variables except fossil fuel energy that has a minimum variance.

An important statistic apart from the mean and standard deviation in a descriptive 
statistic is the Jarque–Bera test statistic. The Jarque–Bera is a test statistic for test-
ing whether the series is normally distributed or not. Normality tests are a form of 
model selection and are used to determine whether a data sample is well modelled 
by a normal distribution. If the normal model fits the data well, then the data will be 
well modelled by a normal distribution. Modelling on underlying variables can be 
realized (Letters 2001).The test measures the difference of the skewness and kurto-
sis of the series with those from the normal distribution. The null hypothesis states 
that the variables are not normally distributed. Each of the variables was tested at 
5% level of significance. If the probability value is greater than 5%, it implies that 
the variable in question is statistically significant at the 5%; otherwise, it is not sig-
nificant at that level. From the results in Table  2, the Jarque–Bera statistics with 
probability values greater than the 5% significance level reveal that the series under 
consideration are normally distributed and therefore the data are well modelled.

Looking at the descriptive statistics country by country (panel C) and consid-
ering emissions per capita, the US leads on the average while India is the least 
due to population. The various small standard deviations are indications of mini-
mum variance properties of the variable. The values of the Jarque–Bera statis-
tics with their corresponding probability values greater than 5% indicate that the 

Table 2   (continued)

Panel C: Descriptive analysis, country by country

Canada China Germ India Iran Japan Korea Russia UK US

 S/Dev 35.603 11.143 12.473 5.837 2.278 6.365 29.888 3.706 26.185 14.69
 J-B 1.365 0.823 4.295 0.065 0.747 0.026 1.699 2.245 0.999 0.500
 Prob. 0.505 0.662 0.116 0.967 0.688 0.987 0.427 0.325 0.606 0.778

Population (PO)
 Mean 3.15 × 17 1.27 + 9 8.15 × 7 1.09 × 9 6.74 × 6 1.27 × 8 4.72 × 7 1.46 × 8 6.00 × 7 2.86 × 8

 S/Dev 2.29 × 106 6.88 × 8 8.93 × 5 1.32 × 8 6.77 × 5 1.44 × 6 2.33 × 6 2.37 × 6 2.30 × 6 2.11 × 7

 J-B 1.330 1.743 3.406 1.599 1.551 3.526 1.435 3.110 2.426 1.531
 Prob. 0.514 0.418 0.182 0.449 0.460 0.171 0.487 0.211 0.297 0.464
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series are normally distributed and well modelled. In addition, the US leads in 
terms of GDP per capita ($44458b) while India is the least with $929b all the 
countries’ GDP per capita exhibit minimum variances and are also normally dis-
tributed. In terms of fossil fuel on the average, Iran leads in the consumption of 
fossil fuel energy (99.192, a percentage of total energy) while India has the least 
percentage (64.464%). The variable also shows small variances and are normally 
distributed except Japan that the variable is skewed positively with a probability 
value of 0.001. In the case of renewable energy consumption, India leads with 
48.922% on the average while Iran has the least value (0.973%). The minimum 
variance properties is also displayed with the variable normally distributed except 
Korea Republic that its renewable energy variable is not normally distributed. 
Statistics also reveal that financial development variable has Japan leading with 
296.526 ration of domestic credit of financial sector to GDP while Iran has the 
least (42.485 ratio of domestic credit of the financial sector to GDP). Their vari-
ous standard deviation values, Jarque–Bera statistics indicate that the variable in 
all the countries exhibit minimum variance properties and normal distribution 
properties. In terms of population wise, China surpasses all the countries with an 
average total population of 1.27 billion while Canada has the lowest population of 
31million on the average. The statistics further show that the distribution of the 
population variable is normal.

The second segment of Table  2, panel B is the correlation matrix. Correlation 
analysis is a test that explains the relationship between two or more variables. 
Although it does not measure a cause effect relationship through a regression analy-
sis, it gives a glimpse of the strength of the relationship as the first steps of the sta-
tistical analysis of the variables in question. From the correlation matrix, CO2 emis-
sions has a positive relationship with GDP per capita (Y), population (PO) and fossil 
fuel energy consumption (FU) variables while negatively related with the share of 
renewable energy consumption in total energy use and financial development (FD). 
The correlation coefficient between CO2 emissions and GDP is 0.7484 indicating 
that the relationship between the two variables is 74.84%. In addition, the corre-
lation coefficients between CO2 emissions, population and fossil fuel energy con-
sumption stand at 0.5669 and 0.2161 in the positive direction respectively. This is an 
indication that the relationship between CO2 emissions and population on one hand 
and between CO2 emissions and fossil fuel on the other hand is 56.69% and 21.61% 
respectively. CO2 emissions have a negative relationship with both renewable energy 
consumption, and financial development. Size of renewable energy consumption 
has weaker positive relationship (− 0.4916) with CO2 emissions and weaker nega-
tive relationship (− 0.4173) with financial development. In addition, the correlation 
coefficients of the remaining independent variable are interesting. GDP and popula-
tion have negative relationship (− 0.5793) while GDP and fossil fuel energy con-
sumption are positively related (0.0375). GDP and renewable energy are negatively 
related (− 0.4159) while same GDP and financial development are positively related 
(0.7692).
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3.2 � Empirical models

This study follows the econometric methods proposed by Halicioglu (2009) and 
Jayanthakumaran et al. (2012) for time series and Narayan and Narayan (2010) for 
heterogeneous panel data. Under the STIRPAT (Stochastic impacts by regression 
on population, affluence and technology) model, the study establishes a multiple 
linear quadratic regression equation to investigate relationships between CO2 emis-
sions per capita (E), GDP per capita (Y), total population (PO), renewable energy 
consumption, a percentage of total energy use (RE), fossil fuel energy consump-
tion, a percentage of total energy use (FU), and domestic credit of financial sec-
tor as a proxy for financial development (FD). All data are transformed into natural 
logarithm forms. This avoids problems with respect to the dynamic properties of 
samples. Log transformation of data is a valued method, as estimated coefficients 
in a regression equation can be interpreted as elasticities. Thus, the study is able to 
assess the potential effects of each variable.

York et al. (2003) first introduced the STIRPAT, IPAT and ImPACT models in 
their work as a tool to analyze the driving forces of environmental impacts. Schol-
ars such as Sadorsky (2014) also used the IPAT model to assess the impact of 
demographic (P), economic (A), and technologic (T) factors on the environment. 
The IPAT model cannot be generalized because it encounters a problem when ana-
lyzing a situation. The model allows only one factor to change while other factors 
are kept constant, hence capturing an impartial impact on the dependent variable 
(Zhu et al. 2012; Chikaraishi et al. 2015). To address this issue, Chikaraishi et al. 
(2015) reframed the IPAT model into a stochastic model (STIRPAT), where the 
driving forces behind environmental degradation are assessed statistically. STIRPAT 
model is further refined by Donglan et  al. (2010) and extended by including sup-
plementary factors, like quadratic terms or different modules of P, A, or T. Presently, 
Poumanyvong and Kaneko (2010); Martinez-Zarzoso and Maroutti (2011); Zhu 
et al. (2012); Donglan et al. (2010); Chun-sheng et al. (2012); Feng et al. (2009); 
Madlener and Sunak (2011), and Shafiei and Salim (2014) have successfully uti-
lized the STIRPAT model for analysis of the impacts of various dynamic forces on 
the diversity of environmental degradation. The STIRPAT model can be written in 
exponential form as the following equation:

The model takes the following linear form, after taking the logarithms:

where P stands for the size of the population; A stands for GDP per capita in real 
term; T represents technology; and I stands for pollutant emissions (the dependent 
variable); εit is the residual; α is the intercept; β, γ, and δ are the slope coefficients 
of P, A, and T, respectively. The suffixes i and t represent the country and years, 
respectively. The STIRPAT model is modified by adding decomposing factors of 
PAT and their impact on the environment is analyzed. In STIRPAT model, T is also 
decomposable like P and A (Chikaraishi et al. 2015). In this study, CO2 emission is 
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used to quantify pollutant emission (I); financial development and GDP per capita 
capture affluence of an economy (A); total population is used as a replacement of 
the population (P) and technology (T) representing with total energy consumption 
(renewable and non-renewable) introduced in the STIRPAT model. The improved 
model can be written as follows:

where i = 1 to 10 and t = 1990 to 2014, indicating the country and year, respectively. 
δ0i and ρi denote country fixed effects and deterministic time trends corresponding to 
each panel. νit denotes the estimated residuals from the long-run equilibrium equa-
tion as a deviation characterization. As all the variables are transformed into loga-
rithmic form, the parameters (α1, α2, α3, α4, α5,) refer to long-run elasticities corre-
sponding to each independent variable in the modelling. In addition, the study used 
the GDP per capita as a linear variable to evaluate the how economic growth affects 
CO2 emissions. This aims to capture the environmental quality response to changes 
resulting from rapid economic growth. Under this scenario, the study expects the 
sign of α1i to be positive, α2i to be positive, α3i to be positive. Specific develop-
ment of renewables due to economic factors could affect the sign of α4i. The study 
expects α4i to be negative assuming that the renewable energy producers make use 
of cleaner production technologies with high renewable energy utilization rate. α5i is 
expected to be positive or negative depending on the specific application of financial 
development in environment friendly technology.

4 � Empirical analysis

Empirical methodologies of this study contain the following stages:

1.	 Applying the panel unit root tests to examine the stationarity,
2.	 Examining the co-integration relationships between analysis variables by applying 

the Pedroni co-integration technique,
3.	 Using the Granger causality tests to examine short and long-run Granger causali-

ties, and
4.	 Estimating the long-run coefficients of variables by applying the FMOLS estima-

tors.

4.1 � Unit root tests

A panel data model requires stationarity tests of variables before regression. If a 
series does not have constant mean and variance, it is non-stationary. This could 
lead to spurious regression. To avoid spurious regression and to ensure the validity 
of estimation results, the study tests the stationarity of panel series. Unit root tests 
are the most common methods to check the stationarity and order of integration of 
data. They generally start with level data. If unit roots exist in a series, data are non-
stationary. Then there would be need to take the difference of data and repeat tests 

(7)
lnEit = �0i + �it + �1i lnYit + �2iPOit + �3i lnFUit + �i4 lnREit + �5i lnFDit + �it
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until the series is stationary. Only stationary data integrated of same order are useful 
for the following panel analysis (Levin et al. 2002).

The study uses five traditional unit root tests (Levine, Lin and Chun; Breitung; 
Im, Pesaran and Shin; Augmented Dickey Fuller-Fisher and Phillips Perrron-Fisher), 
estimated with the intercept and deterministic trend for examining the integration 
order of variables. Assuming a common unit root process across countries, the study 
establishes a group of tests, including the t statistic of the test in Levin et al.’s studies 
Levin et al. (2002) and Breitung (1999). The hypotheses are stated as follows:

4.2 � See appendix 1 for the various unit root estimation techniques

Table 3 presents the results calculated from unit root tests at level and after the first 
difference. For the GDP variables, none of the five tests rejects the null hypothesis 
of non-stationary at level. For the share of renewable energy consumption, the null 
can be rejected at the 1% significance level for all five tests before and after the first 
difference. While for CO2 emissions, the share of fossil fuel energy consumption, 
financial development and total population, none of the tests reject the null at level. 
After all variables being taken the first difference, the five unit root tests reject the 
null at the 1% significance level. Stationary data are the prerequisite of panel co-
integration tests and vector error correction modelling.

To inquire about the cross-sectional dependency in panel data, a lot of tests are 
available in literature, and the most regularly used tests are Baltagi Feng, and Kao 
bias-corrected scaled LM (2012), Pesaran scaled LM (2004), Pesaran (2004a, b), 
and Breusch and Pagan (1980) are used in this study. The abovementioned test 
results are presented in Table 4. All the results presented in below table did not con-
firm the existence of cross sectional dependency, showing that the first generation 
panel unit root tests are more appropriate to apply. The output of the result indicates 
that stationarity of the variables is attained at first differencing whereas the variables 
have unit root at levels. The tests suggest that CO2 emissions (E), renewable energy 
use (RE), fossil fuel energy use (FU), financial development (FD), economic growth 
(Y) and population (PO) are all integrated of orders one, I(1).

4.3 � Co‑integration tests

Results of unit root tests indicate that the variables are integrated of order one. The 
study then uses co-integration tests to examine whether the variables share long-
run equilibrium relationships after the first difference. If long-run equilibrium exists, 
regression residuals of variables are stationary. Thus, regression estimates will be 
effective. Examination of the co-integration relationships between analysis variables 
is carried out by using the two sets of panel co-integration tests proposed by Pedroni 
(2004a, b). The first set is based on four panel statistics, from which include the 
v-statistic, rho-statistic, PP-statistic, and ADF-statistic. The second set is based on 
three group statistics, namely the rho-statistic, PP-statistic, and ADF statistic. Taking 

H0 ∶ 𝛼 = 0

H1 ∶ 𝛼 < 0
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into account the common and individual autoregressive coefficients for the ten high-
est CO2 emitting countries, these statistics are classified on within-dimension and 
between-dimension, respectively. Pedroni co-integration tests are based on residuals 
estimated from Eq.  (5). Furthermore, the null hypothesis is that no co-integration 
relationships exist between variables, whereas the alternative hypothesis is co-inte-
gration. Pedroni tests precede other co-integration techniques such as homogeneous 
tests, mainly because the former consider the heterogeneity across these countries. 
Thus, the following formulas are used for the co-integration analyses:

4.4 � See appendix 2 for the various co‑integration test techniques

Table 5 reports the results of the Pedroni co-integration tests. Two types of co-inte-
gration tests are suggested by Pedroni (1999) and Pedroni (2004a, b). One is the 
time series-cross section analyses which are dwelt on the ‘within dimension’ criteria 
and which has to do with four statistics: panel v, panel ρ, panel PP, and panel ADF-
statistics. These statistics necessarily augment the parameters of the auto regres-
sion across various countries for the non-stationarity analyses on the analyzed error 
terms. Differences and time factors arising from countries are taking into consid-
eration by these statistics. The next one involves three statistics namely: group ρ, 
group PP, and group ADF-statistics. These statistics are anchored on averages of 
the separate parameters of the auto regression connected with the non-stationar-
ity tests of the error terms for each country in the panel. The seven analyses are 
expected to be normally distributed asymptotically (Pedroni 1999). In the model, 
statistic and weighted statistic from panel PP-statistic, panel ADF-statistic, group 
PP-statistic, and group ADF-statistic tests certify that the null hypothesis should be 
rejected at the 1% significance level. For the model, four among seven tests support 
the rejection. Pedroni co-integration tests confirm long-run co-integration relation-
ships between CO2 emissions, GDP per capita, total population, fossil fuel energy 
consumption, renewable energy consumption, and financial development. This is an 
indication that co-integration exists among the interested variables.

Table 4   Cross section dependence test, top ten countries with the highest CO2 emission

The null theory of cross-sectional dependence test is done by the CD-test while *,**denote level of sig-
nificance p < 0.01 and 0.05 respectively

Test E RE FU FD Y PO

Breusch Pagan LM 450.9487* 485.7965* 358.3928* 467.7655* 913.4316* 835.8537*
Pesaran Scale LM 41.7366* 45.4099* 31.9804* 43.5093* 90.4866* 82.3092*
Biased Corrected Scaled 

LM
46.5283* 45.2016* 31.7720* 43.30097* 90.2783* 82.1008*

Pesaran CD test 4.3428 2.2963** − 2.6237* 19.5818* 29.9706* 15.8426*
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4.5 � Panel FMOLS estimation

After co-integration relationships between variables are confirmed, FMOLS estimator 
is used to obtain the coefficients of the analysis variables in the modelling of the pan-
els. Pedroni (2004a, b) proposed the FMOLS methodology in 2004. This study selects 
FMOLS rather than conventional OLS approach, as OLS estimated parameters are spu-
rious in panel co-integration regression. It obeys the asymptotically biased distribution 
and is subject to redundant parameters related to serial correlation in the data (Pedroni 
2004a, b; Kao and Chiang 2000). This study proposes FMOLS as alternative econo-
metric approach, since it solves the endogeneity and serial correlation problems. As a 
non-parametric methodology, the FMOLS also accounts for cross sectional heteroge-
neity. It corrects auto correlation and heteroscedasticity by eliminating the correlation 
between the explanatory variable and the random interference term. The FMOLS esti-
mator can be constructed as described by Pedroni (2001) as:

where 𝛽∗
FM,i

 is the traditional FMOLS estimator applied in ith member of the panel. 
The associated statistic is given in Eq. (7):

(8)𝛽∗
GFM

= N−1

N
∑

i=1

𝛽∗
FM,i

(9)t𝛽∗
GFM

= N−1∕2

N
∑

i=1

t𝛽∗
FM,i

Table 5   Pedroni panel co-integration tests, top ten countries with the highest CO2 emission

The group v-statistic among the seven analyses is a one-sided analysis where the null hypothesis of no 
co-integration is rejected by the large positive values while large negative values for the remaining test 
statistics reject the null hypothesis of no co-integration. A critical value at the 1% significance level is 
shown by “*”

Within dimension Between dimension

Alternative hypothesis: common AR coefficients (within 
dimension)

Alternative hypothesis: individual AR coef-
ficients (between-dimension)

t statistics t statistics

Panel v-statistic − 0.1682 Group rho 2.9112
Panel v-statistic (weighted) − 0.0538
Panel ρ-statistic 2.7546 Group PP-statistic − 6.2835*
Panel ρ-statistic (weighted) 1.4463
Panel PP-statistic − 0.3390* Group ADF-statistic − 4.6955*
Panel PP-stat (weighted) − 4.2631*
Panel ADF-statistic − 1.7622*
Panel ADF-stat (weighted) − 4.7892*
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Consequently, the study obtains the uniform estimator of the covariance param-
eter estimator and the asymptotic normality distribution of the FMOLS estimator. 
Thus, the traditional Wald statistic can be used to test covariance parameters, avoid-
ing the influence of redundant parameters on the limit distribution of the test statis-
tic. Table 6 reports the estimated results using FMOLS for the modelling process.

The FMOLS results suggest that at 1% and 5% levels, the parameters are sta-
tistically significant except PO which is significant at the 10% level. The magni-
tude of the coefficient with respect to income (Y) is 0.426. This implies that a 1% 
increase in Y would lead to an increase in emissions (E) by 0.426%. In addition, 
the magnitude of the coefficients of population (PO) is 0.585. This shows that a 1% 
increase in total population would lead to a 0.585% rise in emissions (E.) Likewise, 
the magnitude of the coefficients of fossil fuel (FU), renewable energy (RE) and 
financial development (FD) are, 0.022, − 0.035 and − 0.047. The implication is that 
a 1% increase in FU and RE can change E by 0.022% and 0.035 in the positive 
and negative directions respectively. The statistical significant negative coefficient 
of FD confirms that an increase in financial development leads to an improvement 
in the environmental performance in the ten countries indexed as the highest CO2 
emissions’ countries. More specifically, the magnitude, − 0.047 implies that a 1% 
increase in financial development will reduce environmental pollution at 0.047%. 
These results are in line with Tamazian et al. (2009). The result of this analysis is 
in line with the works of Menyah and Wolderufael (2010); Apergis et  al. (2010) 
and Bergmann’s (2006), Apergis and Ozturk (2015), Riti and Shu (2016), Riti et al. 
(2017a, b, c) on the theoretical underpinnings regarding the effect of renewable 
energy on emissions. Therefore renewable energy consumption reduces greenhouse 
gases (GHGs) and mitigates climate change thus ensuring environmental quality. In 
comparison to the outcome of other FMOLS parameters that apply panel data, the 
sum of the elasticity of renewable and fossil fuel with respect to emissions is lower 
(0.035 + 0.022 = 0.057) than the 1.338% reported by Salahuddin et  al. (2015) for 
Gulf Cooperation Council countries and Apergis and Payne (2010a, b, c) for nine 
South American countries. Concerning financial development and emissions, the 
result (− 0.047) is also slightly greater than the − 0.031% reported by Salahuddin 

Table 6   Panel FMOLS long-run 
estimates, ten top countries 
with highest CO2 emission, 
1990–2014

Statistical reliability at the 1%, 5%, 10% level is denoted by “*, **, 
***” respectively

Variable Coefficient Std error t stat Probability

lnY 0.4260* 0.0513 8.3046 0.0000
lnPO 0.5857*** 0.3146 1.8615 0.0642
lnFU 0.0225** 0.0096 2.3422 0.0202
lnRE − 0.0354* 0.0108 − 3.2532 0.0013
lnFD − 0.0477** 0.0242 − 1.9700 0.0502
R2 = 0.992 R2 adj. = 0.991
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et al. (2015) for Gulf Cooperation Council countries.1 Tamazian et al. (2009) argue 
that the inclusion of the energy variable in the regression model may explain most 
of the CO2 emissions, and suggest that these variables should be dropped. However, 
this paper disintegrates energy consumption into renewable and non-renewable of 
fossil fuels and finds out that the exclusion of energy variable would amount to vari-
able omission bias. The disintegration of energy enables the effect of energy con-
sumption on emissions to be disentangled.

An interesting finding in the results is that the estimate of fossil fuel energy con-
sumption in the long run emissions equation which is highly significant with a posi-
tive sign in the considered case. The finding of a positive effect of fossil fuel energy 
use is consistent with Riti and Shu (2016), Riti et al. (2017a, b, 2018), Wang et al. 
(2018), Liu (2005) and Ang (2007, 2008, 2009), among others. In addition, the 
results on the relationship between energy use especially non-renewable and CO2 
emissions are in line with the findings of Ang (2009). Therefore, the results that car-
bon emissions are mainly determined by fossil fuel energy consumption are in line 
with the extant body of literature. Population coefficient however is not statistically 
significant at the 5 percent level, although have a positive effects on emissions. The 
positive impact of population on emissions is in line with World Bank (2016); Riti 
et al. (2017a, b, 2018).

4.6 � Dumitrescu and Hurlin heterogeneous causality

A new short run causality test based on heterogeneous panels was developed by 
Dumitrescu and Hurlin (2012). Under the Dumitrescu and Hurlin, short run causal-
ity among the variables under consideration is applied and tested while the error 

Table 7   Pairwise Dumitrescu-Hurlin panel causality tests

*,**Indicate significance level, p < 0.01, p < 0.05 respectively

Null hypothesis W-stat Zbar-stat Probability

Y does not homogeneously cause E 6.17673 4.8359* 1.E − 06
E does not homogeneously cause Y 3.97095 2.1158** 0.0344
FU does not homogeneously cause E 3.35027 1.3503 0.1769
E does not homogeneously cause FU 3.89847 2.0264** 0.0427
PO does not homogeneously cause E 8.28943 7.4413* 1.E − 13
E does not homogeneously cause PO 4.44225 2.6970* 0.0070
RE does not homogeneously cause E 5.67591 4.2183* 2.E − 05
E does not homogeneously cause RE 1.86309 − 0.4835 0.6287
FD does not homogeneously cause E 6.79909 4.7651* 2.E − 06
E does not homogeneously cause FD 5.21734 3.0665* 0.0022
ECM(− 1) does not homogeneously cause E 7.63001 5.19835* 2.E − 07
E does not homogeneously cause ECM(− 1) 20.6056 18.1119* 0.0000

1  Results are available upon request from authors.
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correction value obtained from the residuals of Eq. (5) is used to test the long run 
causality of the model. The results of short-run and long run causalities are shown in 
Table 7. The outcomes indicate that in the short run, there is bi-directional causality 
between per capita GDP, population, financial development and emissions reveal-
ing feedback effects. In addition, in the short run, renewable energy consumption 
uni-directionally Granger causes emissions revealing growth hypothesis. Another 
interesting phenomenon about the result is the conservative hypothesis found in 
the causality between fossil fuel energy consumption and emission where emis-
sions uni-directionally Granger cause fossil fuel. Long run causality indicates bi-
directional causality between emissions and the error correction mechanism indicat-
ing feedback effects. The findings indicate that an increase in per capita GDP, fossil 
fuel, renewable energy, financial development, population, can affect emissions and 
vice versa. Then Dumitrescu and Hurlin causality confirms that there is a relation-
ship among emission, per capita GDP, population, fossil fuel energy consumption, 
renewable energy consumption and financial development in short run and long run 
across 10 highest CO2 emitting countries.

These findings indicate: firstly, increasing the share of renewable energy con-
sumption and financial development may lead to CO2 emissions reduction. In addi-
tion, increase in GDP would lead to increase in energy. Economic growth in most 
countries demands more energy consumption, including both fossil fuels and renew-
able energy. Current high renewables investment costs may force most countries to 
depend more on fossil fuels and less on renewables. Thus, economic growth, renew-
able energy consumption and CO2 emissions can grow simultaneously. Secondly, it 
is the share of renewable energy consumption that may be more important in miti-
gating CO2 emissions. Growth in renewable energy consumption without equivalent 
reduction in consuming fossil fuels will not contribute to carbon emissions’ reduc-
tion. Therefore, research on the role of renewable energy consumption and financial 
development on carbon emissions’ reduction is important and interesting.

5 � Conclusion and implications for policy

With the increasing concerns over the environmental challenges of GHG emis-
sions, the UNFCCC have held several annual conferences since 1995 to deter-
mine what policies can be taken in order to control for the issues of greenhouse 
gas emissions (GHGs) and climate change. This study attempts an examination 
of the contribution of disaggregated energy use (renewable and fossil fuel) and 
financial development to GHG emissions reductions and climate change miti-
gation. In specific terms, the paper utilizes a panel data set for top ten coun-
tries with the highest CO2 emission: the US, China, Russia, India, Japan, Ger-
many, Canada, Iran, the UK and the Republic of Korea over the time frame of 
1990–2014 to ascertain the long run impacts as well as the causal relationship 
between disaggregated energy (renewable and fossil fuel) consumption, finan-
cial development and emissions taking into account GDP per capita and popula-
tion. The study applies new conventional panel techniques of analysis that take 
into consideration the presence of heterogeneity and cross-sectional dependence 
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across countries for the analysis. The results from cross sectional dependence 
unit root tests indicate stationarity of variables at first difference. Pedroni’s 
dynamic panel co-integration analysis reveals a long run relationship between 
emissions per capita, energy use (renewable and fossil fuel), financial develop-
ment, GDP per capita and population.

The long-run coefficients suggest that a 1% increase in renewable and fossil 
fuel energy decreases and increases emissions by 0.035% and 0.022% respec-
tively; a 1% increase in financial development reduces emissions by 0.047%; a 
1% increase in per capita GDP raises emission by 0.426% and a 1% increase in 
population increases emission by 0.585%.

In addition, the existence of a bi-directional causality most of the variables 
and emissions of GHGs is detected when Dumitrescu-Hurlin panel Granger cau-
sality is performed in the estimation. The outcome of the analysis gives credence 
to the emissions-reduction postulate which reveals the contribution of renewable 
energy use in the carbon emissions’ reduction mechanism of these top 10 coun-
tries with the highest emissions of CO2. The result further provides insight to 
policy makers on the combination of energy mix alongside financial develop-
ment that can reduce GHG emissions and mitigate climate change and ensure 
sustainable green environment.

While policies targeted at conserving and limiting energy use may have 
adverse impacts on the growth of the economy, environmental impacts of fossil 
fuel consumption should be considered by policy makers in the formulation and 
implementation of reliable energy combination policies that reduce the long-
term deleterious impacts consistent with reliance of fossil fuels production and 
consumption. Efforts should be geared towards the development of clean energy 
technology that is renewable via financial development. Since climate change is 
caused by the rise in emission of GHGs due to human activities, it is clear that 
reducing the speed of these GHG emissions should serve as a rallying point to 
mitigate climate change challenges.

Given the fact that CO2 forms the greater percentage of GHGs, a rise in CO2 
is the major reason that triggered climate change in the past years. The reduc-
tion of the anthropogenic creation of this gas lies primarily in the set of mitiga-
tion efforts that humans will have to make. Any joined action for the reduction 
of the human-caused emissions of CO2, should be viewed as global challenges 
that transcend international boundaries. In this regards, the collaboration and the 
coordinated efforts of all countries is required to reduce the potential harmful 
environmental effects of climate change. The study advocates the use of renewa-
ble energy sources such as solar, wind and geothermal energy for the production 
and consumption of sources of power. There is need for countries to increase 
financial support on renewable energy infrastructure construction as well as 
transformation of fossil fuel energy utilization. Increasing the use of renewable 
energy sources will substitute the use of fossil fuels in energy production and 
reduce incidence of GHG emissions that drive climate change. Future research 
on this and related topics should focus on the transmission mechanism to which 
financial development affects the environment.
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Appendix 1: unit root test estimation techniques

For the LLC-t,

Si is the estimated standard errors from estimating each ADF in the equation of Δyit.
Therefore,

Under the null, a modified t-statistic for the resulting 𝛼̂ is asymptotically nor-
mally distributed.

Using the same hypothesis, the Breitung (BR-t) form:

Equations (6) and (7) give rise to:

This implies that:

Under the null, the resulting estimator α* is asymptotically distributed as a 
standard normal.

Assuming an individual unit root process across the cross-sections, the study 
establishes a second group of tests including Im et al.’s W-stat (IPS-W) (2003), 
ADF-Fisher Chi square (ADF-FCS) (Dickey and Fuller 1979), and PP-Fisher Chi 
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square (PP-FCS) (Perron 1987). For all the tests, the null hypothesis is unit root, 
while the alternative hypothesis is no unit root.

From the initial hypothesis, the ADF form is:

The average of the t statistics for αi from the individual ADF regression:

The hypotheses for this second group of unit root tests are:

The IPS‑Wald test

The average of the t statistics for αi from the individual ADF regression:

A property standard tNT  has an asymptotically standard normal distribution:

From the hypotheses for the second group tests, the Fisher ADF and Fisher PP is 
derived where �i is the P value from any individual unit root test for cross section i, 
under the null of unit root for all N cross sections, the asymptotic result is:

The analysis software reports both the asymptotic X2 and standard normal statis-
tics using ADF and Phillips Perron individual unit root test.

Δyit = �yit−1 +

pi
∑

i=1

�ijΔyit−1 + X�
it
� + �it

tNT =

[

N
∑

i=1

ti�i
(

pi
)

]/

N

H0 ∶ 𝛼i = 0, for − all − i

H1 =
{

𝛼i = 0for − i = 1, 2,… ,N, 𝛼i < 0, for − i = N + 1,N + 2,…N + n

tNT =

[

N
∑

i=1

ti�i
(

pi
)

]/

N

WiNT =

�

N
�

tNT
�

− N−1
∑N

i=1
E
�

tiT
�

pi
��

�

N−1
∑N

i=1
Var

�

tiT
�

pi
��

→ N(0, 1)

−2

N
∑

i=1

log
(

�i
)

→ X2
ZN

Z =
1

N

N
∑

i=1

�−1
(

�i
)

→ (0, 1)



723

1 3

Economia Politica (2019) 36:695–729	

Appendix 2: co‑integration test estimation techniques

1.	 Panel v-statistics: T2N3∕2
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4.	 Panel ADF-statistics (parametric): 
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ê∗2
i,t−1

�−1∕2
N
∑

i=1

T
∑

t=1

L̂−2
11i
ê∗
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êit−1Δêi,t−𝜆̂t
�

6.	 Group PP-statistics (nonparametric): 
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