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Abstract
The spalling technique based on the use of a single Hopkinson bar put in contact with the tested sample has been widely 
adopted as a reliable method for obtaining the tensile response of concrete and rock-like materials at strain rates up-to 200 s− 1. 
However, the traditional processing method, based on the use of Novikov acoustic approach and the rear face velocity meas-
urement, remains quite questionable due to strong approximations of this data processing method. Recently a new technique 
for deriving cross-sectional stress fields of a spalling sample filmed with an ultra-high speed camera and based on using 
the full field measurements and the virtual fields method (VFM) was proposed. In the present work, this topic is perused by 
performing several spalling tests on ordinary concrete at high acquisition speed of 1Mfps to accurately measure the tensile 
strength, Young’s modulus, strain-rate at failure and stress–strain response of concrete at high strain-rate. The stress–strain 
curves contain more measurement points for a more reliable identification. The observed tensile stiffness is up-to 50% lower 
than the initial compressive stiffness and the obtained peak stress was about 20% lower than the one obtained by applying 
the Novikov method. In order to support this claim, numerical simulations were performed to show that the change of stiff-
ness between compression and tension highly affects the rear-face velocity profile. This further suggests that the processing 
based only on the velocity “pullback” is quite sensitive and can produce an overestimate of the tensile strength in concrete 
and rock-like materials.
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Introduction

Concrete is one of the most used building materials, thanks 
to its low density, high compressive strength but also avail-
ability of its constituents and straightforward manufacturing. 
Nevertheless, its range of application in civil engineering 
has been restricted by its low tensile strength and quasi-
brittle response. For this reason, in most engineering codes 
concrete is usually considered to have only compressive 
bearing capacity in quasi-static loading conditions while 
the tensile stresses are transferred to the internal steel 

reinforcement. However, in concrete structures exposed to 
sever transient dynamic solicitations (e.g. projectile impacts, 
blasts or explosions), the ultimate material response can be 
highly affected by the complex stress states and high defor-
mation rates that evolve in the material [1, 2]. Under such 
extreme conditions, the reflection of compressive waves 
causes tensile waves to be generated which lead to intense 
tensile damage known as spalling [3]. Since several decades, 
studies have indicated pronounced strain rate sensitivity of 
concrete in dynamic tension, namely the increase of tensile 
strength with the increase of the loading rate [4, 5]. This 
suggests that, if well understood, the concrete dynamic ten-
sile strength could be exploited during the structural design, 
leading to better engineering solutions and substantial eco-
nomical savings.

However, despite the large amount of research conducted, 
obtaining reliable test results still represents a great chal-
lenge. The difficulties are mainly associated to the ways 
of experimentally measuring the low tensile strength and 
small failure strain inside the specimen, which are an inherit 
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characteristic for this material. To this end, numerous exper-
imental techniques have been devised in order to investi-
gate concrete’s dynamic tensile response. A large number 
is based on the well-established split Hopkinson pressure 
bar (SHPB) system. Some of these experimental methods 
rely on applying a direct tension through gravity driven 
loading [6–11] or by using a pre-stressed cable and the so 
called Hopkinson bar bundle [12–14]. Other techniques also 
include split tension (better known as the Brazilian test) [15, 
16], semi-circular bending [17, 18] and three-point bending 
tests [19–21] where the geometry of the sample is such that 
it favours tensile failure. However, all of the above men-
tioned techniques rely on assumptions how the experimental 
data are analysed. Particularly, the fact that the specimen 
stays in the mechanical equilibrium throughout the test rep-
resents a strong limitation which does not allow obtaining 
data in regimes where inertial effects are significant. Thus, 
these methods are limited to lower rates of deformation, 
up-to about 10 s− 1 which represents a lower limit of the 
tensile strength enhancement [22, 23].

For reaching higher strain rates, up-to a few hundred 
s− 1, the so-called spalling technique which uses only the 
input bar of the SHPB system has been widely adopted 
[24–29]. The method relies on the reflection of the com-
pressive wave into a tensile load from the sample’s free 
surface, which is in contact with the input bar [30]. The 
traditional processing of the spalling experiments relies 
on the use of strain gauge and velocity measurements 
[25, 30]: the peak stress is obtained by measuring the 
velocity pull-back at the sample’s free surface and by 
using the so-called Novikov formula [31]. This process-
ing is currently considered to provide the most accurate 
result and is being widely adopted for obtaining tensile 
strength of concrete-like materials [25, 27, 30, 32, 33]. 
Nevertheless, this method still relies on some strong 
assumptions that question the validity of the obtained 
spall data. Firstly, it uses a linear acoustic approximation 
to obtain the ultimate spall strength. Next, it assumes a 
linear elastic material behaviour until the peak tensile 
strength is reached. Finally, it relies on the assumption 
that the velocity rebound results from one instantane-
ous spall fracture initiated in the sample. In this work, 
it will be concluded that these assumptions can lead to 
overestimation of the spall strength when heterogeneous 
materials, such as concrete, are in question. Commonly 
made as a mixture of cement, sand and aggregates, con-
crete exhibits a complex internal microstructure. Con-
sequently it displays a non-linear behaviour before the 
failure is reached. Furthermore, spallation is generally a 
process that involves nucleation, growth and coalescence 
of newly generated cracks which may not happen instanta-
neously but rather takes place over several microseconds. 
Moreover, the evidence of diffuse damage preceding the 

ultimate tensile failure has been well documented in both 
experimental observations [30, 32] and numerical simu-
lation works [34–38] which can imply that the Novikov 
formula is no longer valid since the measured pullback 
velocity contains information about the entire damage 
history that occured in the sample.

Previously mentioned experimental method depends 
only on the instantaneous point-wise measurements 
(strain gauges, laser interferometer) for obtaining the 
peak stress and the corresponding strain rate, which pro-
vide limited information of the change of stress in the 
sample as well as the post peak response. An innovative 
approach to processing the spalling experiments has been 
proposed by Pierron and Forquin [39] that uses full field 
measurements. It is based on the virtual fields method 
and the use of an ultra-high speed camera to film a grid 
bonded onto the sample surface in order to measure the 
stress level and apparent Young’s modulus in a concrete 
sample during the test. The authors observed a substan-
tial decrease in average stiffness in the tensile stage of 
the test. Moreover, in all tested samples, the peak ten-
sile stress observed was up-to 30% lower than the one 
obtained with the Novikov processing. On the other hand, 
it was not clearly established which technique provides 
more reliable result.

This question is perused in the present work. By testing 
several concrete samples with the camera interframe time 
set to 1 µs and comparing the results obtained from classi-
cal processing with results from full-field measurements, 
it is shown that the non-linear behaviour begins before the 
principle macro-fracture. This indicates that the assump-
tion of the linear elasticity up-to the peak is no longer 
valid. The obtained results also showed that the dynamic 
Young’s modulus in tension highly differs from the val-
ues obtained in the compressive stage. Since the method 
proposed in [39] only relies on the displacement measure-
ments, the accuracy of the identified material stiffness 
heavily depends on the full-field measurement parameters 
such as camera performance and noise, spatial and tem-
poral resolution. Therefore, further tools are necessary to 
verify the validity of the obtained results from full field 
measurements. This is presently addressed by simulating 
the spalling experiments with damage model known as 
the Mazars model [40] which has already been proved 
to well reproduce the rear face velocity of a spalling test 
[41]. Finally, it was shown that by changing the Young’s 
modulus in dynamic tension without changing the tensile 
failure strength, the rear face velocity exhibits a change 
in rebound that can lead to misinterpretation of the spall 
strength obtained with the Novikov processing; suggest-
ing that the presented processing method provides a more 
reliable spall results.
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Experimental Procedure

Spalling Test and Materials

The spalling technique was first introduced by Klepaczko 
and Brara [24], where a cylindrical sample was placed in 
contact with the metallic input bar at one end, while on the 
other end a generated incident compressive pulse travels 
through the bar, transmits to the sample and reflects from 
the sample’s free-end as a tensile wave that ultimately 
leads to spall fracturing. Since then it has been adopted as 
a reliable way of determining the intrinsic dynamic tensile 
strength of brittle materials [22, 42]. Besides its simplic-
ity, the main advantage of this experimental technique is 
that it relies on the sample’s intentional unbalanced state. 
The incident compressive pulse can be induced as shock 
wave by a pyrotechnical charge [26, 43] or by a projectile 
impacting the input bar [24, 25]. The input bar is usually 
equipped with one or several strain gauges aimed at cap-
turing the motion of the incident wave through the bar.

Several methods can be found in the literature for 
deducing the peak tensile strength from the spalling tests. 
One of the methods relies on the reconstruction of the fic-
tive elastic axial stress from the analytical superposition 
of uniaxial elastic waves assuming that the peak stress 
occurs at the location of the observed macro-fracture as for 
example in [24, 44, 45], another method is to capture the 
residual velocity of spall fragments obtained from images 
of a high-speed camera [24] and finally the method of 
using the measurement of sample’s rear face velocity and 
the so-called velocity rebound [25, 38]. These processing 
techniques for deriving the spall strength were detailed 
and analysed in [30], where it was shown that the first two 
methods mentioned can lead to strong overestimation of 
the deduced peak stress. On the other hand, it was noted 
that the processing method based on the measurement of 

the pull-back velocity on the sample’s free end and the 
Novikov acoustic approximation [31] can be considered 
to provide more accurate results regarding the concrete’s 
apparent tensile strength. The measurement of the sam-
ple’s rear face velocity can be obtained by using a min-
iature accelerometer, or by using a laser interferometer. 
The latter presents a clear advantage over the accelerom-
eter which can introduce local inertial effects that disrupt 
the measured velocity profile and possibly fail the sample 
locally [30].

In the present work, full field displacement data obtained 
by filming the sample surface with an ultra-high speed cam-
era are exploited in order to derive the values of dynamic 
Young’s modulus and average stress in sample cross-section. 
Dynamic tensile experiments based on the spalling technique 
have been performed on three samples of ordinary concrete 
known as R30A7 [38, 46, 47] utilising both traditional meas-
urements and full field measurements as shown in Fig. 1. 
Concrete, as many other geomaterials, has a pronounced 
microstructure that consists of voids and a pre-existing 
cracks network, which influences its mechanical response 
to applied loading [48, 49]. The concrete used in this study is 
composed of hard siliceous aggregates with maximum grain 
size of 8 mm. The samples of 45 mm diameter and 140 mm 
in length were cored out from large blocks and then rectified 
to obtain a flattened outer surface of 23 mm with used for 
gluing the grid pattern.

It is necessary to mention that the concrete samples had to 
undergo a drying procedure before testing due to transferring 
method used to deposit the grid onto sample surface. Indeed, 
the fact that the sample surface has to be instrumented by 
depositing a perfect regular pattern represents a drawback of 
this method from a practical point of view. In general, there 
are several techniques for applying the grid pattern onto the 
sample and the choice mainly depends on their frequency 
[50]. The most reliable technique for grids of 1 mm pitch and 
lower, which allows a good adhesion between the surface 

Fig. 1   a Point-wise instrumen-
tation of the spalling test; b 
spalling set-up with full field 
measurements
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and the photosensitive film has been proposed by the authors 
in [51]. First the flat surface is cut and well-polished so it is 
smooth and parallel with the axis of the sample. Next, bi-
component epoxy glue (Epotechny E504), which is of white 
colour when fully cured, is used to assure a well contrasted 
grid. The photographic film and the sample surface are then 
coated with a thin layer of white epoxy glue, merged and 
left under a constant pressure of about 5 kPa. The pressure 
allows excessive glue to go out and to flatten the substrate 
to the sample surface. The curing process is considered as 
the limitation of the deposition method as the sample has to 
be left to cure at temperature of 40° for at least 40 h. In the 
present case, the samples have been left for several days in 
order to ensure the best possible adhesion and a good trans-
fer of the grid on the surface. After curing, the film has been 
slowly peeled off the sample surface which results in black 
lines being transferred onto the specimen surface.

The assumption of a good kinematic transfer between the 
substrate and the grid along with the assumption that the 
grid does not change the global material response, are the 
prerequisites of this full field measurement method. These 
assumptions have been adopted here as the resulting thick-
ness of the glue (being around 0.2 mm) can be regarded as 
negligible compared to samples’ cross-section and as small 
strains were measured.

Virtual Fields Method

The Virtual Fields Method (VFM) [52] can be used to 
extract the material constitutive parameters from full field 
measurements. Relying on the principle of virtual work 
and taking advantage of the sample non-equilibrium state 
throughout the spalling experiment, the derived accelera-
tion fields can be used as an alternative ‘load cell’ without 
any need of other external force measurement. The idea of 
exploiting the inertial forces as a measurement tool can be 
used in a wide range of material identification procedures. It 
was firstly proposed and successfully applied for identifica-
tion of damping properties of thin vibrating plates [53, 54]. 
Later, the concept was extended to identification of material 
stiffness parameters in intermediate [55] and high strain rate 
testing of composite materials [56] as well as rubber materi-
als [57, 58]. Finally, a recent study conducted on ultrasonic 
excitation of surrogate bone material allowed identifying 
entire maps of Young’s modulus showing that the method 
can be extended to the wide range of original applications 
[59, 60].

During a spalling test the stress in the sample is gener-
ally considered to be uniaxial. Using this characteristic 
and the principle of virtual work, it is possible to recon-
struct the average longitudinal stress in any cross-section 
and any instant visualized with the UHS camera (at a given 
longitudinal position of x coordinate, x = 0 corresponding 

to the free end of the sample) by introducing a rigid body 
like virtual field. The stress is defined by averaging the 
longitudinal acceleration fields over the area between the 
considered cross-section at the position x and the free-end 
as following: 

where t corresponds to the current time, �x(x, t) denotes the 
mean axial stress in the observed cross section at location 
x, � is the density of the material, b(x) corresponds to the 
length between the observed cross-section and the free-end, 
and ax(x, t) corresponds to the mean acceleration between 
the cross-section and the free-end.

The derived acceleration fields can also be used to 
obtain the description of the average material Young’s 
modulus at each instant of the test in compression [55]. 
By introducing special virtual field in the dynamic equilib-
rium equation as a differentiable function f (x) of the longi-
tudinal coordinate x such that cancels out the contribution 
of the traction component at the opposite boundary of the 
field of view to the free end, the average Young’s modulus 
at each time step of the test can be defined through the 
acceleration virtual work and internal virtual work as: 

where the fields of virtual work ax(t)f (x) and �x(t)f �(x) are 
averaged from the cross-section to the free-end. In general 
there exists infinite number of virtual fields that could sat-
isfy these conditions; however the best is to choose those 
that maximize both fractions of the Eq. (2). In the present 
case, the chosen virtual fields are obtained directly from the 
measured full field displacements. This is done by first aver-
aging the measured axial displacement field in y direction 
at each imaged frame. Then, to each obtained displacement 
vector that only depends on x a polynomial fitting in the least 
squares sense is performed. In this work, the 8th degree pol-
ynomial is used and the 2D virtual fields maps are obtained 
by expending back the obtained polynomial expressions in 
order to obtain fields that only depend on the direction of 
axial displacement as required in Eq. (2). Finally, a constant 
value is added to each virtual field in order to satisfy the 
condition [ f (x = l) = 0].

What is worth pointing out is that the two presented 
equations are independent regardless the material constitu-
tive behaviour as they are obtained from the principle of 
virtual work which is a simple reformulation of Newton’s 
second law and conservation of momentum. The required 
acceleration fields can be retrieved as the second deriva-
tive of displacement fields, where the displacements are 
obtained with one of the non-contact optical measurement 
techniques.

(1)�x(x, t) = −� b(x) ax(x, t)

(2)Edyn(t) = �

(
ax(t)f (x)

�x(t)f
�(x)

)
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Full Field Measurements and Ultra High Speed 
Photography

Although digital image correlation (DIC) is currently one of 
the most popular full-field measurement technique, another 
alternative is the grid method [61]. The grid method is suit-
able for obtaining small in-plain displacement field measure-
ments [62], and is still commonly used when high strain rate 
dynamic testing is in question [56, 63]. This is mainly due to 
its easy implementation as well as high measurement resolu-
tion as discussed in [64]. This technique, for now, provides a 
better compromise between spatial resolution and measure-
ment resolution, which is an important factor when ultra-
high speed imaging is used owing to limited pixel count of 
currently available acquisition systems. On the other hand 
possible benefits of using digital image correlation as a tool 
for obtaining full-field displacement measurements during 
a spalling test have been suggested in [65].

The grid method is a full-field image analysis method 
for non-contact deformation measurements of the sample 
surface, which is based on determining the phase change 
between the reference and the deformed image on the spatial 
carrier deposited on the framed surface. Detailed presenta-
tion of the grid method is out of the scope of this paper. 
However, the interested reader is encouraged to refer to 
recent extensive review of this technique published in [66]. 
During the spalling experiments a Shimadzu HPV-1 camera, 
able to reach 1 µs interframe time with 102 acquired frames, 
was used to film the grid of 1 mm pitch glued on the sample 
surface. This camera relies on the so called in-situ storing 
technology where an integrated memory is dedicated to each 
pixel on the imagining sensor [67, 68]. An overview of the 
evolution of in-situ acquisition systems and some future 
expectations are provided in [69]. However, these imaging 
systems still suffer from some limitations that can impair 
their metrological performance, such as a limited number of 

image pixels. The image size obtained by the camera used 
in the present study is of 312 × 260 pixels, which directly 
influences the choice of grid pixel sampling size and forces 
a trade-off between the size of the framed surface and the 
information measurement precision. On one hand, increas-
ing the number of pixels per period used for grid sampling 
can reduce the standard deviation of the measured quantity 
as discussed in [70], on the other hand, the size of the obser-
vation zone decreases and the macro-crack formation can 
occur outside of the recorded zone. Therefore, the informa-
tion of damage processes that lead to failure can be com-
pletely lost. For these reasons, the five pixels per period of 
the grid image were used and the observation window in that 
case was 62 × 24 mm where a measurement point is obtained 
at each millimetre distance. The image intensity pattern 
directly encodes the measured physical quantity through 
its intensity variation. Therefore, a non-constant spatial 
lightning throughout the grid image can introduce errors 
that generally evolve through the obtained strain maps [66]. 
Even though camera’s 8bit dynamic range is able to capture 
256 grey levels, in order to avoid these effects the lightning 
source has been adjusted so that the grid was exposed to an 
almost uniform spatial illumination field. This can be seen 
on Fig. 2a where one reference grid image is shown.

For the reasons already suggested in [39], the lightning 
conditions were kept in lower range of grey levels in order 
to skirt around the saturation effects characteristic for this 
specific acquisition system as detailed in [71]. In the cited 
work the authors also observed a specific temporal noise that 
manifests as an underexposure of each 12th recorded frame. 
This can be seen in the Fig. 2b where the average grey level 
variation of the framed grid is given for the entire sequence 
of 102 frames with the interframe time of 1 µs. It can be 
observed that during first 12 frames there is large fluctuation 
of the grey level intensity until the sensor stabilizes, simi-
lar is observed in the last 12 frames. However, the frames 

0 10 20 30 40 50 60 70 80 90 100
0

5

10

15

20

25

30

Frame count

A
ve

ra
ge

 g
re

y 
le

ve
l

Fig. 2   a Reference grid image (Tiff015); b average grey level intensity profile of the acquisition R30A7-1
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starting from 13 to 90 seem quite stable except of the tempo-
ral fluctuation that manifests each 12 frames. This problem 
was tackled here by deleting the over-exposed frames and 
replacing them with the mean of the two adjacent ones as 
advised in [71]. Nevertheless, the image processing time still 
remains reasonably short and the entire identification takes 
just below one hour, which can be also considered as one of 
the advantages of the adopted method. Aside all the difficul-
ties presented, it will be shown that even in this limited con-
ditions it is possible to extract abundance of meaningful data 
from the acquired images that allow much better understand-
ing of the material actual dynamic response. Furthermore, 
the future development of the UHS acquisition systems will 
bring only benefit to the currently applied testing methodol-
ogy, keeping an accent on the stability of image forming.

Experimental Results

Measurement Results

In this section, results of three spalling tests that have been 
performed on common concrete samples using the experi-
mental measurement set-up shown in Fig. 1 will be pre-
sented. The data retrieved from one spalling test consist 
of both standard point-wise measurements, such as strain 
gauges and laser interferometer, and in-plane full field dis-
placement maps obtained from grid images captured with 
the means of ultra-high speed photography. The measured 
data from both techniques are compared and it was noted 
that the traditional processing leads to large overestimation 
of concrete’s dynamic tensile strength.

Standard Measurements

The traditional processing of the spalling test is based on 
the method that has been previously proposed and validated 
by Erzar and Forquin [30]. The laser interferometer pointed 
towards the sample free-end provides the measurement 
of the particle velocity profile throughout the entire test. 
Knowing the material density and the material wave speed 
(Table 1), the apparent failure strength can be deduced by 

observing the so called velocity ‘pull-back’ and employing 
the Novikov formula [31] as: 

The pull-back velocity (Vpb) represents the difference 
between the peak particle speed (corresponding to the point 
of compression to tension transition) and the velocity at the 
first rebound. This processing relies on the assumption of 
unidimensional linear elastic wave propagation until the 
peak failure stress inside the sample is reached. Three strain 
gauges glued on the sample surface are located at differ-
ent distances from the samples free-end as to capture the 
wave propagation and reflection until the tensile macro fail-
ure occurs. The strain gauge close to the contact surface 
serves to capture the compressive pulse transmitted from 
the Hopkinson bar to the sample and to acquire the mate-
rial wave speed. This is obtained by performing a temporal 
shift of the data captured by the compressive strain gauge 
strain gauge to match the velocity profile. One such set of 
data is presented in Fig. 3 for one tested concrete sample 
(Tomo1), where the gauge and laser data are converted into 
values of axial stress assuming unidirectional elastic wave 
propagation.

When referring to the Fig. 3 it can be observed that the 
time shifted axial stress curves obtained from the strain 
gauge measurement (� = E �gauge) and from the rear face 
velocity (� = 1∕2 � C0 Vlaser) overlap quite well up-to the 
point when the peak stress is reached, after which the two 
curves are characterised with a different descending slope. 
The peak corresponds to the point where the transition 
from compressive to tensile loading stage starts and when 
the wave reflection starts taking place. The observed dif-
ference after the peak can be an indication of a different 
material response in compression and tension, namely due 

(3)�laser = 1∕2 � C0Vpb

Table 1   Experimental specification of three spalling tests conducted 
on R30A7 concrete

Sample Material Density (kg/m3) Impact 
speed (m/s)

Wave 
speed 
(m/s)

R30A7-3 R30A7 2374 11 4250
R30A7-1 R30A7 2269 8.18 3810
R30A7-2 R30A7 2359 11.24 4250 Fig. 3   Method for obtaining the material wave speed: shifted com-

pressive pulse to the pulse registered on the free-end (R30A7-1)
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to a possible difference in stiffness. This will be addressed in 
the following part by processing the full field experimental 
measurements and later on discussed in Sect. “Validation 
with numerical simulation” using FE numerical simulations.

Full Field Deformation Measurements

As previously mentioned, the temporally resolved in-plane 
displacements fields are obtained by processing the grey 
level grid images of sample surface framed with an ultra-
high speed camera. Sequences of 102 images are obtained 
for each test with the camera acquisition speed set to 1 Mfps 
with the exposure time of 1 µs. The obtained images were 
processed using the information presented in Table 2. The 
displacement maps for one tested specimen, R30A7-1 are 
given at the several frames preceding the fracture in Fig. 4. 
The displacement map at 70 µs from the beginning of the 
recording process clearly shows presence of several dis-
placement-discontinuities, namely at around 30 and 40 mm 
from free surface. The entire evolution of the measured dis-
placement maps with the evolution of average axial surface 
displacement are provided in the ‘Supplementary mate-
rial: Video 1’. From the video it can be seen that the crack 
appearing at 30 mm does not appear to fully open by the 
end of the test but rather stays closed, likely due to stress 

relaxation induced by the growth of the macro-crack appear-
ing at 40 mm that ultimately fails the sample.

From the obtained displacement fields the strain maps 
can be derived. The strain fields are derived with the same 
procedure as used in [39]. A local fit of the weighted second-
degree polynomial is performed on a span radius of 10 dis-
placement points using a diffuse approximation approach 
[72, 73]. A larger window for strain derivation is used in 
order to reduce the effects of spatial noise coming from the 
acquisition system. In complementary to previously shown 
displacement maps, the Fig. 5 displays the global axial 
strain obtained as an average strain evolution on the entire 
surface visualized with the camera. It can be observed that 
the global strain does not exhibit a pronounced change at 
times of the formation of the macro-crack, namely 70 µs. 
The entire evolution of the measured strain maps with the 
evolution of average axial strain are provided in the ‘Sup-
plementary material: Video 2’.

Identification of Material Response

In the following the virtual fields method is used to identify 
the material response of the three tested samples by extract-
ing meaningful results of stress evolution inside the sam-
ple as well as global and local material stiffness from the 
acceleration data. Then, the stress–strain response can be 

Table 2   Imaging measurement 
performance and processing 
information

Camera Shimadzu HPV-1
 Pixel array size 312 × 260 pixels
 Frame rate 1 Mfps
 Exposure time 1 µs (1/frame rate)
 Field of view 23 × 60 mm
 Number of frame 102

Grid method
 Pitch 1 mm
 Sampling 5 Pixels per period (N)
 Reference image 15

Displacement
 Window Triangular
 Spatial resolution 9 Pixels (2N − 1)
 Temporal resolution 1 µs

Strain
 Smoothing method Diffuse approximation, 10 pixel radius
 Spatial resolution 10 mm
 Temporal resolution 1 µs

Strain rate
 Smoothing method Second-order polynomial fit over 5 temporal strain points
 Temporal resolution 5 µs

Acceleration
 Smoothing method Second-order polynomial fit over 11 temporal strain points
 Temporal resolution 11 µs
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identified from these results without the need of any other 
external measurement and most importantly, no assumption 
on the material behaviour. It was observed that the stiffness 
of the tested concrete samples largely differed depending 
on the stage of the loading (compression to tension). Fur-
thermore, the estimated peak strength from the stress–strain 
curves was in all cases lower than the one obtained with 
traditional processing. Finally, the problematic associated 
to determining the strain rate at peak stress which is desired 
information to be obtained from these tests is addressed.

Stress and Strain Analysis

It was previously shown in Sect. “Full field measurements 
and Ultra High Speed photography” that by introducing a 
rigid body virtual field in the equation of principle of virtual 
work and by assuming perfect uniaxial loading conditions, 
the acting inertia can be utilised as a direct force measure-
ment throughout the spalling test. Then, the average stress in 

Fig. 4   Full field displacement maps of the concrete sample surface 
at different times preceding the macro-fracture clearly show two dis-
continuities that manifest as displacement jumps at location of 30 

and 40  mm (spatial size of presented maps presents horizontal and 
vertical distribution of measurement points in millimetres). Sample 
R30A7-1
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every observed cross section can be calculated as a function 
of the axial acceleration averaged from sample free-end to 
the observed location. The great benefit of this method is 
that the entire fields of information are embedded in the 
images captured with the ultra-high speed camera, which 
represent the only necessary measurement to process the 
entire test. After obtaining the in-plane displacement maps 
of the sample surface, it is necessary to perform the second 
degree temporal derivation of the displacement fields in 
order to obtain the acceleration maps. This is presently per-
formed with applying the temporal filtering of the raw dis-
placement measurements [74]. A second order polynomial 
fit is performed over a temporal sliding window of 11 images 
to decrease signal-to-noise ratio and evaluate the derivate in 
the central point of the moving subset. This type of temporal 
data processing was adopted from this point onward for all 
the tested samples.

The right column of the Fig. 6 shows the axial stress 
profiles reconstructed for all longitudinal positions for each 
tested concrete sample. Two distinct zones that correspond 
to the propagation of the compressive and reflected tensile 
wave can be observed. The compressive stage lasts about 
40 µs while the tensile stage is governed by the concrete’s 
tensile strength and seems to last about 15 µs after which 
the stress values are close to zero. It can be also observed 
that the stress is much larger during the first stage of the 
compressive loading than during the second tensile loading 
stage. Finally, a strongly homogeneous stress field can be 
observed during the tensile loading stage. When referring 
back to the space–time maps of strains, on the left hand 
side of Fig. 6, it is clear that the low stress values in ten-
sion are caused by samples’ failure that manifests through 
the presence of several strain localisations. Interestingly, 
strain localisation can already be observed at 30 mm from 
the free surface even though after the tests only cracks at 
40 mm were visible to the eye in the samples R30A7-3 and 
R30A7-1. This is due to the fact that the crack at 30 mm 
is in fact closed micro-crack as already mentioned when 
displacements maps were analysed. This can be better seen 
in the 3D strain maps given in the ‘Supporting material: 
3D graphs’ of this article where the strain concentration at 
30 mm from free end are lower than the values at the loca-
tion of the observed macro-crack.

From the illustrated stress and strain maps, the local 
stress–strain curves can be obtained in each cross-section 
of the tested samples. Those of the highest interest are the 
locations that correspond to the positions of crack forma-
tion where the non-linear material response is expected. The 
tested samples were also instrumented with strain gauges 
that are glued at a certain distance from the sample’s free-
end as shown in Fig. 1. The strain gauge generally intro-
duces minor spatial filtering of the deformation data due to 
their physical size. Therefore, a virtual gauge can be chosen 

to process the stress and strain fields as to provide addi-
tional spatial smoothing of the data. The area chosen was 
of 20 × 1 mm which represents characteristic grid size of 
conventional polyester foil gauges used in this type of exper-
iment. Figure 7 represents the reconstructed stress–strain 
response of three concrete samples applying a virtual gauge 
at 30 mm and 40 mm from free-end. In each figure the start-
ing point is marked after which the stress values start to 
increase.

Since the spalling test provides a unidirectional stress 
state, the slope of the curves describes Young’s modulus 
of the sample at these locations. It can be observed that the 
response in all cases is reasonably linear in compression. 
However, the response of the material is different during the 
compressive and tensile loading stage, for that reason two 
linear regressions are performed. The first regression line is 
performed on the set of stress–strain points that construct 
the compressive stage, neglecting the first several points that 
correspond to low acceleration levels. The second regression 
is performed on the tensile part of the curve up-to the point 
which corresponds to the peak stress. It becomes clear that 
the slopes of the regression lines differ from compressive to 
tensile stage pointing towards different material responses. 
Furthermore, there is an indication of non-linear behaviour 
few moments prior the peak stress. The curves show that the 
stress values flat out after reaching a peak that could be asso-
ciated with the progressive damage process prior the failure. 
The obtained values of Young’s modulus and the maximal 
tensile stresses from the presented stress-strain curves are 
summarised in Table 3.

Interestingly, for all tested samples the maximal stress 
reached seems to be lower than the values obtained with 
traditional Novikov processing, presented in Table 3. As dis-
cussed in the previous work of the main author, the reason 
for this is that the standard Novikov processing technique 
for obtaining the ultimate stress, relies on the assumption 
of the propagation of linear-elastic waves up to the failure. 
Whereas, it is clear from the reconstructed stress–strain 
curves that the response exhibits certain non-linear behav-
iour far from the macro-crack plane, owing to the progres-
sive growth of cracks. Finally, the results clearly show that 
the Young’s modulus in the dynamic tension is 40–70% 
lower than the Young’s modulus identified during the com-
pressive response. This reduction of tensile stiffness could 
be explained to some extent by the possible presence of ini-
tial defaults as it has been observed in previous works on 
dynamic tensile testing of granite rock material [75].

Strain Rate

Another difficult challenge associated to the characteri-
sation of dynamic tensile response of concrete is to well 
define both the peak stress and corresponding strain rate 
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in the tested specimens. In fact, both stress and strain rate 
can considerably vary throughout the spall test. Obtaining 
accurate values of strain rate at failure is a prerequisite for 
well understanding the strength increase with the rise in 

rates of deformation. One way of controlling the strain rate 
is to devise experimental techniques that maintain mainly 
constant evolution of strain rate close to the failure location. 
In the present work, a pulse shaping technique of so-called 
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spherical cap projectile is used that was numerically opti-
mised and verified in [30, 76]. This technique decreases the 
variation of strain rate and reduces the initial shock effects 
by increasing the rising time of the loading pulse. The iden-
tification of the strain rate at failure, as presented in [30], 
starts off by obtaining the apparent failure strength of the 
material from the rear face velocity profile. Next, the fic-
tive stress curves obtained from the strain gauge history 
(i.e. Edyn.�gauge) are traced up-to the deduced failure stress 
to obtain the time at failure. It has to be mentioned that the 
Young’s modulus used is the one identified by wave speed 
analysis (i.e. compressive stiffness). Then by simple deriva-
tion of the strain data obtained from the gauges glued on 
the sample surface an interval of strain rate at failure can be 
obtained. Change of axial stress as a function of strain rate 
can be reconstructed directly from the full field data.

In that case, only one temporal derivation of strain is 
necessary which is presently performed by deriving a sec-
ond order polynomial fit over a sliding window of 5 strain 
points. The 20 point virtual gauge is introduced to provide 
additional smoothing to the reconstructed curves that are 
shown in Fig. 8 for locations at 30, 40 and 50 mm from the 
free end. In the useful part of the plot (positive stress and 
strain rate) low variations of strain rate close to the point of 
the macro fracture can be concluded from curves at 30 and 
40 mm. The variation of strain rate increases at the loca-
tion 50 mm when the failure takes place and the axial stress 
drastically decreases.

Another way of obtaining the values of strain rate at peak 
stress is to analyze the strain rate history at the positions of 
30 and 40 mm from the free end as shown in Fig. 9. The 
vertical lines mark the time when the stress in the samples 
reaches the peak, which is obtained from the reconstructed 
stress–strain curves shown in Fig. 7. Additionally, measure-
ment data obtained from actual gauges glued at 40 mm from 
the sample free-end are shown for comparison. It can be seen 
that the results obtained from the virtual gauge and from 
real gauge at the same distance coincides well and the small 
differences can be attributed to the local heterogeneities of 
the concrete material.

Next the strain rate at stress peak can be estimated. Here, 
several techniques will be compared just for sake of show-
ing that even up to today the measurement of strain rate 
remains quite difficult to obtain. First technique relies on 
processing only the point-wise measurements as proposed 
in [30] (Method 1), the second one utilizes the same method 
but with the strength obtained from the stress–strain curves 
reconstructed from full field measurements (Method 2). In 
the third method, the failure stress and strain rates are pro-
vided for two locations along the sample axis by only using 
the virtual gauge measurement from the data obtained by 
using ultra-high speed photography and the virtual fields 
method (Method 3). Finally, the time that corresponds to 
peak stress obtained from reconstructed stress–strain curves 
(Fig. 7) can also be used to obtain the strain rate that is cal-
culated from real strain gauge history data (Method 4), here 
shown for the sake of comparison. The data obtained with 
all methods are presented in Table 4.

The first two methods provide generally lower values 
of strain rate at the failure location. This is due to the fact 

Table 3   Results of identification from the reconstructed stress–strain curves

Sample Gauge 
position 
(mm)

Young’s modulus 
compression Ec 
(GPa)

Strain rate (s− 1) Young’s modulus 
Tension Et (GPa)

Dissymmetry 
factor Et/Ec (%)

Tensile 
stress 
(MPa)

Time to 
peak (µs)

Novikov (MPa)

R30A7-3 30 43.54 16.72 38.54 7.27 7 /
40 44.06 60–100 13.47 30.65 6.96 7

R30A7-1 30 36.61 21.03 57.45 8.48 6 10.6
40 35.22 80–100 20.65 58.56 8.81 6

R30A7-2 30 35.89 17.65 49.11 11.84 6 15.1
40 35.33 120–130 15.25 43.21 12.14 7
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that the non-symmetric response of the material is not 
being taken into account and only the compressive stiffness 
is used. The methods three and four, which rely on data 
extracted from VFM processing, provide higher values of 
local strain rate, which are considered more realistic as there 
have been no assumptions made on the material behaviour 
beforehand.

Procedure to Identify Global Young’s Modulus

The procedure to identify the average Young’s modulus of 
quasi-brittle materials subjected to dynamic spalling test 
is based on the analysis already presented in [39] and is 
obtained by dividing the average virtual work associated to 
internal and external forces, (Eq. 2), as reported in [77]. 
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Fig. 9   Strain rate history for three tested samples with virtual gauge at 30 and 40 mm and a real gauge at 40 mm.  a–sample R30A7-3; b-sample 
R30A7-1; c–sample R30A7-2

Table 4   Several methods to obtain the strain rate

Sample Position Method 1: (�laser;�gauge) Method 2: (�VFM ;�gauge) Method 3: (�VFM ;�VFM) Method 4: (tVFM ;�gauge)

Tensile stress Strain rate Tensile stress Strain rate Tensile stress Strain rate Time at 
peak stress

Strain rate

R30A7-3 40 mm / / 6.96 71 6.96 111 78 119
R30A7-1 40 mm 10.6 78 8.81 94 8.81 101 64 92
R30A7-2 40 mm 15.1 117 12.14 120 12.14 153 63 142
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The stiffness parameter obtained in this way can also be 
referred to as the global Young’s Modulus as it is derived 
from temporal acceleration and strain maps averaged on the 
entire framed sample surface. Figure 10 shows the tempo-
ral identification of the global Young’s modulus for three 
spalling tests performed with the corresponding mean values 
obtained in the compression interval. A more interesting part 
of the presented results is the second interval which cor-
responds to tensile loading stage. In both cases, the global 
Young’s modulus values are much lower than in compres-
sive stage and after reaching a local peak decrease towards 
zero by the end of the acquisition. This was attributed to the 
damage processes that are triggered during the tensile stage, 
that finally lead to formation of one or several macro-cracks 
as discussed in [39].

On the other hand, the values observed in tension differ 
from the values obtained by performing linear regression 
of the local virtual gauge response. The sensitivity study 
performed with the methodology of simulating the entire 
chain of experimental measurement, based on reproducing 

the image forming process with finite element computations, 
showed that the measurement of global Young’s Modulus 
can be quite influenced by various external factors such 
insufficient lightning, under-sampling of the grid pitch as 
well as camera noise [78]. Consequently, although the iden-
tified response provides reasonable results during the com-
pressive stage, it does not allow for a precise identification 
of the value of the dynamic modulus in tension due to being 
sensitive to noise, but rather serves as an indicator that the 
damage is present in the material. Another reason that pre-
vents the extraction of reliable stiffness values is that the 
stability of the identification depends on the order of the 
polynomial used to expand the virtual fields that can over-
smooth the values of already low dynamic tensile modu-
lus. Finally, the method only allows the identification of a 
global stiffness value while on the other hand concrete is a 
highly heterogeneous material which local stiffness varies 
with respect to its mesostructure. Nevertheless, the method 
provides reasonable identification results during the com-
pressive loading stage that are closely consistent with the 
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values of Young’s modulus obtained from the measurement 
of unidimensional wave speed using the time shift between 
strain gauge and laser interferometer (Edyn = �(C0)

2). The 
results from both methods are summarized in Table 5 where 
the averaged dynamic Young’s modulus in compression is 
obtained as an overall average on corresponding confidence 
intervals.

Validation with Numerical Simulation

The previous part of the paper dealt with processing the 
spalling experiments by using both traditional and full field 
measurement techniques. The virtual fields method was used 
to identify the material response from full field displace-
ments using the acceleration maps as an alternative load cell. 
Then, it was possible to reconstruct the stress–strain curves 
of each tested sample at any given cross-section visualised 
with the ultra-high speed camera. The results shown that the 
value of peak stress obtained from the stress–strain curves 
was constantly lower than the one obtained with Novikov 
processing. Furthermore, the identified Young’s modulus 
in dynamic tension was in all cases lower than the stiffness 
obtained in the compressive stage of the test.

In this section, the effect of the change of Young’s modu-
lus on the Novikov processing of test results is explored 
through explicit FE numerical simulations. A damage 
model known as the PRM model (Pontiroli, Rouquand and 
Mazars) [79, 80] is used to simulate the dynamic spalling 
tests through a user subroutine. This model permits to 
explicitly impose the level of tensile strength (peak stress in 
tension). The model incorporates Mazars damage law [40] 
and a dissymmetric parameter that can reproduce different 
linear response of concrete in compression and tension prior 
the peak stress. The simulation results show that without 
changing the failure stress criterion, the rear face velocity 
is largely affected by the dissymmetric concrete response 
which can ultimately lead to errors in estimating the appar-
ent tensile strength by using the Novikov data processing. 

Finally, an inverse identification was performed in order to 
fit the numerically rear face velocity profile to the experi-
mental one up-to the first rebound. It was shown that both 
peak stress and the stiffness dissymmetry response identi-
fied by using the VFM and ultra-high speed displacement 
measurements need to be taken into account in order to have 
a good agreement between the numerical and experimental 
velocity curve. Finally, the validity of traditional processing 
with using the Novikov formula was discussed, suggesting 
that one dimensional linear elastic approximation is not a 
valid tool for retrieving reliable values of spall strength in 
concrete-like materials.

The PRM Damage Model

The PRM damage model has been developed to simulate the 
response of concrete material under severe loading condi-
tions, describing the material’s response under cyclic and 
dynamic loading. This model has been extensively used to 
describe complex phenomena that occur during soft and 
hard projectile impacts [81, 82]. By relaying on two sca-
lar damage variables that define the damage evolution law 
separately in compression and tension, the model permits 
to describe various phenomena related to loss of stiffness 
under both tensile and compressive loading. Under uniaxial 
loading condition, where the damage is only considered to 
take place during the tensile loading, the governing equation 
of the damage model used is the following: 

where � is the total macroscopic axial stress in the material, 
⟨�⟩− and ⟨�⟩+ are the negative part and the positive part of 
the axial strain in compression and tension respectively, Ec 
and Et represent linear elastic material stiffness in compres-
sion and tension respectively and Dt is the internal damage 
variable in tension that is in the domain [0−1], where the 
value 0 corresponds to perfectly elastic virgin material and 
1 to completely damaged state. The damage evolution law 
is dictated by the amount of ultimate deformation that the 
material can experience during the loading. In the present 
case, a simplified version of the model was used to describe 
the material response subjected to tension while in the com-
pression the material is assumed to behave perfectly lin-
early elastic. The damage starts if the equivalent strain in 
the material surpasses a threshold value defined as �0. The 
damage evolution law for a uniaxial tensile case reads: 

(4)� = Ec⟨�⟩− +
�
1 − Dt

�
Et⟨�⟩+

(5)

⎧⎪⎨⎪⎩

𝜀 ⩽ 𝜀0 → Dt = 0

𝜀 > 𝜀0 → Dt = 1 −
𝜀0(1 − A)

𝜀
− A 𝜔 exp(−B(𝜔𝜀 − 𝜀0))

Table 5   Identified dynamic Young’s modulus in GPa during the com-
pressive stage of the spalling test by applying virtual fields method 
and wave speed measurement

Sample Virtual fields method Wave speed 
measure-
ment

R30A7-3 Mean: 33.02 42.88
Std: 3.64

R30A7-2 Mean: 38.44 42.61
Std: 4.09

R30A7-1 Mean: 34.89 32.94
Std: 3.62
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where the constant A is the characteristic material param-
eter, B = 1∕�0 is obtained from the ultimate stress criterion 
�0 = �u∕Et where the �u is the maximal stress limit after 
which the damage starts taking place and � is a regulariza-
tion parameter based on the Hillerborg dissipated energy 
concept to limit the mesh dependency during strain and 
damage localization phenomena [83]. The regularization 
method is introduced by modifying the damage evolution 
law in such way that it ensures a constant dissipated energy 
per surface unit in a single finite element regardless of the 
element size (Lfe). To this end, a concept of internal charac-
teristic length is introduced (Lc) based on the defined input 
fracture energy (Gf). Finally, the regularisation parameter � 
is expressed as follows: 

However, the regularization procedure, when used with 
small finite elements, can lead to a dissipated energy and 
velocity profile on the rear face that are sensitive to the 
mesh size [41]. Indeed, it was shown that for a ratio 
between the internal characteristic length and the finite 
element size above 4 the dissipated energy substantially 
increases. In that case, the simulated free-end velocity pro-
files are strongly affected after the first rebound due to the 
development of an quasi–elastoplastic stress–strain behav-
iour caused by reduced mesh size [41]. An adequate mesh 
size needs to be chosen as compromise between the good 
spatial discretisation of the numerical model on one hand, 
and the dissipated energy within the system on the other 
hand. According to the mesh sensitivity study presented 
in [41] as a general guideline can be adopted Lc

Lfe

⩽ 4. In the 

case when the regularization is not used (� = 1) the 
description of the damage law becomes simplified as 
follows: 

The stress evolution of the material response under ten-
sion and the corresponding damage evolution law for the 
case when the regularization is omitted are presented in 
Fig. 11.

It is worth mentioning that the applied constitutive law 
perfectly corresponds to the assumptions made when the 
spall strength is determined using the Novikov processing. 
The material behaves linearly elastic up-to the ultimate 
stress is reached after which the response is governed by 
the damage evolution law.

(6)� =
�0

�
+
(
1 −

�0

�

)Lfe
Lc

where Lc = E
Gf

�2
u

(7)

⎧⎪⎨⎪⎩

𝜀 ⩽ 𝜀0 → Dt = 0

𝜀 > 𝜀0 → Dt = 1 − exp

�
1 −

𝜀

𝜀0

�

Finite Element Simulation and Numerical Results

The 3D finite element model of a spalling sample was cre-
ated in order to simulate the mechanical response of concrete 
under dynamic tension using Abaqus/Explicit software. The 
PRM damage model was implemented in the simulations 
through a user subroutine VUMAT to describe the material 
behaviour. The sample geometry is the same as in the experi-
mental part with a length set to 140 mm and a diameter equal 
to 45.5 mm. The C3D8R elements (three dimensional ele-
ments with reduced integration and eight nodes) were used 
to generate a mesh of 35, 140 elements with the average 
element size of 2 mm 

(
Lc

Lfe

⩽ 4
)
. The mesh size was chosen 

according to the mesh sensitivity study reported in [41]. The 
loading boundary condition was considered as a distributed 
pressure pulse with the temporal distribution obtained from 
an actual experiment. Instead of simulating the entire 
spalling setup the experimental loading pulse was applied 
directly on the bar-specimen interface which was shown to 
be a good approximation from the numerical point [84]. 
Numerical simulation showed that the variation of rear face 
velocity for all nodes is about 1.4% of the average peak 
nodal velocity. Therefore, the rear face velocity profile was 
obtained as an average velocity of the entire set of nodes that 
constitutes the back end of the numerical sample. Further-
more, since the accent is on well simulating the effect of 
material non-symmetric response on the rear face velocity 
profile up-to the first rebound, the Hillerborg’s regularization 
technique was be omitted by setting the value � to 1.

Figure 12 shows the effect of different parameters of the 
damage model on the rear face velocity profile in the simu-
lated spalling tests. While the ultimate tensile stress only 

Fig. 11   The tensile behaviour of the PRM model used to simulate the spalling 
experiments with parameters: E

c
= 35.5 GPa, �

u
= 8.5 MPa, � = 1 and 

A = 1
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influences the value of the velocity rebound as expected 
(Fig. 12a) a very interesting observation is that the dis-
symmetrical response, taking into account the different 
Young’s moduli in compression and tension, also has an 
important effect on the values of the velocity rebound as 
seen in Fig. 12b. It is clearly observed that the lower the 
ratio between the tensile and the compressive stiffness the 
larger is the value of the velocity pullback (the difference 
between maximal velocity and the velocity at rebound). 
This further implies that without taking into account the 
non-symmetric response of concrete in the spalling experi-
ments, the determined values of the apparent spall strength 
can be overestimated. Finally, it can be also observed that 
the deceleration part of the velocity profile (after the peak 
velocity is reached), which corresponds to the compres-
sion to tension loading transition, is also affected by the 
dissymmetry factor. This explains the measured results 
obtained from the shifted compressive gauge and the laser 
interferometer in Fig. 3 where indeed in the decelera-
tion part, a misalignment of the two reconstructed stress 
response curves is also observed.

It has to be mentioned that the PRM model used in 
these simulations completely adopts the assumptions made 
on the material behaviour when experimental results are 
being processed using the acoustic approximation (linear-
elasticity up-to peak). Interestingly, the results presented 
in Fig. 12a indicates that if this assumption as well as the 
assumption of instantaneous failure were valid, the change 
in ultimate tensile strength would indeed only influence 
the velocity rebound. However, the experimental results 
presented in the first part of this article demonstrated a 
non-linear response before the peak and a non-symmetric 
response in compressive and tensile stage, which questions 

the applicability of the Novikov processing when concrete-
like materials are investigated.

Numerical Identification Procedure and Comparison 
to the Experimental Results

In order to further explore the validity of the identified 
material response as well as the reliability of the Novikov 
processing, an inverse identification is performed based on 
reproducing the rear face velocity profile with the simulated 
spalling experiments using the PRM damage model. The 
model assumes a perfect linear-elastic response in compres-
sion while describing a damage response in tension along 
with a reduction of material stiffness prior the stress peak. 
The FE computations have been performed using the input 
data obtained from the experimental measurements (com-
pressive pulse) and the numerical results have been com-
pared to the experimentally measured rear-face velocity 
profile. The comparison between the numerically simulated 
and experimentally measured rear face velocity profiles for 
one concrete sample is depicted in Fig. 13. The Hillerborg 
regularisation technique was used for the sake of obtaining 
the curves with the similar post rebound response, however, 
it needs to be mentioned that in this case the most impor-
tant result to be compared to experimental data concerns the 
simulated velocity rebound.

The obtained numerical results demonstrate that both 
the change of the material stiffness and the ultimate tensile 
strength influence the rear-face velocity pullback. In the pre-
sent case, the non-symmetric response in compression and 
tension is considered in the numerical simulations through a 
bi-linear change in material elastic stiffness while strain sof-
tening and loss of tensile stiffness is modelled using Mazars’ 
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damage law. The experimental specimen analysed in the pre-
sented case is labelled as R30A7-1 concrete sample. The 
numerical simulations have been performed for three distinct 
cases (Fig. 13). First one considers only the input parameters 
obtained utilizing the traditional processing of experimen-
tal data, namely the Novikov ultimate tensile stress (�u =
10.6 MPa) and linear symmetric response in compression 
and tension (Et∕Ec = 1). The second case, considers only 
the data obtained from the virtual fields method process-
ing and full field measurements, namely a lower ultimate 
tensile stress (�u =8.5 MPa) and non-symmetric response in 
compression and tension (Et∕Ec = 0.585). Finally, the third 
case considers the Novikov ultimate stress (�u =10.6 MPa) 
as the damage onset parameter and the non-symmetric 
response obtained from applying the virtual fields method 
(Et∕Ec = 0.585), making it a combination of the two pro-
cessing techniques. The parameters of the PRM model used 
in the above mentioned numerical simulations are given in 
Table 6.

The numerical results indicating that the tested sample 
stayed in the domain of linear elasticity in the compressive 
stage owing to the fact that that all three simulated velocity 
profiles well correspond to the experimental curve up-to 

the peak velocity. The more significant part of the curves 
is after the peak velocity where the wave reflection takes 
place. In this domain the numerical curves start to display 
different tendencies. Both numerical velocity profiles for 
the first and second case exhibit the same value of the pull-
back velocity which is close to the experimental one, even 
though different ultimate tensile strengths were considered 
as the input parameters. What seems to be more striking 
is that if the curve for the second case is treated with the 
Novikov approach, the failure stress obtained would be 
close to 10.6 MPa while the ultimate failure stress used as 
an input in the damage model is 8.5 MPa. Furthermore, 
it can be observed that the deceleration part of the veloc-
ity curve obtained with the VFM data (second case) bet-
ter matches the experimental one after the peak velocity. 
The small discrepancies between these two curves can 
be attributed to the fact that the numerical model used 
assumes perfect linear elasticity to the peak stress and 
approximates the non-symmetric response as a bi-linear 
response. Indeed, in the reconstructed stress–strain curves 
presented in Fig. 7 it can be seen that the non-symmetric 
response gradually starts picking up by the end of the com-
pressive phase and then extends to the tensile phase. Both 
these approximations can be considered to affect the cur-
rently simulated velocity profiles. Finally, when the third 
case is considered, the simulated velocity rebound largely 
overestimates the experimental response leading to an 
error of about 15% in pull-back velocity.

The presented results demonstrate that using the 
assumption of the same dynamic Young’s modulus in 
compression and tension as well as applying the Novikov 
processing can lead to erroneous values regarding the 
dynamic tensile strength of brittle materials. Owing to 
its complex microstructure, concrete material behaves in 
a non-linear way before the failure takes place. On the 
other hand, the virtual fields method does not employ any 
constitutive assumptions on the material behaviour and 
completely relies on the information embedded in the 
images capture by an ultra-high imaging system. As such, 
this method highly depends on the performance of these 
systems and requires noise reduction methods for extract-
ing meaningful results owing to limited performance of 
the acquisition systems. However, the future technological 
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Table 6   Parameters used in the spalling simulations with the PRM model

Case Data Density (kg/m3) Young’s 
modulus 
(GPa)

Poisson 
coefficient

Tensile 
strength 
(MPa)

Fracture 
energy (J/
m2)

Lc (mm) A B Factor of 
dissym-
metry

1 VFM 2290 35.5 0.2 8.5 15 7.37 1 1 0.585
2 Novikov 2290 35.5 0.2 10.6 15 4.74 1 1 1
3 Novikov and VFM 2290 35.5 0.2 10.6 15 4.74 1 1 0.585
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advancements in the field of ultra-high speed photography 
will most certainly bring benefit to these types of inertial 
experiments.

Conclusion

The spalling technique has been widely adopted as a reliable 
way of obtaining the dynamic tensile strength of concrete-
like materials at intermediate and high strain rates. How-
ever, the assumptions made during the traditional Novikov 
processing of the experiments using the rear-face velocity 
pull-back remain quite basic when brittle materials such 
as concretes are investigated. In particular, the assumption 
that the material behaves linear-elastic up-to the peak tensile 
stress, when an instantaneous failure occurs which initiates 
the velocity rebound, and the compressive and tensile elastic 
moduli are identical are questionable. An attractive alterna-
tive is the application of ultra-high speed photography for 
obtaining full-field measurements and the use of the virtual 
fields method to identify the material response during the 
spalling experiments. In this work an ultra-high speed imag-
ing system has been used to film the surface of concrete sam-
ple instrumented with a grid pattern in order to measure the 
temporally resolved displacement fields with 1µs inter-frame 
time. Then, the virtual fields method was used to exploit the 
inertial component of the test, by reconstructing the aver-
age stress history in a cross section and the evolution of 
the average Young’s modulus in time. The present part I of 
the paper presents results of three spalling tests conducted 
on ordinary concrete samples both using the traditional and 
VFM processing techniques. The results were compared and 
the main conclusions are as follows:

•	 A non-symmetric response in compression and tension 
is observed in all stress–strain curves reconstructed by 
using the virtual fields method. The observed tensile 
stiffness is up-to 50% lower than the initial compressive 
stiffness. This is then verified with the identification of 
the temporal evolution of the average Young’s modu-
lus. While the average stiffness value in the compressive 
stage is close to the one obtained with the wave speed 
measurement, the tensile stiffness modulus is markedly 
lower and is found to decrease after reaching a critical 
point owing to damage in the material.

•	 In all tested samples the peak stress value obtained with 
the VFM processing was substantially lower than the one 
obtained with the Novikov approach and the measure-
ment of the velocity pullback.

In order to further investigate the reliability of Novikov 
processing techniques, numerical simulations have been per-
formed using a damage model that assumes a linear elastic 

behaviour up-to peak tensile stress and a softening behav-
iour in the post peak regime. Furthermore, the implemented 
model allows taking into account the non-symmetric mate-
rial stiffness in compression and in tension (prior the peak 
stress). The simulation results are compared to the experi-
mental data with respect to the rear face velocity profiles and 
the following observations are made:

•	 While the change of ultimate tensile stress in the damage 
model only leads to the change of the velocity rebound, 
the change in the dissymmetry factor of material elas-
tic response influences both the value of the velocity 
rebound and the deceleration part of the velocity pro-
file. It shows that, for the case of the bilateral material 
response, the rebound velocity does not represent a reli-
able way of determining the ultimate tensile strength.

•	 Only in the case when the experimentally identified val-
ues of peak tensile stress and the material non-symmetric 
stiffness response obtained with the VFM processing 
are used as input parameters, the numerical simulation 
was able to well reproduce the rear-face velocity profile. 
On the other hand, when utilizing the same value of the 
Young’s modulus identified during the compression stage 
in tensile stage and as well as in the case of using the 
tensile strength obtained with the Novikov processing as 
input parameters, numerical computations were not able 
to faithfully reproduce the rear-face velocity profile from 
the experiment.

The presented results clearly indicate the sensitivity of the 
traditional processing of the spalling experiments which is 
based on the analysis of the rear face profile and the Novikov 
formula. This processing can lead to erroneous conclusions 
regarding the tensile strength of brittle materials. The rea-
son is mainly due to the fact that the entire damage his-
tory, including pre-peak non-symmetric response caused by 
micro-cracking is embedded in the measured velocity pro-
file. And if this is not taken into account, the simple acoustic 
approximation and the velocity pull-back seems not to be 
valid as a spall criterion. On the other hand, the virtual fields 
method does not rely on any material constitutive assump-
tions and instead of one measurement provides rich fields of 
information that can be used for material identification. This 
technique allows direct identification of the non-symmetric 
material response and direct measurement of local strains 
and strain rates on the sample surface. Furthermore it allows 
reconstruction of average longitudinal stress profiles using 
only the acceleration data.

Nevertheless, this technique, although clearly superior 
to traditional processing, strongly depends on the perfor-
mance on the ultra-high speed acquisitions systems as well 
as noise sources that can propagate from the captured images 
to the identified results. Due to the temporal and spatial 
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noise present in the currently employed imaging system 
significant low-pass filtering was used in order to extract 
meaningful identification results. For this reason, recent and 
future technological advancements in this field regarding 
the increased stability of the images, as well as spatial and 
temporal resolution would certainly bring only benefit to this 
type of diagnostics techniques.
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