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Abstract
Research on missing data in panel datasets has focused on attrition where respond-
ents drop out and do not return. An equally important, but understudied, form of 
missing data include missed interviews where respondents contribute different num-
ber of total interviews to a panel dataset. Because individuals with crime-related 
characteristics miss more interviews, conditioning one’s sample on different number 
of waves changes the composition of the sample, and likely the subsequent conclu-
sions. Scholars must weigh the balancing act of wanting a sample with more waves 
of data to tease out their panel process against the concern that they will lose indi-
viduals sensitive to the process under study by requiring too many waves of data. 
Using the Pathways to Desistance study, a panel dataset of youth who have com-
mitted serious offenses, we compared sample characteristics across multiple condi-
tioned samples to unpack how the characteristics of one’s sample changes as more 
waves are required to be entered into the sample. We further demonstrate the impli-
cations of this in an applied setting by examining the relationship between residen-
tial mobility and perceptions of informal social costs. Our results indicate that the 
characteristics of one’s panel sample are sensitive to the number of waves one condi-
tions their sample upon. This is especially prevalent for offending where those who 
contribute fewer waves of data consistently report higher levels of offending. In our 
empirical demonstration, substantive conclusions change across conditioned sam-
ples. Our study provides unique insight into an understudied phenomenon while also 
providing practical advice to panel dataset scholars.
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Introduction

Panel datasets have been increasingly relied upon to test criminological theories 
including life-course theories of crime. Panel datasets contain subjects, like individ-
uals, neighborhoods, or states, that are repeatedly measured over time at set intervals 
(e.g., the same individuals are interviewed every 6 months). Panel datasets afford 
numerous benefits to researchers including an enhanced ability to temporally order 
constructs of interest, assess change and development over time among respondents 
in those constructs, and the added benefit of parsing out time-stable and time-var-
ying heterogeneity among those respondents in the constructs of interest (Allison, 
2009; Caruana et al., 2015; Joshi, 2016). For many criminological inquiries, these 
are not inconsequential benefits but rather necessary features due to the nature of the 
theory being tested. For example, life-course theories of crime are inherently devel-
opmental: As individuals progress from adolescence into adulthood, they become 
more strongly attached to agents of informal social control—such as significant 
others and employment—that make offending less likely because it may jeopardize 
their relationship with these agents (Maruna, 2001; Sampson & Laub, 1993, 2016). 
In order to test this theory and perspective, scholars require data on individuals 
that extend for several years to assess how individuals’ attachments to these agents 
change over time and to be sure that these attachments occur before hypothesized 
reductions in crime.1

Even though panel datasets have several features that make them desirable or 
necessary in testing crime-related theories, they also contain unique missing data 
patterns that may pose problems. Most criminologists are likely aware of item non-
response where a respondent may make a mistake or decline to answer a question 
(e.g., income). The additional missing data pattern for panel datasets is a missed 
interview or multiple missed interviews (sometimes called “wave nonresponse”).2 
Criminologists have typically coined this as attrition or dropout. However, the con-
ception of attrition or dropout in the singular where a respondent exits a study in full 
does not fully capture the nature of missed interviews in panel datasets.3 There are 
additional patterns of missed interviews (Lugtig, 2014; Satherley et al., 2015) where 
respondents contribute different number of waves which may, for example, lead one 
to be observed during waves 1, 3, and 5, but missing from waves 2, 4, and 6 in a 
six-wave panel dataset. These varying patterns of missed interviews affect the total 
number of interviews respondents contribute to the pooled panel dataset.

As with the well-known issue of item nonresponse, researchers must decide what 
to do with respondents that are missing interviews. This is often a subjective decision 
where researchers decide how many interviews a respondent must have contributed 

1  We are simplifying this theoretical perspective in the interest of parsimony and demonstration pur-
poses.
2  We use the terms “interview,” “wave,” “period,” “recall period,” and “follow-up interview” inter-
changeably throughout this paper to refer to subsequent points of data collection within a panel dataset.
3  There are instances where this characterization is accurate, such as when a respondent retracts consent 
or declines to continue participating in a study. This form of dropout would be a singular and total dis-
continuation with the study.
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to be retained in their analytic sample. If this decision is not made by the researcher, 
computer programs applying certain panel data methods will make that decision for 
the researcher.4 Consider a panel dataset that contains six follow-up interviews after 
a baseline interview from which you wish to study some phenomenon of interest. 
What would the optimal number of waves be from which to condition the sample: at 
least two observed waves? at least three observed waves? observed for all six waves? 
This decision is complicated by a delicate balancing act scholars must consider: 
include as many waves of data as possible to attain a more precise depiction of the 
changing process weighed against the concern of excluding those who were unable 
to contribute the desired number of waves. These many sampling possibilities and 
balancing concerns are emblematic of “researcher degrees of freedom” (Gelman 
& Loken, 2013) where the researcher has many subjective decisions available to 
them, without much empirical guidance as to the consequences of these decisions. 
As a result, one’s ultimate sampling decision is often not stated in the manuscript 
whether intentionally or, more often, unintentionally.5 Of concern, then, is what fac-
tors determine or affect those who missed their interviews. If the primary constructs 
of interest are also related to missing an interview or multiple interviews, then this 
seemingly innocuous sampling decision becomes consequential.

A rich literature has shown that respondents who dropout of studies are different 
on important background, social, and psychological characteristics from respond-
ents who remain in the sample (Fitzgerald, 2011; Hauser, 2005; Keyes et al., 2020; 
Thimasarn-Anwar et  al., 2014). Those who attrit, or drop out, are also different 
in past offending experiences and other characteristics related to offending ([e.g., 
psychological and familial issues] Cordray & Polk, 1983; Farrington et  al., 1990; 
Thornberry et al., 1993; Western et al., 2016). While insightful, the vast majority of 
criminological studies examining the effects of attrition have typically been focused 
upon attrition in a singular fashion where the dropout is permanent and persists for 
the remaining duration of the study. However, missed waves in panel datasets do not 
always neatly conform to this dichotomy (see, e.g., Saiepour et al., 2016; Satherley 
et al., 2015; Ware et al., 2006). As Lugtig (2014, p. 717) noted: “Almost all of the 

4  For example, a fixed effects model (Allison, 2009) requires at least two waves from a respondent in 
order for the analysis to be conducted. The default for many computer programs is that they will include 
those individuals who were observed at least twice throughout the entire panel dataset. In a six-wave 
panel dataset, this may result in respondents being entered into the sample who were observed for any 
combination of two waves, including only the first and sixth waves, the first and second waves, the fifth 
and sixth waves, and so on. The wave combinations these individuals were observed for may not be 
conducive to the developmental theory under study. Other modeling strategies focused upon growth or 
change as one ages—such as growth curve and group-based trajectory models—often require multiple 
consecutive waves of data from respondents where those who do not contribute these required consecu-
tive waves are not included. While the implications surrounding consecutive waves are beyond the scope 
of this study, it is conceptually related vis-à-vis the number of waves respondent contribute to a panel 
dataset.
5  Most often what is found in the literature is of the sort “we use data from a longitudinal design 
between the years [xxxx] and [xxxx].” Much information remains unknown, such as how many waves the 
researcher(s) condition their sample on and the characteristics of the individuals who are missing inter-
views and unable to contribute to the sample as compared to those who do provide the sufficient number 
of interviews to be in the sample.
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respondents in our study miss one or more waves of the study. Sometimes, wave 
nonresponse leads to permanent dropout, but more often, respondents return to the 
panel survey.” As researchers require respondents to have been interviewed for more 
waves to be entered in their sample, there is an increased risk that the respondents 
comprising these extra waves of data “will not maintain the initial sample over time” 
(Jeličić et al., 2009, p. 1195). Those most likely to miss interviews are more likely 
to be included in less restrictive samples (e.g., at least two or three waves out of six 
total) as compared to more restrictive samples (e.g., at least five or all six waves out 
of six total). This is particularly salient for criminological studies because individu-
als with crime-related characteristics such as mental illness, justice involvement, 
or drug use miss more interviews (Cordray & Polk, 1983; Farrington et al., 1990; 
Thornberry et al., 1993; Western et al., 2016). The more waves of interviews one 
requires respondents to have contributed, the less likely respondents with unique 
crime-related characteristics are included in the sample.

Common solutions to missing data often include imputation methods, which 
have grown in popularity among criminologists since Allison’s (2002) exposition.6 
These methods used to address missing data require that the researcher is aware of 
what is causing the data to be missing (missing at random [MAR]) or that the miss-
ing data is missing completely at random (MCAR). Imputation strategies are used 
with greater success to combat item nonresponse when the researcher has extensive 
information on the respondent from the same interview that is missing a few items. 
However, Allison (2002) notes that the reasons behind attrition in panel datasets are 
rarely known, and researchers then do not have the benefit of other observed items 
during the missed interviews to aid imputation strategies. Since these respondents 
report no information for the wave(s) they missed, and are likely to be different from 
the conditioned sample in ways related to the criminological phenomenon under 
study, imputation methods cannot properly restore the unique characteristics of the 
lost individuals. Thus, Allison (2002, p. 2) suggested that “[t]he only real good solu-
tion to the missing data problem is not to have any.” While we agree with Allison, 
it is not necessarily practical to researchers using panel datasets where attrition and 
missed interviews are commonplace and also liable to be generated by non-random 
processes for criminological inquiries (Western et al., 2016).

Coupling crime-related missing data processes with the researcher degrees of 
freedom in constructing one’s analytic sample based upon a number of observed 
waves, it is important that scholars understand how sample characteristics and 
empirical conclusions can change based upon this decision. We provide insight 
into these untapped issues by demonstrating how the sample and empirical results 
change across conditioned samples. We do this by assessing which baseline inter-
view characteristics are associated with respondents being interviewed for differing 
number of waves that occur after the baseline interview. Baseline characteristics are 
not affected by missed interviews since all respondents reported information when 

6  Of course, there are other methods one may use, including selection models (Heckman, 1979; see 
Mitchell et  al., 2021, for a recent exposition on imputation and selection methods for panel data in a 
criminological context).
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entering the study. This allows us to assess what characteristics at the baseline inter-
view are associated with respondents reporting different number of interviews in the 
future. Furthermore, researchers using panel datasets often condition their sample 
on those observed for at least a certain number of waves (e.g., at least two waves; 
at least three waves), as compared to an exact number of waves (e.g., exactly two 
waves; exactly three waves). Unfortunately, the latter has received the most amount 
of scholarly attention but provide limited insight into differences across those 
observed for at least a certain number of waves that are used in empirical studies.

Afterward, we test these sampling implications by examining the effect of resi-
dential mobility on perceptions of informal social costs. We study this relationship 
because of its long history and continued relevance in being an important factor 
in life-course and development processes (Elder & Giele, 2009; Kirk, 2020), and 
because, as with most crime-related processes, individuals most associated with the 
primary variables of interest are harder to be re-interviewed. One’s statistical con-
clusions, then, may be sensitive to the conditioned number of waves. This empiri-
cal test provides insight into the consequences associated with the balancing act of 
wanting more waves of data against the concern of losing those with characteristics 
pertinent to the relationship under study.

We use data from the Pathways to Desistance study to examine these processes. 
The Pathways study is a multi-year panel dataset comprised of adolescents who have 
committed mostly felony offenses. This dataset is useful for our purposes here, as 
it is a dataset with a vast array of background, psychological, social, familial, and 
offending variables available on all respondents regardless of prospective missed 
interviews. These rich data allow for a deep investigation into the factors associated 
with reporting differing number of waves among a sample with experiences of seri-
ous offending. This is important given the continued demand for datasets comprised 
of those who have offended, as these datasets are typically less scrutinized given the 
demand for such samples. Finally, because the study investigators devoted signifi-
cant effort to prevent missed interviews (Schubert et al., 2004), differences in results 
between those who miss interviews and those who are observed are likely to be real 
differences rather than discrepancies that are confounded by the amount of effort 
investigators devoted to re-interview respondents.7

Panel Designs in Criminology

The origins of panel research in criminology can be traced back to the work of Sheldon 
and Eleanor Glueck.8 The Gluecks followed juvenile delinquents into adulthood noting 
that many did not desist from offending. To them, this indicated that these individuals 

7  See Cotter et al. (2005) for the relationship between effort given to re-interview participants and selec-
tive attrition.
8  While the Gluecks’ research is the most commonly recognized panel design in criminology, other 
panel designs studying delinquency were being conducted at around same time, including the Cam-
bridge-Somerville Youth Study (McCord & McCord, 1959; Powers & Witmer, 1951) and Minnesota 
Multiphasic Personality Inventory Prediction Study [MMPI] (Hathaway & Monachesi, 1953).
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had “criminal careers” (Glueck & Glueck, 1930, 1950, 1968). Alfred Blumstein, Jac-
queline Cohen, and colleagues advanced the Gluecks’ research by bringing the con-
cept of “criminal careers”—and the need to understand developmental trajectories—
into mainstream criminology (Blumstein & Cohen, 1979; Blumstein et al., 1978, 1982, 
1986).9 With the advent of computers able to perform complex statistical analyses, 
along with policy prescriptions to “selectively incapacitate” (Blumstein, 1983; Cohen, 
1984) those predicted to have criminal careers at a time of exponential growth in incar-
ceration (see National Research Council, 2014), scholars began to focus their research 
on panel datasets to more accurately model the processes under study.

Even with the benefits of panel datasets that were mentioned previously, critics 
from the past (Gottfredson & Hirschi, 1986, 1987, 1988)10 and present (Cullen et al., 
2019) remind scholars of the perils of uncritically relying on these benefits, particularly 
in terms of funding with the number of cross-sectional studies that could be funded 
against the expense of a single longitudinal study. Juxtaposed with the advantages are 
disadvantages, including time gaps between follow-ups that are too long to rendor 
cause-effect statements, financial costs of data collection, and failure to account for the 
correlations of observations repeatedly measured over time (Caruana et al., 2015).

Missed Interviews and Its Consequences

A complication with panel datasets—which is also a potential disadvantage—per-
tains to respondent attrition. Attrition, in its truest form, is a singular occurrence 
where a respondent drops out of a panel dataset and does not return. Examples of 
this departure from panel datasets are evident in fields such as psychology and medi-
cine where respondents withdraw their consent from further evaluation. While this 
is also an issue in criminology, an additional concern is that respondents in crime-
related studies may be hard-to-reach and, thus, miss interviews and return at various 
points. This might occur if someone were to change residences and failed to update 
their address before the next interview or were previously incarcerated where the 
difficulties preceding and following incarceration make these individuals difficult to 
re-interview—people Pettit (2012) refers to as the “invisible men.” These respond-
ents do not attrit or withdraw consent in the singular where they leave and do not 
return to the study. Rather, they are difficult to reach for additional interviews and 
can instead miss interviews and then be re-interviewed (Lugtig, 2014). Respondents 
who miss interviews contribute fewer total waves to the panel dataset than those 
who did not miss as many interviews.11

11  For example, in a six-wave panel dataset, one respondent may miss their interview at waves 1, 4, and 
5 while being interviewed for waves 2, 3, and 6. Another respondent may miss their interview at waves 1, 
2, 4, and 5, while being interviewed at waves 3 and 6. In this case, the first respondent contributes three 
total interviews to the panel dataset while the second respondent contributes only two total interviews. 
Of course, there are other patterns of missed interviews that affect the total number of waves respondents 
contribute to a panel dataset.

9  The 1958 Birth Cohort Study (Wolfgang et al., 1972; see also Erickson, 1973) and Cambridge Study 
in Delinquent Development (West & Farrington, 1973) had major impacts on longitudinal research but 
without the heated scholarly debates that involved Blumstein and colleagues.
10  Blumstein et al. (1988) offer retorts to Gottfredson and Hirschi’s critiques.
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Scholars mostly from fields outside of criminology have noted numerous, mostly 
psychological, variables that influence attrition that also have been found to be cor-
related with offending in the criminological literature.12 More recently, increased 
focus has been placed on the factors that determine missed waves. These include pat-
terns of missed interviews across the entire panel dataset, and more specific typolo-
gies of respondents, such as those who respond to all waves, those who respond to 
early waves but then miss later waves, those who miss early waves but return for 
later waves, and those who do not respond to any waves (see Lugtig, 2014; Saiepour 
et al., 2016; Satherley et al., 2015; Ware et al., 2006).

As important as these studies are to our understanding of attrition and missed 
interviews, there are additional factors that deserve attention for criminologists 
studying hard-to-reach individuals with past offending experiences. Western et al., 
(2016, p. 5484; see also Western, 2018) went into detail about these issues for a 
panel study comprised of formerly incarcerated adults:

the risk of survey nonresponse were closely linked to the social risks and vul-
nerabilities of scientific interest. Thus, the most likely nonrespondents had his-
tories of drug addiction and mental illness and were also more likely to be 
arrested and incarcerated after prison release. Because the probability of non-
interview is related to extreme social disadvantages, nonresponse is strongly 
nonignorable. 

As Western et al. (2016) noted, those with past offending experiences, and those 
with past incarceration experiences, must contend with additional factors that are 
intertwined with social disadvantage. These high-risk populations experience hin-
dered employment opportunities and job discrimination (Pager, 2007; Sugie et al., 
2020), residential instability (Kijowski & Wilson, 2021; Remster, 2019; Western, 
2018), changing phone numbers (Western et al., 2016), poverty (Pettit, 2012), frac-
tured social support systems (Western, 2018), childcare duties (Western, 2018), 
and re-offending that may then lead to re-incarceration, among other factors. These 
experiences interact with one another resulting in social insecurity and a reduced 
propensity to respond to surveys (Western et al., 2016).

12  These variables include low IQ (Beaver, 2013), being a male (Cunradi et al., 2005), being an African 
American (Siddiqui et al., 1996), having psychopathological issues (Badawi et al., 1999), poor education 
(de Graaf et al., 2000), living in an urban setting (de Graaf et al., 2000), illicit substance use (Delfabbro 
et  al., 2017), cigarette use (Cunradi et  al., 2005), having four or more psychological disorders (Eaton 
et al., 1992), heavy alcohol consumption (Thygesen et al., 2008), childhood aggression (Huesmann et al., 
1984), low socioeconomic status (Launes et al., 2014), intergenerational socioeconomic status (Schoeni 
& Wiemers, 2015), juvenile justice system involvement (Thimasarn-Anwar et al., 2014), non-intact fam-
ily (Watkins & Melde, 2007), low self-restraint according to the Weinberger Adjustment Inventory (WAI; 
Weinberger et al., 1990), property victimization (Berzofsky & Carrilo-Garcia, 2018), being punished in 
school (Boys et al., 2003), and residential mobility (Fitzgerald et al., 1998; Young et al., 2006) among 
others still. See also Olver et al. (2011) for a meta-analysis on offender treatment attrition in psychology 
where numerous variables that are correlated with offending, and offending itself, lead to higher rates of 
attrition.
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Given the additional social issues associated with high-risk individuals, 
researchers have been actively engaged in techniques that increases the likeli-
hood of re-interviewing the hardest to reach individuals (see Cotter et al., 2002, 
2005; Schubert et  al., 2004). This has become an explicit focus in recent crimi-
nological studies with a growing literature on practical methods that assist in re-
interviewing high-risk individuals—such as those with past offending experiences 
and past incarceration experiences (Clark et al., 2020; Eidson et al., 2017; Fahmy 
et  al., 2019; Western, 2018; Western et  al., 2016, 2017). For example, research-
ers working on the Boston Reentry Study were able to retain 91% of their sample 
of 122 respondents through four strategies the researchers employed: incentives 
for interviews, persistent phone calls and mailed letters, secondary contacts (such 
as friends and family), and partnerships with the justice agencies and local com-
munity groups (Western, 2018, chapter 2; see also Fahmy et  al., 2019 for detail 
on retention techniques employed for the LoneStar Project). Researchers’ re-inter-
viewing techniques matter so much so that Clark et al., (2020, p.22) suggested that 
“[…] what researchers do in terms of the operational groundwork (i.e., remind-
ers, concerted retention, etc.) matters far more than the characteristics of who they 
study.”

A remaining concern in criminological studies is that even with respondent reten-
tion efforts, respondent characteristics will impact the number of waves they partici-
pate in. This is a remaining concern even when the researchers collecting the data 
go to great lengths to follow-up on the respondents as it is extremely difficult, if not 
impossible, to follow-up on each respondent across all waves of the data collection. 
The hardest to reach individuals with heightened levels of the characteristics associ-
ated with one’s research may still miss more interviews. Just as the above-mentioned 
psychological, sociological, and demographic variables may lead to attrition in the 
singular, it may also cause one to miss more interviews than respondents without 
those characteristics (see Eisner et  al., 2019; Lugtig, 2014; Saiepour, et  al., 2016; 
Satherley et al., 2015; Ware et al., 2006).

The dearth of research in criminology on how individuals with certain character-
istics contribute different total number of waves to a panel dataset may have led to a 
belief that the number of waves one conditions their sample on is an innocuous deci-
sion vis-à-vis the characteristic composition of the sample as compared to other pos-
sible conditioned samples.13 Although this is an understandable assumption without 
scholarship to the contrary, we believe this to be an important issue criminologists 
should consider similar to when Jeličić et al., (2009, p. 1195) warned psychologists 
that convention up to that point had been to “assume that missing data are a natural 
phenomenon that needs no attention since it is ubiquitous. Nothing could be further 
from the truth.” These seemingly innocuous decisions may lead one to sample on 

13  While we did not survey researchers in order to make this statement, published articles tell this story. 
It is rare to find papers that state the number of waves the sample was conditioned on, let alone how rep-
resentative that sample is in relation to the baseline sample characteristics, or how these characteristics 
change across different conditioned samples.
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those who have different characteristics while also creating issues with replicability. 
In the spirit of replicability, other scholars employ their own researcher degrees of 
freedom and condition their panel sample on a number of waves that they believe 
to be the most optimal where findings may be sensitive to the characteristics of the 
sample across waves. Gelman and Loken (2013, p.1 [emphasis added]) may have 
best described this issue with regard to researcher degrees of freedom: “A dataset 
can be analyzed in so many different ways (with the choices being not just what 
statistical test to perform but also decisions on what data to exclude or [include].” 
These decisions involve the various waves within a panel dataset one chooses to 
condition their sample upon. Because these are largely subjective decisions liable 
to influence one’s conclusions (see Gelman & Loken, 2013; Simmons et al., 2011; 
Steegen et al., 2016), a deeper understanding of this unstudied process is needed so 
panel dataset scholars are aware of how this seemingly innocuous decision can have 
consequences for their substantive conclusions.

Residential Mobility and Perceptions of Informal Social Costs

To demonstrate how the above-mentioned processes can impact one’s results, we 
examine the relationship between one’s residential mobility and their subsequent 
perceptions of informal social costs. The relationship between moving and reduced 
perceptions of informal costs has a long scholarly history in explaining crime (Shaw 
& McKay, 1942; see also Sampson, 1991; Warner & Rountree, 1997), while also 
continuing to receive empirical attention (Kijowski & Wilson, 2021; Vogel et  al., 
2017). The primary argument arising from this discourse is that moving severs ties 
to social others who may impose informal punishment on the individual should they 
offend. Moving introduces new social others into one’s life that do not carry the 
same informal punishment because the mover has not had enough time to bond with 
them. Residential mobility has a unique influence on one’s offending when study-
ing life-course and developmental processes (Kirk, 2020; Widdowson & Siennick, 
2021; see also Horney et al., 1995).

It is noteworthy that those who move, and move more often, are also more 
likely to miss interviews (Fitzgerald et al., 1998; Satherley et al., 2015; Western 
et  al., 2016; Young et  al., 2006). This suggests that as we require more inter-
views from respondents to be entered into our sample, the sample will become 
less residentially mobile while also having higher levels of perceived informal 
social costs. Here, the above-mentioned balancing act of wanting more waves of 
data to tease out the effect more precisely over time against the concern of losing 
individuals is salient. Over time and over repeated interviews, particularly as one 
ages, scholars may wish to examine how the effect of moving on perceptions of 
informal costs change. For example, the proposed negative effect may diminish 
from adolescence into adulthood as residential changes are undertaken in order to 
solidify a more stable life, such as moving for work, education, or significant oth-
ers. As compared to moving during adolescence, these types of moves likely have 
a different effect on perceptions of informal costs requiring extended waves to 
tease out the changing effects. The desire to examine this developmental process 
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is balanced against the concern that by requiring more waves to be in the sam-
ple, one loses those who are both more mobile and have lower levels of informal 
costs. This balancing act permeates criminology as many commonly studied rela-
tionships are focused upon offenders with crime-related characteristics—such as 
those mentioned in footnote 12 and the paragraph following footnote 12—who 
may be especially sensitive to missed interviews. An appraisal centered on these 
issues can result in more robust conclusions and increased clarity for scholars 
wishing to apply and build upon others’ findings (Gelman & Loken, 2013; Sim-
mons et al., 2011).

The Current Study

In this study, we address an issue that permeates all panel data analyses: missed 
interviews and the resulting variability in the number of waves respondents con-
tribute to the panel dataset. All scholars using panel datasets must condition their 
sample on being observed for a certain number of waves. This is mostly a subjec-
tive decision involving the balancing act of wanting to include as many waves as 
possible against the concern that one will lose individuals with unique charac-
teristics who were unable to contribute the desired number of waves. Of concern 
in a criminological context is that those unable to contribute the desired waves 
offend at higher rates while also having crime-related characteristics. Should one 
condition their sample on those observed for an extended number of waves, the 
sample may be different from other samples that do not require as many waves 
and thus affect one’s substantive conclusions.

While Jeličić et  al. (2009) raised the alarm about these potential pitfalls to 
psychologists, they did so without explicitly assessing how sample characteris-
tics and subsequent results change across conditioned samples. We build on their 
work by demonstrating in a criminological context how these sampling decisions 
alter the characteristics of the sample and substantive conclusions. We use the 
Pathways to Desistance study for two primary reasons. First, the dataset con-
tains a rich trove of demographic, personal, psychological, social, and behavio-
ral variables that were measured of each respondent that is not often measured 
in other panel datasets of individuals with past offending experiences. Second, 
the researchers went to great lengths to re-interview as many respondents as pos-
sible (Schubert et  al., 2004), which helps account for the differences in sample 
representativeness that may arise due to the researchers re-interviewing methods 
(Clark et al., 2020; Fahmy et al., 2019; Western, 2018). We compare the baseline 
values across respondents in multiple conditioned waves in each of the 120 vari-
ables that met our sampling criteria. We then examine the relationship between 
residential mobility and perceived informal social costs. This relationship has 
important implications in studying crime and also life-course and developmen-
tal processes, while and also tapping into the concern that individuals associated 
with the primary variables of interest are also liable to miss interviews.

490



1 3

Examining How Conditioning on Different Wave Lengths Alters…

Data

Sample

We used data from the Pathways to Desistance study which is a panel study of 
youth who have previously offended (Mulvey, 2012). The 1354 youth who origi-
nally entered this study were found guilty of committing serious (mostly felony) 
offenses in Maricopa County (Phoenix), AZ, or Philadelphia County, PA. Youth 
entered the study between the ages of 14 and 17. The sample was mostly non-
white (80%) and male (86%), while the average age of entry into the study was 16. 
After initial entry into the study between 2000 and 2003, youth were interviewed 
every 6 months for the first 3 years and every 12 months for the 4 years thereafter 
(see Schubert et  al., 2004 for more information). We used the first 3 years (six 
waves) of data because of recall biases that arise in the data when respondents are 
first asked to recall the events of the past 6 months and are then asked to recall 
the events of the past 12 months (see, e.g., Thornberry & Krohn, 2003).

The Pathways study has many ways by which missing data may arise. For each 
of the six waves one could have been interviewed for, respondents were either 
completely observed, partially observed, or not observed. Those who were com-
pletely observed contributed full information on all variables for the respective 
wave, while those who were partially observed did not contribute full informa-
tion on at least one measure. Individuals who were not observed for a wave were 
not interviewed in any respect and contributed no information for that wave. Our 
primary interest lay in those who were completely or partially observed at each 
wave. In the interest of thoroughness, though, we also analyzed those who were 
categorized as being completely observed only, treating those who were partially 
observed and not observed as missing (available in section D of the online sup-
porting material). These restrictions for our primary analyses were implemented 
to remain as true as possible to the concept of missed interviews wherein respond-
ents were either observed to some extent at a given wave or were not observed at 
all and did not report information.

We then created conditioned samples to compare across those who were 
observed for different number of waves. Our first sample comparison is for those 
who were observed for zero or one wave (n = 37) compared to those who were 
observed for at least two waves (n = 1317). We conducted this initial comparison 
in order to identify differences between those who are unable to contribute at all 
to a panel sample against those who do contribute in some form. This is a useful 
starting point because any differences between these samples would signal differ-
ences in sample characteristics simply from deciding to use panel methods.

Following this initial comparison, we then created samples that most closely 
reflect the different sampling options scholars have available to them when select-
ing their panel sample. Typically, researchers choose their samples based upon 
respondents having contributed at least a certain number of waves (e.g., at least 
two waves). We compared samples that incrementally increased the required 
number of waves respondents must have contributed to be included in the sample. 
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This will demonstrate what types of individuals are being sample upon as one 
requires more waves of information from respondents as compared to those who 
are not included in the sample because they did not contribute the necessary num-
ber of waves. The first sample comparison is comprised of those who contrib-
uted only two waves (n = 19) against those who contributed at least three waves 
(n = 1298). Here, we are comparing those who contributed the minimum number 
of waves to be included in a panel sample against those who contributed three or 
more waves. Next, we increased our wave requirement by one additional wave in 
comparing those who contributed two or three waves (n = 52) against those who 
contributed at least four waves (n = 1265). We similarly make the wave require-
ments more restrictive in our final two comparisons of those who contributed 
between two and four waves (n = 199) against those contributing five or six waves 
(n = 1198), and those who contribute between two and five waves (n = 278) com-
pared to those who contribute all six waves (n = 1039).14 This procedure com-
pares those who are included based on one’s sampling requirement against those 
who could have been included, but were not due to the same requirement.

Measures

At the baseline interview, the publicly available dataset contained variables cover-
ing six primary domains: background characteristics, individual functioning, psy-
chosocial development and attitudes, family context, personal relationships, and 
community context (see Pathways to Desistance n.d.). Beyond general item missing-
ness (e.g., refuse), there were item-specific skip patterns that excluded respondents 
if they did not meet certain criteria, such as asking one about their relationships 
with teachers in a community school where the skip pattern excluded those not in 
a community school. However, some skip patterns allowed us to substitute answers 
so as to still be able to use the variable for analysis. We did this only when the skip 
pattern can be quantified with confidence, such as recoding to “0” a question asking 
for a count of one’s four closest friends who were arrested wherein the skip pattern 
was for those who stated they had zero friends. We excluded variables that had un-
fillable skip patterns. This assures us that any differences we find are missing wave-
related and not confounded by item-specific skip patterns.15

14  Note that 77% of the original sample were followed up for all six waves, 88% were followed up for at 
least five waves, 93% were followed up for at least four waves, 96% were followed up for at least three 
waves, and 97% were followed up for at least two waves. This is a testament to the efforts of Schubert 
et al. (2004) to limit missed interviews as much as possible. Their re-interview rate is especially com-
mendable given the known difficulty of re-interviewing high-risk individuals (Western, 2018). This gives 
us more confidence that any differences we do find are unlikely to be sampling artifacts confounded by 
researchers’ efforts to follow up on respondents.
15  We did not investigate variables with item missingness where respondents were observed for the wave 
but did not provide full information for specific variables—which entailed refusing, skipping, or answer-
ing “don’t know.” Examining item-specific patterns in addition to person-specific missed waves may con-
found any differences we find as it would be difficult to disentangle if differences were a result of missed 
interviews, item nonresponse, or both.
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After making these a priori decisions regarding what variables to include, we 
noticed that measures of offending did not meet our criteria. However, for many of 
the past offending measures, but not all of them, the same three respondents had 
item missingness indicators of “missing data,” “refuse,” or “don’t know.” Thus, we 
analyzed past offending measures with these three individuals removed. The sample 
sizes for those observed zero and one time, and two times only remain the same, 
while the sample sizes for those observed at least twice, at least three times, and 
so forth are now comprised of three fewer respondents. We computed estimates of 
offending in separate tables and figures to more cleanly bifurcate when these three 
respondents are removed from the analyses. Given our focus on criminological 
inquiry and the minimal loss of respondents for these highly relevant offending vari-
ables, we found this decision to be a justifiable departure from an otherwise strict 
sampling criterion. These restrictions resulted in our analyses being comprised of 
120 variables at the baseline interview. See section A of the online supporting mate-
rial for details on each variable used for this study, where we also describe skip pat-
tern recoding for relevant variables.16

Empirical Demonstration

The data for our empirical demonstration came from the publicly available Path-
ways to Desistance study, while the residential mobility information came from 
the restricted-access monthly calendar data that we obtained and couple with the 
publicly available data. Rather than the data coming from only the baseline inter-
view that comprises our first set of analyses, the data used for our empirical dem-
onstration are measured at each 6-month recall period between the first and final 
interviews. We created multiple conditioned samples comprised of those who were 
observed for at least two waves (n = 1315), those observed for at least three waves 
(n = 1296), those observed for at least four waves (n = 1248), those observed for at 
least five waves (n = 1150), and those observed for all six waves (n = 885).

Dependent Variable

The dependent variable is the perceived social costs that one believes would arise 
from various social others should they offend and be arrested by the police. The 
measures came from Nagin and Paternoster (1994) and comprised six items asking 
each respondent if the police were to catch them breaking the law, how likely is it 
that he or she would lose respect from neighbors and adults, lose respect from fam-
ily members, be suspended from school, lose respect from close friends, lose respect 
from a girlfriend or boyfriend, or find it harder to get a job. Response options ranged 
from 1 (very unlikely) to 5 (very likely). Averaged across all waves, each of these 
items loaded onto the respective wave social costs scale for an acceptable reliability 
of 0.77.

16  More detailed information than that provided here can be obtained at https://​www.​icpsr.​umich.​edu/​
web/​NAHDAP/​studi​es/​29961/​datad​ocume​ntati​on
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Independent Variables

We analyze two primary independent variables in this study. The first is residential 
mobility which was obtained from the restricted-access Life Event Calendar. The 
measure captures the number of residences each respondent lived at for each month 
over the past 6 months. Every month, respondents reported what their primary resi-
dence was. A different primary residence from the month prior was considered a 
residential change. This monthly level data was aggregated into the 6-month period 
as the number of residential moves during the past 6 months.

The second independent variable is one’s reported offending for the past 
6 months. The measure captured whether or not each respondent committed the fol-
lowing crimes in the past 6 months: destroyed/damaged property, arson, burglary, 
shoplifting, bought/received/sold stolen property, used checks/credit cards illegally, 
auto theft, sold marijuana, sold other illegal drugs, carjacking, drove under the 
influence, paid for sex, forced sex, shot someone, shot at someone, robbery with a 
weapon, robbery without a weapon, beaten someone up, been in a fight, fought as 
part of a gang, carried a gun, and murder. We obtained the sexual assault and mur-
der measures from the restricted-access data. Answers for each offense were either a 
“yes” or a “no” and resulted in a proportion between 0 and 1 as to the number of dif-
ferent offenses they committed. For more intuitive interpretations, we transformed 
the proportion into a count variable of the variety of offenses committed in the past 
6 months. As compared to a frequency count of all of the crimes committed, variety 
scores are less influenced by high-offending outliers (Sweeten, 2012).

Control Variables

To assure that the relationship between mobility and perceived social costs is due to 
residential moves and not other forms of transiency, we control for forms of mobility 
that are not residential changes. First, we account for street time so that those who 
spent more time outside of an institution do not unduly affect our estimates. Second, 
we include a variable for the days one ran away, lived on the streets, or were at vari-
ous non-residential places. Finally, we account for living in public housing in order 
to help account for the effect of living in a disadvantaged area. We also account for 
other variables that may confound the relationship under study. Witnessing violence 
is a count variable of the number of times one was exposed to violence in the past 
6 months. Personal victimization is a count of the number of times one was victim-
ized in the past 6 months. A binary variable captures whether one was employed 
or not. Gang membership was measured by a binary variable as well. Finally, anti-
social peer influence was measured through 19 items that captured the extent to 
which one has deviant peer influences.

Across each wave, there are patterns of missingness due to missed interviews, 
refusal, skip patterns, and reporting “don’t know.” They were all treated as miss-
ing and excluded from the samples. Although this confounds missed interviews 
with item nonresponse, this is the most applicable in modeling panel dataset 
phenomenon.
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Analyses

Our first set of analyses are mean difference tests comparing baseline values across 
the five sample comparisons for all 120 variables.Depending on the distribution of 
the variable, we employed either a t-test, a z-test of proportions, or a non-parametric 
test. With such a large number of statistical tests, we increase the likelihood of find-
ing statistically significant differences due to chance. To ameliorate this concern, we 
employ three p-value corrections for multiple comparisons that range from most to 
least conservative, respectively. We first use the Bonferroni correction for all 600 
comparisons (p < 0.00008333). As this threshold is very conservative and inflates 
the likelihood of a type II error (Reinhart, 2015), we also used the Bonferroni cor-
rection accounting for 120 comparisons (p < 0.00041667) for the number of vari-
ables in our study. Finally, we also use Winship and Zhuo’s (2018) recommendation 
of p < 0.005. Beyond these indicators, we directly report the raw p-value for all tests 
for purposes of clarity and for readers who may be interested in specific compari-
sons. Because statistical (in)significance does not necessarily equate to a meaningful 
difference (no difference), we report effect sizes for all comparisons. We then con-
duct analyses on the average effect size within group comparisons to test for group-
level effect size differences among all of the variables.

For our empirical demonstration, we use the fixed effects model (Allison, 2009) 
with clustered standard errors. Clustered standard errors account for dependen-
cies from querying the same respondents over time. The fixed effects model is best 
employed when there is significant covariation between the time-stable factors and 
independent variables. A Hausman test (1978; see also Wooldridge, 2010) confirmed 
that there is significant covariation, making the use of fixed effects over random 
effects appropriate. Fixed effects completely removes between-individual variation, 
relying only on within-individual variation. This model removes any covariation 
there is between time-invariant heterogeneity and the time-varying variables. This 
is done through a de-meaning computation where, for each variable for each indi-
vidual, the average across reported waves is taken and then the deviations from that 
mean at each wave are computed. The average of the mean deviations comprises 
the effect across all reported waves. This computation is able to remove time-stable 
influences because the mean of a constant is the value of that constant, and subtract-
ing a constant from a constant is zero and is thus removed from the analysis. Only 
time-varying factors that affect the independent variables and dependent variable at 
the same time can confound the relationships under study.17

These two sets of analyses provide distinct and unique insights. The first set 
of analyses, employing mean difference tests, is entirely prospective. All tests are 

17  Even though the Hausman test (1978) indicated that random effects models were biased because time-
stable factors confounded the relationships, we estimated random effects models to assess how sensitive 
results are across conditioned samples in an estimator that is mis-specified. The model predicting social 
costs from mobility is volatile across conditioned samples with the random effects model. Different vari-
ables, including mobility, jump in and out of significance across each of the different sample specifica-
tions. This demonstrates the importance of proper specification, especially when the samples differ on 
important characteristics.
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conducted for the baseline measures between those who prospectively contribute 
different number of waves. This allows us to assess what distinguishes individuals’ 
future number of reported waves solely based upon their measures at the baseline 
interview. The second set of analyses, the empirical demonstration, mixes these 
baseline sampling differences with time-varying components. This occurs because 
there are the baseline sampling differences in addition to difference across individu-
als impacting the relationship under study across waves. Therefore, the first set of 
analyses provides the cleanest depiction of differences between those contributing 
different waves before they even contributed those waves, while the second set of 
analyses mixes this with time-varying components that provides the most applicable 
insight for panel dataset scholars.

Results

We report only significant comparisons among the non-offending variables in 
Table 1. We display only the comparisons that reached statistical significance in the 
main text for brevity. However, all non-significant comparisons are available in sec-
tion B of the online supporting material. In our tables, the direction of the effect is 
placed on the effect size by assigning a negative sign when the mean is larger for 
those in the group representing fewer waves. For some comparisons, all members 
within a group reported a value of “0” for certain variables, resulting in a mean of 
“0” and “0” standard deviation. In these instances, effect sizes are not computable 
and we use “N/A” when this occurs.

Three comparisons are statistically significant when using the Bonferroni-cor-
rected threshold for statistical significance that is adjusted for all 600 comparisons. 
Those interviewed between two and five waves were more likely to be interviewed 
in a facility rather than in the community at baseline as compared to those observed 
for all six waves (d = 0.312), and they were also less likely to have been in school 
prior to being detained at baseline as compared to those observed for all six waves 
(d = 0.277). Those observed between two and five waves were older at baseline than 
those observed for all six waves (d =  − 0.295).

Only one comparison reached statistical significance under the 120-comparison 
Bonferroni-adjusted alpha. Those interviewed between two and four waves were 
older at baseline as compared to those observed for five or six waves (d =  − 0.372).

Finally, seven comparisons were statistically significant under the Winship and 
Zhuo (2018) threshold for statistical significance of 0.005. While one of these p-val-
ues was very small (e.g., 5.9e−4), others were not (e.g., 0.003). We suggest read-
ers use caution for some of the larger p-values as they may still be a product of 
multiple comparisons. Those who contribute zero or one interview—and thus are 
not able to be in a panel sample—are more likely to be from Philadelphia as com-
pared to Phoenix (d =  − 0.495) and are older at baseline (d =  − 0.522). Those who 
contributed at least two waves as compared to those contributing zero or one wave 
have more people living in their household (d = 0.537), are more likely to have 
their biological mother living in the household (d = 519), and have more biological 
parents who are still living (d = 0.528), at the baseline interview. Those who were 
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interviewed for five or six waves as compared to being interviewed between two and 
four waves were more likely to have been in school before being detained at baseline 
(d = 0.302). Those observed between two and five waves reported more petitions to 
court prior to the baseline interview as compared to those who contributed all six 
waves (d =  − 0.233). The findings for each variable in Table 1 operate in the same 
direction regardless of whether they are statistically significant.

In Table  2, we conduct similar comparisons for only the offending variables 
that reached our statistical significance thresholds. The variables that did not reach 
statistical significance can be found in section  C of the online supporting mate-
rial. While no comparison met our threshold for the 600-comparison Bonferroni-
corrected alpha, one comparison did for our 120-comparison Bonferroni-corrected 
alpha. Those observed between two and five waves as compared to all six waves 
were more likely to have sold drugs other than marijuana prior to the baseline inter-
view (d =  − 0.245). Two comparisons met the Winship and Zhuo threshold. Those 
observed between two and five waves as compared to those observed for all six 
waves reported more of both variety offenses committed more than 6 months prior 
to baseline (d =  − 0.207) and variety offenses committed more than 6 months prior 
to baseline that were not drug involved (d =  − 0.195). Each comparison in this table 
indicates that those who were interviewed for fewer waves have committed more 
offenses at baseline, regardless of statistical significance. Similarly, in section C of 
the online supporting material, the majority of comparisons operate in the same 
direction where those observed for fewer waves report more past offending. Contrib-
uting fewer waves seems to be correlated with increased levels of past offending.18

As we noted earlier, a statistically (in)significant p-value does not necessarily 
mean a (un)meaningful difference. This is seen by the fact that our largest effect 
size (− 0.545) had a p-value of 0.018 and did not fall below any of our corrected 
p-values. Using Cohen’s (1988) guidelines for effect sizes for the social sciences, 
in Table 1 and section B of the online supporting material which comprise all non-
offending variables, 165 effect sizes fall between small (0.10) and medium (0.30), 
43 are between medium (0.30) and large (0.50), and 7 are greater than 0.50. The 
effect sizes falling within these categories in Table  2 and section  C of the online 
supporting material for the offending variables were 43, 13, and 0, respectively. 
There are meaningful differences between groups that are not captured by statistical 
significance. To examine average effect size differences between samples, we aver-
aged the effect size of all comparisons within each sample comparison to create a 
sample comparison average effect size. We use 95% confidence intervals to assess 

18  Section  D of the online supporting information displays results for those who were completely 
observed providing similar conclusions. There are some differences, though. Petitions prior to baseline, 
variety of offenses committee beyond 6 months ago that were not drug crimes, and variety of offenses 
beyond 6 months ago do not reach any of our significance thresholds for the same group comparisons 
as in Tables 1 and 2 (although for both offending measures those observed for zero or one wave as com-
pared to two or more offended at a higher rate rather than those observed between two and five as com-
pared to all six). However, those observed at least twice had more adults at home as compared to those 
observed for zero or one wave, and those observed between two and five times ran away from home more 
often than those observed for all six waves.
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if the average effect sizes were different from zero within each sample comparison. 
This type of analyses goes beyond direct comparisons of individual variables and 
instead examines the larger trends.

Figure 1a contains the graph for all non-offending variables (the effect sizes from 
Table  1 and section  B of the online supporting material). None of the five com-
parisons has a mean effect size that does not cross zero, although some are close. 
Moreover, there is not a clear direction that can indicate whether those observed 
for fewer number of waves have higher or lower averages as compared to those 
observed for more waves. Figure  1b  contains the offending variables only (effect 

Table 1   Comparing mean effect sizes and p-values for all  variables except offending across waves of 
observations. Significant comparisons only

Sample sizes: 0/1 = 37; 2 +  = 1317; 2 = 19; 3 +  = 1298; 2/3 = 52; 4 +  = 1265; 2–4 = 119; 5 +  = 1198; 
2–5 = 278; 6 = 1039
† Winship and Zhuo (2018) suggested p < .005
* Significant at the p < .00041667 (p < 4.1667e−4) with 120 Bonferroni corrections
** Significant at the p < .00008333 (p < 8.333e−5) with 600 Bonferroni corrections

Wave comparisons

Variables 0/1 vs. 2 +  2 vs. 3 +  2/3 vs. 4 +  2–4 vs. 5 +  2–5 vs. 6

Interview (community vs. facility)
  Effect size .330 .138 .217 .188 .312**
  p-value .048 .551 .124 .050 4.5e−6

Site (Philadelphia vs. Phoenix)
  Effect size  − .495†  − .460  − .139  − .061  − .175
  p-value .003 .047 .326 .528 .009

Age
  Effect size  − .522†  − .350  − .256  − .372*  − .295**
  p-value .002 .130 .071 1.2e−4 1.3e−5

Number living in house
  Effect size .537† .300 .190 .145 .074
  p-value .001 .195 .179 .131 .272

Bio. mother in house
  Effect size .519† .012 .072 .154 .096
  p-value .002 .960 .610 .110 .154

Number of Bio. parents living
  Effect size .528† .333 .061 .165 .131
  p-value .002 .149 .665 .087 .053

In school before detained
  Effect size .158 .199 .332 .302† .277**
  p-value .343 .388 .019 .002 4.5e−5

Petitions before baseline interview
  Effect size  − .341  − .107  − .135  − .217  − .233†
  p-value .041 .645 .339 .024 5.9e−4
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sizes from Table 2 and section C of the online supporting material). Contrary to the 
non-offending variables, four of the five offending comparisons do not cross the zero 
threshold. Those observed for two waves, two and three waves, between two and 
four waves, and between two and five waves each have a higher offending average 
effect size than their higher wave counterparts. Each of the five comparisons has 
a clear directional effect where those observed for fewer waves have higher aver-
age effect sizes. Those more likely to miss waves offend at higher rates and are not 
included in samples that require respondents who have contributed extended waves 
of information.19

Next, we computed the absolute value of the average effect sizes. This was done 
to assess the effect size that is unaffected by the sign assigned to the groups. This 
allows us to capture the average effect size that is not weakened by comparing sam-
ples of differing signs. Figure 2a displays the average absolute value effect size for 
all non-offending variables. There is a clear linear pattern of decreasing average 
effect size from excluding those who miss more interviews to then including them. 
This suggests that excluding those who miss more interviews has a detrimental effect 
on one’s sample representativeness. The absolute value average effect sizes are larg-
est when comparing those observed zero or one time against those observed at least 
twice, and when comparing those observed twice against those observed at least 

Table 2   Comparing mean effect size and p-values for offending variables only across waves of observa-
tions. Significant comparisons only

Sample sizes: 0/1 = 37; 2 +  = 1314; 2 = 19; 3 +  = 1295; 2/3 = 52; 4 +  = 1262; 2–4 = 119; 5 +  = 1195; 
2–5 = 278; 6 = 1036
† Winship and Zhuo (2018) suggested p < .005
* Significant at the p < .00041667 (p < 4.1667e− 4) with 120 Bonferroni corrections
** Significant at the p < .00008333 (p < 8.333e− 5) with 600 Bonferroni corrections

Wave comparisons

Variables 0/1 vs. 2 +  2 vs. 3 +  2/3 vs. 4 +  2–4 vs. 5 +  2–5 vs. 6

Variety of offenses beyond 6 mo. ago
  Effect size  − .443  − .324  − .180  − .153  − .207†
  p-value .008 .162 .203 .113 .002

Variety of offenses committed beyond 6 mo. ago no drug crimes
  Effect size  − .432  − .319  − .136  − .158  − .195†
  p-value .010 .168 .338 .010 .004

Sold other drugs ever
  Effect size  − .216  − .413  − .172  − .107  − .245*
  p-value .194 .074 .224 .265 2.9e−4

19  Similar findings are found in tables S-1a and S-1b of the online material for those only completely 
observed. However, for the non-offending variables, those observed between two and five waves as com-
pared to six are in the same direction but have an interval that does not cross zero, while for the offending 
variables, the same comparisons do not cross zero except for those observed between two and four waves 
against those observed for five or more.
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three times. Note that when focusing only on those able to contribute to panel sam-
ples (excluding the zero and one wave comparison), none of the confidence intervals 
overlaps with the sample comparison of two waves against three or more waves. 
Moreover, the comparison of two and three waves against four or more does not 
overlap with those observed for between two and five waves against those observed 
for all six waves. Figure 2b contains the graph for the absolute average effect size 
for the offending variables only. This figure demonstrates that excluding those who 
contribute fewer waves of data unduly impacts the offending nature of one’s sample. 
Again, when considering only samples that contribute to panel samples, none of the 
confidence intervals overlaps with the comparisons of those observed twice against 
three or more times.20

Finally, we combined the effect sizes for the non-offending variables and the 
offending variables in order to have a global assessment of the sample comparison 
mean effect size and absolute average mean effect sizes. Figure  3a displays these 
group comparisons. Two of the five effect sizes have intervals that do not cross 
zero, while one barely crosses zero. Specifically, those observed for two waves as 
compared to three or more waves and those observed between two and five was as 
compared to those observed for all six waves each reported a higher average on the 
variables under study as compared to their counterpart sample. Figure 3b displays 
the absolute value mean effect sizes. There is a decreasing linear effect as those 
who contribute fewer waves become included. For panel samples only (excluding 
those observed zero or one times), the confidence intervals do not overlap with 
those observed twice as compared to three times or more. The comparison of those 
observed two and three times against those observed for four or more waves does not 
overlap with the comparison of those observed between two and five times against 
all six times—and barely overlaps with the comparison of those observed between 
two and four times against five or more times. Conditioning across waves affects the 
criminality and characteristic make-up of the sample.,2122

For our empirical demonstration, we begin by taking the means of each varia-
ble across the conditioned samples in Table 3.23 Those who contribute fewer waves 
have lower levels of perceived social costs, while also moving more often. As we 

20  Similar results are found in tables S-2a and S-2b examining the completely observed only samples.
21  Tables S-3a and S-3b are similar except that comparing two waves against three or more in table S-3a 
crosses zero.
22  In section E of the online supporting material, we compare across each group—conducting separate 
analyses for both complete and partial and complete only—those who contributed exactly zero or one 
waves, exactly two or three waves, exactly three waves, exactly four waves, exactly five waves, exactly six 
waves, and less than six (including zero and one) compared to all six. Although this is less applicable to 
panel dataset scholars who use those observed for at least a certain number of waves, it provides a more 
detailed analysis of differences among those observed for a specific number of waves. While the non-
absolute value effect size graphs do not display a clear one-sided effect—they display more of a snake-
like pattern ebbing and flowing on either side of the zero threshold—the absolute value effect size graphs 
tell a similar story to that presented in the main text. The largest effects occur when comparing those 
observed for fewer number of waves and decreases as we compare those observed for extended number 
of waves.
23  These means are the averages across all waves the respondents were observed for.
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require more waves of data, the sample becomes less residentially mobile while hav-
ing higher levels of perceived social costs. The sample also becomes less crimino-
genic as we restrict the sample to those who contribute more waves as those who 
contribute fewer waves are more criminogenic. There are other noticeable changes. 
Those who contribute fewer waves spend more time in an institution than outside 
of one. Those who contribute fewer waves also report witnessing more violence, 

Fig. 1   a All variables except offending: group comparison mean effect size estimates with 95% confi-
dence intervals. b Offending only: group comparison mean effect size estimates with 95% confidence 
intervals
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being victimized more often, and being older on average. Thus, the sample appears 
to change in important ways as we require more waves of data for our analyses.

We report the results of the fixed effects models across conditioned waves in 
Table 4. The coefficient for residential mobility has a significant negative relationship 
with perceived social costs and remains so until we condition on those observed for at 
least five waves. The coefficient drops in magnitude by 22% as compared to the sam-
ple of those observed for at least two waves and is no longer statistically significant. 

a.

b.

Fig. 2   a All variables except offending: absolute value group comparison mean effect size estimates with 
95% confidence intervals. b Offending only: absolute value group comparison mean effect size estimates 
with 95% confidence intervals
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The coefficient drops by 33%, as compared to the sample of those observed for at 
least two waves, when conditioning on all six waves and remains insignificant. Fur-
thermore, the coefficient drops by 14% when going from those observed for at least 
five waves to those observed for all six waves. When looking back at Table 3, the 
change from significance to insignificance occurred when the mean level of residen-
tial mobility took a drop from 0.588 to 0.578 and then to 0.555 residential changes, 
with corresponding increases in perceived social costs from 3.058 to 3.062 and then 

3a.

b.

Fig. 3   a All variables: group comparison mean effect size estimates with 95% confidence intervals. b 
All variables: absolute value group comparison mean effect size estimates with 95% confidence intervals
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to 3.082. A similar pattern occurred for offending where it had a significant negative 
effect until conditioning on those observed for all six waves where it is no longer 
significant. In comparison to those observed for at least two waves, the offending 
coefficient dropped by 40% when sampling on those observed for all six waves. The 
change in significance also matches up to Table 3 where the mean dropped heavily. 
Thus, the two primary variables of interest—residential mobility and offending—are 
no longer statistically significant as we required more waves of data to be included in 
our sample. These results indicate that not only do the characteristics of the sample 
change when conditioning on different number of waves, but so too does the results.

Discussion

While attrition has been extensively studied in panel datasets across many disci-
plines, attrition in the singular sense of dropping out and never returning provides 
only partial insight into a more complex issue specific to panel datasets. An equally 
important, but understudied, missing data issue in panel datasets is when respond-
ents miss interviews and are re-interviewed at various points throughout the panel 
dataset. The implication of this dynamic missingness is that the total number of 
waves respondents contribute to the panel dataset varies across respondents. With 
the varying number of waves respondents contribute, researchers are faced with an 

Table 3   Mean levels of variables across conditioned waves

Conditioned number of waves

At least 2 
waves

At least 3 
waves

At least 4 
waves

At least 5 
waves

At least 6 waves

Variables Mean Mean Mean Mean Mean

Perceived 
social costs

3.055 3.057 3.058 3.062 3.082

Residential 
mobility

.589 .589 .588 .578 .555

Offending 1.396 1.395 1.392 1.390 1.341
Age 17.775 17.771 17.764 17.734 17.704
Witnessed 

violence
.948 .944 .942 .933 .902

Victimized .190 .190 .188 .184 .184
Antisocial peer 

influence
1.459 1.459 1.456 1.454 1.457

Ran away .012 .012 .012 .011 .010
Employed .532 .531 .533 .534 .545
Gang member .102 .103 .103 .102 .104
Public housing .094 .094 .093 .095 .094
Street time .640 .640 .640 .647 .663
n 1315 1296 1248 1150 885
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important decision before any statistical analyses are conducted: how many inter-
views will they require respondents to have been observed for to be included in 
their panel sample. This is not an inconsequential decision given that individuals 
with characteristics relevant to crime-related inquiries miss more follow-up inter-
views—especially in panel datasets of individuals with past offending experiences 
(Western et al., 2016). This is often a subjective decision by the researcher given the 
extensive degrees of freedom (Gelman & Loken, 2013) they have when weighing 
the balancing act of wanting more waves to tease out the development effect more 
precisely against the concern of losing individuals with important crime-related 
characteristics.

In order to tease this out and demonstrate how this can impact one’s sample and 
subsequent conclusions, we conducted two sets of analyses using the Pathways to 
Desistance study which is a panel dataset of youth who have previously committed 
serious offenses. The first set of analyses was centered around prospectively assess-
ing what factors were associated with individuals contributing different number of 
waves in the future. Here, we assessed mean differences at the baseline interview 
across those contributing different number of waves. Not only did offending vari-
ables register statistically significant, a number of variables correlated with offend-
ing in the criminological literature were also significant. Those contributing fewer 
waves were older at baseline and entered the peak of the age-crime curve earlier than 
those observed for more waves. The relationship between age and crime in Western 
societies has a long scholarly history where crime increases in one’s teenage and late 
teenage years before steadily declining thereafter into adulthood (Hirschi & Got-
tfredson, 1983; Sampson & Laub, 1993). It is important to include in one’s panel 

Table 4   Fixed effects models predicting perceived social costs (clustered SE)

SE = standard error
*p < .05; **p < .01; ***p < .001

At least 2 waves At least 3 waves At least 4 waves At least 5 waves All 6 waves
Variables b (SE) b (SE) b (SE) b (SE) b (SE)

Residential 
mobility

 − .036 (.015)*  − .036 (.015)*  − .038 (.015)*  − .028 (.016)  − .024 (.017)

Offending  − .015 (.006)*  − .015 (.006)*  − .015 (.006)*  − .014 (.006)*  − .009 (.007)
Age .040 (.013)** .039 (.013)** .038 (.013)** .040 (.013)** .038 (.015)*
Witness violence .011 (.011) .010 (.010) .011 (.011) .014 (.011) .014 (.012)
Victimized .012 (.022) .012 (.022) .012 (.022) .010 (.023) .004 (.026)
Antisocial peer 

influence
 − .019 (.020)  − .018 (.020)  − .014 (.020)  − .029 (.021)  − .027 (.023)

Ran away .178 (.126) .154 (.123) .128 (.121) .080 (.128) .052 (.141)
Employed .013 (.024) .014 (.024) .017 (.024) .013 (.025) .006 (.027)
Gang member .050 (.061) .050 (.061) .040 (.061) .049 (.061) .067 (.066)
Public housing .050 (.047) .051 (.047) .043 (.047) .060 (.048) .070 (.054)
Street time  − .053 (.038)  − .053 (.038)  − .052 (.038)  − .053 (.040)  − .040 (.044)
n 1315 1296 1248 1150 885
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sample those entering the peak of the age-crime curve earlier than others given their 
increased propensity to offend and difficulty in re-interviewing them. Those inter-
viewed in a facility as compared to the community, and those having more petitions 
prior to baseline, contributed fewer waves of data. Being interviewed in a facility 
may be the result of having committed a serious offense as compared to a less seri-
ous offense that would allow one to be interviewed outside of a facility. Those with 
more petitions prior to baseline contributed fewer waves of data, which is indica-
tive of a longer history of offending. Being unable to follow-up on these individu-
als would result in extended waves of data being comprised of people who have 
committed fewer serious offenses, or fewer total offenses. Those contributing fewer 
waves of data also have fewer people in their home, were less likely to have their 
biological mother at home, were less likely to have living biological parents, and 
were less likely to attend school prior to their detention. These variables are indica-
tive of these individuals having reduced levels of informal social control as com-
pared to those who contributed more waves of data (Costello & Laub, 2020; Hirschi, 
1969; Sampson & Laub, 1993; Toby, 1957). These are also variables that tap into 
sources of social support that extend beyond psychological variables that Western 
(2018) identified as a hindrance to re-interviewing hard-to-reach respondents.

While these variables were statistically significant and important in their own right 
as they are often correlated with offending, we also examined effect sizes to better 
understand the magnitude of the effects of these sampling processes. Aggregating up 
to the group-level the individual variable effect sizes, we found that the effect sizes 
of these differences were quite large and indicative of meaningful differences across 
samples. Those who contributed fewer waves were different on these baseline char-
acteristics than those contributing more waves. This was especially noticeable for the 
offending variables, and the absolute value of the mean effect sizes for both offending 
and non-offending variables. Importantly, the largest differences in effect sizes were 
seen when comparing those who contributed the fewest waves of data for panel data 
analyses (2 waves) against those who contributed more waves of data  (3+ waves). 
This finding extends beyond individual variables to show that, at the sample level, 
those contributing fewer waves contain fundamentally important factors that may 
bias one’s sample should they condition on an extended number of waves.

The second set of analyses was an empirical test examining the long-studied rela-
tionship between residential mobility and informal social costs. Similar to other pro-
cesses when studying crime—particularly for life-course and developmental stud-
ies—the key variables of interest are likely affected by those who differentially miss 
interviews. As compared to the first set of analyses, this approach mixes the pro-
spective sampling differences with time-varying factors on the relationship under 
study. Employing a fixed effects model that removes all time-stable influences, as we 
progressively required more waves of respondents to be entered in our sample, the 
sample became less residentially mobile with higher levels of informal social costs, 
making the initial statistically significant negative relationship insignificant. A simi-
lar trend was identified for the relationship between offending and informal social 
costs. Thus, the characteristics of the sample and results were sensitive to the num-
ber of waves we conditioned our sample upon. These findings couple those compar-
ing the means of the variables across waves.
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These findings speak directly to all scholars using panel datasets, and the many 
researcher degrees of freedom available to them (Gelman & Loken, 2013; Simmons 
et  al., 2011). Although we demonstrated how the sample and conclusions change 
with the relationship between residential mobility and informal costs, most if not all 
scholars employing panel and developmental methods are subject to the balancing 
act of wanting more waves against the concern of losing those who contain unique 
characteristics. Two commonly studied processes within criminology, among many 
others, illustrate this balancing act and how scholars can use our findings to inform 
their research.

The first example concerns the long-debated relationship between desistance 
from crime arising from bonds to marriage and employment (Sampson & Laub, 
1993), and whether one’s identity to cease offending precedes commitment to mar-
riage and employment and subsequent reductions in offending (Gottfredson & 
Hirschi, 2020; Paternoster & Bushway, 2009; Paternoster et al., 2015). Not only do 
scholars likely need many waves of data, but they also need many waves of data on 
those who have offended specifically such as the dataset we used in this study. To 
tease out this process more precisely, many consecutive waves of data would likely 
be desired in order to capture differences as to when respondents change in their 
identities which then starts the desistance process of becoming attached to marriage 
and work which then leads to reduced offending. Our results inform at least two 
cautionary steps researchers should consider when studying such processes. First, 
there may be meaningful differences at the baseline interview that are prospectively 
related to reporting different number of waves. This would uncover variables, both 
those under study and other variables that are not under study but related to offend-
ing, that differentially influence those who are observed for differing number of 
waves. Such differences may include not just past offending, but potential labeling 
one received after their offending. One may identify with that criminal label, and 
those identifying with that label may be differentially represented across conditioned 
samples. Second, those who have the strongest deviant identities, are the least tied 
to informal institutions, and offend the most may be the hardest to follow-up with 
and thus be unable to contribute to extended waves of data. Those able to contribute 
would be more pro-social and possibility distort conclusions as they are fundamen-
tally different from those who did not contribute the required waves.

The second example pertains to the deleterious effects of being incarcerated as a 
youth. While it is typically agreed upon that being incarcerated as a youth increases 
one’s future offending (Nagin et al., 2009), scholars have expanded their inquiries 
to assess how long into one’s adult life these effects last (Kurlychek et al., 2022). 
As scholars build on this research to explain the specific mechanisms incarceration 
operates through to increase one’s offending, and its impact on turning points toward 
desistance, rich survey data is needed pertaining to the personal, psychological, and 
sociological characteristics of the respondents. There may be important baseline dif-
ferences that are prospectively associated with how many waves one contributes. 
These may include past institutionalization, and also differential deleterious effects 
felt by the observed youth due to the institutionalization where those most nega-
tively affected may be hardest to follow-up with. By increasing the number of waves 
respondents were required to have been observed for, scholars may lose those who 
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are most criminally active who also have personal, psychological, and sociological 
disadvantages. This would affect results appraising the mechanism institutionaliza-
tion operates through and depict a process that is not applicable to the most crimino-
genic respondents.

Our results also speak to panel data collection efforts focused on individuals with 
experiences of past offending. While it is commonly accepted that individuals who 
have offended, and those who have committed more serious offenses, are difficult to 
follow up on, Western (2018) and colleagues (2016) have extensively detailed these 
issues and the importance of dedicating effort to follow up on these individuals (see 
also Clark et al., 2020; Fahmy et al., 2019). Indeed, our study examining youth who 
have committed serious offenses demonstrated similar processes wherein those who 
offended the most contributed fewer waves—even though the study investigators 
invested much effort to follow up on these youth. If researchers are collecting their 
own data, they should attend to current and best practices for ensuring maximum 
follow-up retention rates at all waves (Clark et al., 2020; Fahmy et al., 2019; West-
ern, 2018). If researchers are using existing data, they should heed our findings and 
follow our recommendations and associated flowchart we discuss in the upcoming 
paragraphs.

We leverage two broad suggestions from scholars in interdisciplinary fields to 
propose clear steps researchers studying crime can take to help diagnose and combat 
these issues. Jeličić et  al., (2009, p. 1199) propose that researchers clearly report 
the number of waves they condition their panel sample upon and also how the sam-
ple characteristics of the conditioned sample differs from the baseline sample. Ware 
et al. (2012), as an expert panel of the National Research Council (NRC), suggested 
sensitivity analyses of one’s chosen sample against other potential samples. While 
these recommendations are useful, and we endorse them, we also propose concrete 
steps scholars should take when appraising panel datasets. Our recommendations 
are not cures or fixes to missed waves of data. They are, however, diagnostics and 
ways to help scholars make more informed decisions about their sample.

We propose that scholars examine their relationship under inquiry by comparing 
a model with the fewest number of waves available to answer their theoretical ques-
tion against a statistical model using all waves of data that are available. In our case, 
this entails those observed for at least two waves against those observed for all six 
waves.24 In doing so, researchers should look for two things. The first is if the coef-
ficients for the primary variables of interest change by 20% or more. The second 
is to check if the coefficients for these variables change in statistical significance. 
A change in statistical significance clearly indicates an issue across waves due to 
lost participants. A change in the coefficient of 20% or more, which is the same 
value used for the standardized bias value in propensity score matching (Angrist & 

24  This is important to note because different models have different number of waves that constitute the 
fewest number of waves the model can analyze. For fixed effects models, one would examine the change 
in coefficients between those observed for at least two waves against those observed for all of the waves. 
For other statistical models examining growth—such as growth curve models or group-based trajectory 
models—the fewest waves to evaluate non-linear change is three waves.
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Pischke, 2009; Rosenbaum & Rubin, 1985), is a useful proxy for identifying issues. 
In our empirical demonstration, the primary variables of interest changed in statisti-
cal significance when the change in the coefficients were all greater than 20% with 
the smallest of these changes being a 22% change.

If the percent change in the primary coefficients of interest are less than 20% 
and the coefficients do not change in statistical significance, it seems safe to say 
that one’s model is resilient to the effects of missed interviews. However, if the per-
cent change in the primary coefficients are greater than 20% and/or the coefficients 
change in statistical significance, we encourage researchers to not only report these 
changes, but also disclose the direction of the change and further assess what base-
line characteristics may be impacting the results.25 In this instance, using a statistical 
model that requires fewer waves of data is recommended as fewer individuals with 
important characteristics are missing. In Fig. 4, we provide a flowchart for applying 
our recommendations.

Our recommendations also speak to those employing common missing data tech-
niques, such as full information maximum likelihood (FIML; Allison, 2002; see also 
Allison, 2015, for a good description on the utility of FIML). After one conducts our 
above-recommended steps, they should also do the same steps with models employ-
ing FIML. If the missing data is either MCAR or MAR, we would expect the per-
cent change in the coefficients to be smaller when employing FIML. This would 
indicate that FIML is able to overcome at least some of the bias arising from the 
missing data. This would be especially useful if, after employing FIML, the percent 
change in coefficients is less than 20% and the coefficients do not change in statisti-
cal significance. However, if the percent change in coefficients persists when using 
FIML as opposed to not using FIML, that would be evidence of bias that is unable 
to be overcome where the missing data are missing not at random (MNAR; Allison, 
2002).

We conclude by echoing Allison’s (2002) comment that the best solution to miss-
ing data is not to have any. However, missing data will occur. We demonstrated one 
way that has thus far been overlooked: missed interviews and the consequences of 
conditioning one’s sample on those observed for different number of waves. We 
hope we have provided researchers with the tools to more critically appraise their 
sample and results without uncritical reliance on statistical methods with hercu-
lean assumptions. Panel data studies should continue unabated, but researchers 
should spend more time understanding their sample and the factors related to being 
observed for different number of waves.

Supplementary Information  The online version contains supplementary material available at https://​doi.​
org/​10.​1007/​s40865-​022-​00207-w.

25  Although it would be desirable to provide a statistical test to make these decisions easier, a formal 
statistical test is complicated by that fact that the conditioned samples are not independent of one another 
(see Paternoster et al., 1998). That is, those who are observed for at least two waves may also be included 
in a sample of those observed for all six waves.
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