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Abstract
The Internet of Things (IoT) is a fast-growing paradigm in on-going research fields and industrial domains that includes
wireless sensor networks, cloud computing, big data, smart cities, large-scale industrial IoT services, etc. In the Internet
of Things architecture, wireless sensor networks can be an important factor in optimizing IoT solutions. This architecture
includes various gateways, controllers, application servers, and IoT clouds. In many Internet of Things (IoT) applications,
messages may need to be distributed to a specific set of objects or nodes using the multicast communication mode. Existing
IoT multicast routing algorithms are not performant or efficient enough to support multimedia group-based applications in an
IoT context since they are primarily focused on ad hoc sensor networking scenarios. In this paper, we propose MSDN-IoT, a
novel multicast software-defined network based on a hierarchical shared multicast tree, and a flexible set of SDN controller
modules, like group management for dynamic multicast services. Our results show the effectiveness of our protocol over
state-of-the-art protocols in terms of end-to-end delay, end-to-end delay-variation, scalability, and other metrics.

Keywords Software-defined networking (SDN) · IoT · Multicast IP · MSDN-IoT · Multi-controller

1 Introduction

Today’s world knows a continuous development of Internet
of Things (IoT) technology. IoT applications such as smart
homes, smart factories, and smart cities are becoming more
complex and larger in scale. Most of these IoT applications
contain a large number of distributed sensors, which have
multiple relationships and are dynamically connected to each
other. In many IoT applications, messages may need to be
sent to a certain group of objects or nodes. This can be done
with the multicast communication mode. However, IoT tech-
nology and applications provide many advantages for the
group’s communication technology, which allows Internet
customers to profit from a wide range of Internet services.
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We usually notice the distribution of newsletters, database
synchronization, and audio or video conferencing [1]. Mul-
ticasting is an important operation in the Internet of Things
environment because it allows for effective group communi-
cation. In the past few years, the provider’s researchers and
developers have come up with and put into place a number
of multicast protocols that help with routing, access control,
and scalability in IP networks.
Existing multicast routing technologies used in wired net-
works and IoT environments are mainly concentrated in IP
networks or ad hoc sensor networking scenarios. Hence,
it does not have sufficient responsiveness and robustness
to support multicast group communication applications in
the IoT environment, such as multimedia applications. For
such an intermittently connected IoT environment with high
heterogeneity domains, traditional multicast protocols and
algorithms designed for wired networks and wireless ad hoc
networks cannot be applied.
To address this problem, we propose MSDN-IoT, the multi-
cast software-defined networking solution for IoT environ-
ments. which is a novel multicast software-defined network
architectural solution based on hierarchical shared multicast
trees and a flexible set of SDN controller modules, including
the Multicast Tree Computing module, which is responsible
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for building an optimal multicast tree; the RP Management
Module, which is responsible for managing RP events; and
the Group Management Module, which is responsible for
handling all multicast group membership events.
The remainder of the paper is organized as follows: Sect. 2
of this article discusses SDN topologies, IP multicast proto-
cols, and some background information and terminologies.
We provide some related, state-of-the-art works in Sect. 3.
We discuss our suggested architectural approach in Sect. 4
before conducting a performance study to demonstrate the
effectiveness of our model in Sect. 5. Finally, we conclude
the paper in Sect. 6.

2 Background and terminology

2.1 Multicast IP

There are two approaches to implementing traditional IP
communication: one is based on unicast communication, and
the other is based on broadcast communication [2]. The issue
of group communication cannot be resolved using conven-
tional unicast and broadcast communication techniques. In
an IP network, multicasting is the process of distributing data
packets using best-effort transmission to a specific group of
nodes. The fundamental concept is that source hosts, like
multicast sources, only deliver one piece of data at a time.
Only hosts in the multicast group are able to receive the data;
other hosts are still unable to receive the data. The destination
address is the address of the multicast group; all recipients
in the multicast group can receive the same copy of the data.
The multicast router in this scenario is in charge of duplicat-
ing the data to however many recipients are included in the
multicast group. Streaming media and some other network
services and applications typically employ IP multicast. Fig-
ure1 illustrates the two categories of intra-domain multicast
routing protocols based on the topological distribution of
receivers: dense mode and sparse mode.

Traditional IPmulticast has faced various challenges from
the beginning; the first is Deering [3]. Many limitations have
been discovered in the literature by researchers from vari-
ous perspectives [4, 5]. Although these limitations have been
known for a long time, most of them still exist and are very
relevant to inspections.

2.2 SDN-IoT

To present the Internet of Things environment, it can usually
be defined as a set of scalable sensor networks that connect
a set of smart objects connected to each other (i.e., machine-
to-machine) and connected to the Internet. The smart object
consists of a large number of sensor nodes. Its task is to sense
the physical environment, and there are a small number of

receiving nodes (or base stations) whose task is to store and
process sensory readings [6, 7].
The need to implement multicast IP in an IoT environment
is caused by the existence of multiple IoT use cases that rely
on or have multiple copies of the same packet when using
multicast group communications instead of multiple unicast
communications. So, the basic idea is tomakemulticast com-
munication more efficient by keeping similar unicast packets
from being sent to a group of receivers more than once.
Software-defined networking (SDN) [8–12] is a newnetwork
paradigm in which a central server called a controller treats
the network as a whole and determines its behavior. In SDN,
and as presented in theFig. 2, different devices on the network
become "simple devices" for routingmessages. This is called
the data plane; on the contrary, the control and logic of the
network are only implemented in the controller, which is
called the control plane.

Using this newmethod, network behavior can bemodified
dynamically and quickly, providing a significant advantage
in programmability. In addition, IT professionals can control
andmanage all network devices froma centralized point in an
automatedmanner, thereby providing flexibility for the entire
system. These orchestration and management automations
reduce operating costs, minimize human intervention, and
save technical operation time, thereby prioritizing innovation
time. With all the advantages brought by SDN, researchers
hope to integrate this new network design with certain tech-
nologies that have emerged in recent years (such as IoT, 5G,
VANet, etc.).
This integration solves many problems, such as the com-
plexity of traffic engineering, high cost, and security issues.
In fact, with the exponential growth of connectivity and
scalability requirements, SDN provides powerful network
solutions for emerging technologies to enhance robustness.
Their communication system has powerful functions for
automatic and dynamic network management. Therefore,
many professionals are committed to deploying these solu-
tions: IoT-based SDN, 5G-based SDN, VANet-based SDN,
etc., to get a better user experience in all applications. Indeed,
SDN is a powerful tool that can dynamically simplify the pol-
icy implementation and network reconfiguration of IoT and
5G infrastructure. However, because these technologies are
coupled together, it brings some challenges, such as scalabil-
ity and mobility, security and privacy, complete upgrade and
conversion of the old version of the network to SDN, data
volume, etc.

3 State of the art

In recent years, due to the basic role played by SDN and
the many problems that SDN solves in many systems, SDN
has aroused increasing interest. In this way, the idea behind
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Fig. 1 Multicast routing
protocols

Fig. 2 Software defined
network based on IoT model

SDN is based on many previous efforts, which have pointed
out the importance of SDN through several studies and
research work [3–5, 13–17]. SDN introduces logical cen-
tralized controls with open interfaces and provides APIs for
the abstraction of network elements to program their for-
warding behavior. It is based on the idea of decoupling the
control plane from the data plane, as shown in Fig. 2. In this
section, we illustrate the summary study of proposed multi-
cast routing protocols in IoT based on SDN in the literature.
We structure our survey study under classical solutions, IoT-
based solutions, and SDN-based solutions.
Many survey works categorize classical multicast routing
protocols as tree-basedmulticast routing (TBM) protocols or

geographically based multicast (GMT) routing protocols. In
the tree-based multicast routing protocols, there is a large set
of research contributions looking to compute an optimized
SPT or shared tree.

Baddi et al. [18–23] presented an RP-selection protocol
to select an optimal RP node and then used this note to build
the multicast shared tree. This protocol uses VNS-RP [18–
20], VND-RP [21], and PGRASP-RP [22, 23] algorithms to
select the optimal node.
Su et al. [24] proposed an energy-optimal multicast rout-
ing protocol for wireless sensor networks called OCast. The
two proposed versions of the algorithms, centralized and
distributed, are provably optimal when the number of desti-
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nations is small. The proposedmodel is inspired by scenarios
in which sensors report to a limited number of base stations
or data must be replicated on a limited number of additional
nodes.
The multicast trees identified and built based on the oCast
[24] algorithm may not satisfy end-to-end delay require-
ments. Xie et al. [25] proposed DB-oCast [25], an extended
version of oCast [24], to discover an optimal multicast trees
under a predefined delay bound.
Park et al. [26] proposed amulticast routing protocol for real-
time data dissemination to amulticast group,which is defined
as data delivery to eachmember of themulticast groupwithin
the desired timedeadline defined initially before themulticast
tree is created. Park et al. [26] proposed constructing a virtual
multicast tree first, then computing a multicast tree based on
paths that can be close to the virtual multicast tree paths.
Sanchez et al. [27] propose BRUMA as a geographic mul-
ticast routing (GMR) in a wireless sensor network. The
proposed solution is designed for a topology with very lim-
ited control overhead and overall bandwidth consumption.
The proposed solution is a beacon-less geographic multicast
routing protocol; unlike other GMT solutions, BRUMA [27]
nodes do not need to exchange beacon messages between
themselves to gather information about the position of their
neighbors.
PartitionedMulticast Tree (PAMTree) was proposed by San-
tamaria and colleagues [28] as a centralizedmulticast routing
protocol for vehicular networks. The critical distance is intro-
duced as a new metric for comparing proposed solutions by
Santamaria et al. [28]. The critical distance is seen as the
real-time constraint in the communication between a source
and the furthest member since an end-to-end delay metric
is proportional to a physical distance in wireless sensor net-
works.
Meng-Shiuan Pan et al. [29] proposed a novel lightweight
and distributed geo-graphic multicast routing protocol. The
proposed scheme contains three phases. First, the first phase
selects intermediate nodes to reach multicast destinations.
Then, the second phase removes loops and trims routes con-
structed in the first phase. Finally, the last phase checks if the
selected multicast links can be further merged.
Mauro Conti et al. [30] proposed a reliable and secure mul-
ticast routing protocol (REMI) for IoT networks to enable
efficient communication in low-power and lossy networks
such as the IoT. REMI [30] uses a cluster-based routing
approach that triggers a faster multicast dissemination of
messages within the network.
Jun Huang et al. [31] proposed two algorithms for setting up
a multicast routing tree for multimedia data transmissions.
The suggested techniques use a perturbation theory method
to combine all weights into a comprehensive measure, which
is then used to search a multicast tree using the spanning tree
and shortest path tree algorithms.

Table 1 Summary of proposed solution in the literature 1= Classical
solution, 2= SDN-based, 3= IoT based, 4 =TBM, 5= GMT

Solution 1 2 3 4 5

Baddi et al. [18–23] Yes No No No No

OCast [24], DB-oCast [25] No No No Yes No

H. Park et al. [26] No Yes No Yes No

BRUMA [27] No No Yes No Yes

PAMTree [28] No No Yes Yes No

Meng-Shiuan Pan et al. [29] No No Yes No Yes

REMI [30] No No Yes Yes No

Jun Huang et al. [31] No No Yes Yes No

EBSPT [32] No Yes No Yes No

LAMA [33] No Yes No Yes No

DCN [34] No Yes No Yes No

Using multicast techniques in an SDN environment is a real
challenge for network experts. Some research has tried to
propose applying the SDN technology to the legacy multi-
cast mechanism; others have proposed a native SDN-based
solution.
Tim et al. [32] proposed an early branching shortest path
tree (EBSPT) as an SDN-based SBT multicast SBT, called
[32]. The proposed solution uses the unicast mode to forward
packets between nodes that constitute themulticast path. The
multicast packet sends itself to branches through the IP tun-
nel. The packet that arrives at the brunch is converted to a
unicast packet and goes to the receivers.
Lin et al. [33] proposed theLocality-awaremulticast approach
(LAMA). The solution separates multicast groups by the
bandwidth threshold of sources when multicast groups form.
LAMA [33] is an RP basedmulticast Tree, which need an RP
selection procedure, the proposed algorithm selects an RP by
the smallest hop counts between sources and candidate RP
switches.
Cui et al. [34] proposed another RP-based multicast tree
solution. called Data Center Network (DCN). The proposed
solution selects the RP node as a set of core switches and con-
structs the shared trees. In this solution, the multicast packets
are fragmented and sent to receivers through each shared tree.

A summary of the different multicast-based IoT architec-
tural frameworks presented in this survey is given in Table 1.

4 MSDN-IoT: multicast group
communication in IoT based on SDN

In this section, we present the details of the working method-
ology of our proposedMSDN-IoT architecture. In particular,
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Fig. 3 MSDN-IoT network
design

we will discuss the details of its design considerations, char-
acteristics, and routing functionalities.
The design of our solution is based on multiple sides, includ-
ing heterogeneity, big data, high scalability, security, and
privacy, which also concern the main SDN and IoT chal-
lenges.

4.1 Amulticast SDN in IoT

Our architectural proposal in spite of being SDN-controlled,
the network and modules are not centralized designed. We
use a hierarchical design with multiple SDN controllers to
overcome the complexity of a single SDN controller in a
highly scalable network, such as an IoT environment.
The proposed architecture is distributed in five levels, with
each level constituting an architectural layer, with the main
objective of building an architecture characterized by a hier-
archical control design, as shown in Fig. 3. In this case, most
of the network intelligence is deployed in the core SDN con-
troller in the Core Network Layer (CNL), and then a small
part of this intelligence is distributed in a set of cluster SDN
controllers. As shown in Fig. 3, we have the following lay-
ers: (1) The Application Layer (AL), (2) The Core Network
Layer (CNL) with the Core SDN Controller (C-SDN-C), (3)
The Cluster Network Layer (ClNL) with the Cluster SDN
Control (Cl-SDN-C), (4) The Device Layer (DL), and (5)
The Multicast Group Members Layer (MGML).

(1)TheApplicationLayer: This layer acts as the standard
application layer in any SDN solution, the layer process as
a communication interface between the Core SDN Control
C-SDN-C and applications using northbound APIs. Appli-

cations in this layer can be deployed over a virtualized
core network; some of these applications can be open to,
or deployed by, third parties to offer Software as a Service
(SaaS).
(2) The Core Network Layer (CNL): this layer acts as the
kernel of the proposed architecture; it represents the intelli-
gent part, and it contains a set of equipment that connects
the clusters of the Cluster Network Layer (ClNL). This layer
contains a set of SDN-enabled equipment managed by the
Core SDN Controller (C-SDN-C).
The Core SDN Controller (C-SDN-C): The Core SDN
Controller is an essential component in our architecture,
which provides functions of global network monitoring, net-
work service definition, and configuration. It represents the
intelligent part of the Core Network Layer (CNL), and it is
responsible for managing SDN and non-SDN-based devices
in the Core Network Layer (CNL).
(3) The Cluster Network Layer (ClNL): This layer can be
a multicast domain, i.e., a PIM domain, and all the devices
included are equipped with SDN-enabled networks and are
managed by the Cluster SDN Control (Cl-SDN-C) and con-
nected to the Core Network Layer (CNL).
The Cluster SDN Control (Cl-SDN-C): This node consti-
tutes the intelligent equipment in each cluster; it’s an SDN
controller that manages all the multicast membership mes-
sages related to each multicast domain represented by the
cluster. Each cluster SDN controller is connected to andman-
aged by the Core SDN Controller (C-SDN-C).
(4) The Device Layer: This layer is the densest, with all
end devices and objects connected by different supported
network access technologies, such as wired medium, wire-
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Fig. 4 MSDN-IoT controller
modules

less connections, Bluetooth, and others. This heterogeneous
layer contains devices with diverse performances, for exam-
ple, CPU processing, RAM memory, energy power, etc.
(5) The multicast group members layer: This layer con-
sists of a set of all heterogeneous multicast group members
(sources or members) consuming or forwarding multicast
packets.

4.2 SDN controller modules

To complete IP multicast functionality in an IoT context,
we present the design and main modules of the MSDN-IoT
controller in this section. The main element of a multicast
network is the multicast controller, which manages multicast
groups, handles joining and leaving events, computes multi-
cast trees, and handles joining and departing events. Figure4
provides a high-level overview of our developed controller,
which ismadeupof ninemodules: groupmanagement, topol-
ogy discovery, RP relocation, RP selection, shared-tree delay
measurement, shared-tree switching, multicast tree manage-
ment, flow installation, and traffic monitoring.

In the following sections, we will present some of these
modules. We start with the mathematical modeling used in
the multicast tree management, RP relocation, and RP selec-
tion.

4.3 Mathematical modeling

In this section, we formulate and present Mathematical mod-
eling of the problems and define the notions that will be used

throughout the paper. A network topology mathematically
can be formulated as a graph structure, G (N, E), this graph
is generally directed and fully connected. The graph struc-
ture G (N, E) is composed by two elements N and E , E is a
collection of links that connect the nodes in the finite set of
nodes N .
Assume that there are |N | network nodes and |E | network
links. Given that the graph is directed and that an edge e(u, v)

linking two neighboring nodes u ∈ N , and v ∈ N , will be
marked, it is assumed that there is an edge e(v, u) connecting
v and u. Each edge is associated with many positive real
values as a weight W, this weight may be either monetary
cost or any measure of resource utilization, we specify two
possible weights W0 as a cost function and W1 as a delay
function:W0 = C(e) = C(e(u, v))which can represent link
utilization, and W1 = D(e) = D(e(u, v)) represents the
delay that the packet experiences through passing that link
including switching, queuing, transmission and propagation
delays, therefore, the W (v0, vn) = ∑

W(i)(v0, vn).
We associate for each path P(v0, vn) defined by the vec-
tor (P(v0, v1), P(v1, v2), ..., P(vn−1, vn)), in the network a
weight which is the sum of all edges weight, for example,

C (P (v0, vn)) =
0∑

n−1

C (e (vi , vi+1)) , (1)

and

D (P (v0, vn)) =
0∑

n−1

D (e (vi , vi+1)) . (2)
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Definition 1 Multicast Tree (MT), Given a set of source node
S ⊆ V and a set of destination nodes D ⊆ V , multicast tree
MT (S,C, D) is a subgraph ofG whose root node is selected
core node C and whose leaf nodes form the subsets of D.

Definition 2 Multicast Trees (MTs). Given a set of Multi-
cast Trees (MTs) in a specific network topology and a set of
destination nodes D ⊆ V , multicast tree MT is a minimal
subgraph of G covering al multicast trees.

Definition 3 Minimum Steiner Tree (MST) [35]. An MST is
a multicast tree in MT whose weight is minimum among all
multicast trees MT (S,C, D).

An SPT or a Shared-T can be calculated in a polynomial
time, while many studies demonstrate that MST cannot be
computed in polynomial time [31, 35]. This paper mostly
focuses on finding an optimal multicast tree that covers all
multicast trees in the network topology with multiple con-
straints.
In Shared-T Tree protocols, all source nodes must forward in
unicast mode themulticast data to selected core nodeC , after
that, the core node transmits this multicast data to all recipi-
ents via the Shared Tree. The following equation, which the
F function can be either a cost function or a delay function, is
used to represent the transmission of multicast data via these
two components divided by the core node C :

F(C, MTs) =

⎧
⎪⎨

⎪⎩

min(MTs(S,C, D))

delay < α

delay_variation < β

, (3)

where α and β are two positive weights values associ-
ated respectively to the end-to-end delay and delay variation
thresholds, this two value can be set initially by the admin-
istrator, and can be dynamically adjusted, by the SDN
controllers, based on application exigence.

4.4 Clusters and areas presentation

Most IoT applications include a large number of distributed
sensors that are interesting in a specific geographical area.
Our approach is logically hierarchical organization into
clusters and areas, with multiple SDN controllers. This
conception, with a multi-controller design compared with
a single-controller approach, can effectively improve the
performance of multicast communication in SDN and IoT
networks.

An area represents an autonomous system, which can be
a corporate network or a multicast domain (e.g., the PIM
domain) with its own multicast group address. An area can
also be any wireless LAN with an access router and many
access points. This separation allows you to manage wired

and wireless areas separately. Areas belonging to the same
domain or corporate network are organized into clusters,
where each cluster is controlled by a Cluster SDN Control
Cl-SDN-C.

4.5 RPmanagement module

In this present work, we will focus on the RP Selection
sub-module as a part of the global RP Management mod-
ule. which uses a search algorithm that determines the RP
location when any multicast group member’s membership
changes and based on other SDN modules’ events.
Algorithm 1 displays the pseudocode for the RP selection
algorithm.

Algorithm 1 RP Selection Pseudo code
max I tWithout Improvement ← 0
while events do

total I t ← 0
ini tialSolution ← randon()

Solutionsheking
Solutionlocal
while i < max I tWithout Improvement & total I t < maxit

do
k ← 0
while currenti t < maxit & k < kmax do

if total I t > maxit then
Break

end ifget NK (s)
if (opt_Function(Solution_local) > opt_Functions(s)) then

k ← k + 1
s ← Solutionlocal
k ← 0
total I t ← total I t + 1
currenti t ← currenti t + 1
if (last SCost > opt Function(s)) then

i ← 0
else if

i ← i + 1 then
end if

end if
end while

end while
end while
return s

4.6 Multicast tree computingmodule

Most traditional multicast routing techniques and protocols
implement routing procedures principally using a cost func-
tion based on the minimum-hop constraint or the shortest
path tree (SPT) as the measurement.
We based our proposal architecture on a multicast rout-
ing protocol based on Shared Multicast Tree SMT (or
Core-Based Tree CBT), such as the Protocol Independent
Multicast-SparseMode Protocol (PIM-SM) [36] or the Core-
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Table 2 Summary of simulation parameters and values

Parameters Values

Simulator Mininet emulator [38, 39]

Simulation time 10min

SDN Controller NOX [40]

Simulation
Dimension

100–100 to 1000–1000

Machine perfor-
mance

Xeon processors 2.00GHz; 8-CPU 4 MB;
32 GB of RAM

Network size 160 nodes

Transport Layer UDP

Sources set size 5%

Routing Protocol OSPF

receivers set size 5%-40%

Application layer CBR

Traffic rate 0.5-−0.7 pk

Based Tree (CBT) [37] protocol. Our choice is motivated
by the scalability and dynamism of SMT multicast trees;
globally, SMT-based protocols are designed for the larger
and sparser groups encountered on the Internet. SMT-based
protocols develop a routing table without relying on uni-
cast protocols or infrastructure topology. Instead, they use
soft state mechanisms to adapt to the underlying topology-
gathering protocol.
After selecting the RP by calling the RP Selection sub-
module, the Multicast Tree Computing Module (MTCM)
tries to compute the optimal shared multicast tree by com-
bining the shortest path between the source and the RP and
the shortest path between the RP and all multicast receivers.
Initially, the density of the multicast routing topology is
widely sparse; each group member is involved in a multi-
cast tree with one element.
In our proposed scheme, we select the best first multicast
path, and we distinguish two selection approaches to choose
an optimal multicast path as an initial solution.
After a cluster SDN controller obtains all group members’
location information, it computes the distance to each group
member and the density of group members.

4.7 Multicast membership managementmodule

Anymulticast protocol, as proposed byDeering [2], uses two
important messages to build and manage group membership.
These messages are known as ”multicast join” and ”member
leave.”

When the cluster controller receives a joining group event,
it updates the group membership. If a multicast member
wishes to leave a specificmulticast group, it sends amulticast
leave message, and the SDN controller deletes the corre-

sponding switch flow entry and updates memberships in the
group management database.

5 Testbed and simulations

5.1 Testbed implementation

We implement a testbed environment with a distributed SDN
environment based inMininet emulator [38, 39] using a quad-
core machine with Xeon processors at 2.00 GHz, an 8-core 4
MB, and 32 GB of memory to demonstrate the efficiency and
good performances of our proposed architectural solution
MSND-IoT.We design all SDN controllers based on open-
source software, NOX [40]. In our topology, we distinguish
between two types of networks: wired networks and wireless
networks.
In the case of the wired network, we use a customized net-
work topology generator [41] based on the BRITE [42]
module with the Waxman model [43] as the graph pattern.
Our performance studies were performed for each simula-
tion on a set of 100 random network topologies. The values
of α = 0.1 and β = 0.3 were adopted to generate network
topologies with nodes’ average degree between 3 and 4 in
the mathematical model of Waxman. The edge probability
is given by P(u, v) = ke−(u; v)/LD, where d (u, v) is
the distance between nodes u and v, D is the maximum dis-
tance between two nodes, and K and L are parameters in the
range [0; 1]. It is noted that increasing L increases the num-
ber of connections between far-off nodes, and increasing K
increases the degree of each node.
In the case of thewireless networkWe use theGENSEN [44],
which is a wireless network generator that is more realistic,
to determine pseudo-randomly all network elements, such
as node locations, battery-powered devices, communicating
nodes, etc.
Table 2 provides the details of various parameters along with
their values that are used to configure the testbed.

5.2 Simulation results

To demonstrate the performance of our architectural solution
(MSDN-IoT), we compare it with the following algorithms:
branching shortest path tree (EBSPT) [32], locality-aware
multicast approach (LAMA) [33], data center network [34],
and a simulationwith a native PIM-SMprotocol [36] deploy-
ment.
The main objective of any multicast solution is to reduce
end-to-end delay and end-to-end delay variation during any
multicast session; therefore, we start this simulation results
study by comparing these two metrics, and then we will
review other metrics.
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Fig. 5 Network size vs Average
ento-to-end delay

Fig. 6 Network size vs Average
ento-to-end delay-variation]

End-to-end Delay is defined as the time spent to forward
multicast data from the farthest source node to the selected
RP to the farthest receiver node in the multicast group tree.
In this simulation, we use a network topology with multicast
group members that are 10% of the total network nodes, and
we vary the number of network topology nodes from 10 to
160 nodes. Figure5 shows the simulation results of multicast
end-to-end delay versus network topology size in terms of the
number of nodes.

To evaluate real-time application support by the multicast
solution and if the used multicast tree algorithm selects and
builds an optimal multicast tree, we use the end-to-end delay
variation metrics because the multicast nature requires that
all multicast members receive the information at the same
time. End-to-end delay variation is the difference between
the first time a multicast packet is received by a receiver in a
multicast group and the last time the same multicast packet

is received by another receiver. Also, in this simulation, we
use a network topologywith amulticast groupmember’s size
equal to 10% of the overall network nodes, and we vary the
number of network topology nodes in the range of 10–160
nodes. Figure6 shows the simulation results ofmulticast end-
to-end delay variation versus network topology size in terms
of the number of nodes.

In this section, we evaluate also the scalability of the pro-
posed system in terms of supported multicast group number,
supported multicast group number throughout the network
topology, and supported multicast group member size. Fig-
ure 7 shows an examination of scalability for each solution
with regard to the supported multicast group members in
the multicast session. We see that in this network scenario,
the percentage of nodes that will participate in the multicast
group session varies from 20% to 80%.
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Fig. 7 Network size vs % of
Multicast Group Members

5.3 Discussion

As we’ve already said in this paper, our architectural pro-
posal’s main goal is to reduce end-to-end delay and end-
to-end delay-variation metrics, because To compute the
multicast tree, we use Eq.3 inside algorithm 1. Figures5,
6, and 7 demonstrate how network size influences network
end-to-end delay, delay-variation and scalability metrics for
compared solutions. As it can be seen, our proposed MSDN-
IoT has the best performance, with the lowest end-to-end
delay and end-to-end delay variation, due to the fact that the
combination ofmulticast tree computing and theRPmanage-
ment module uses the optimal function to select an optimal
multicast tree. Figure6 shows that our solution supportsmore
multicast group members compared to other solutions when
we increase the network size.

6 Conclusion

We propose MSDN-IoT, a novel architectural solution for
integrating multicast communication mode on SDN-based
IoT environments, in this paper. The proposed architecture
network and modules are not centralized; we use a hierar-
chical design with multiple SDN controllers to overcome
the complexity of a single SDN controller in a highly scal-
able network, such as an IoT environment. The proposed
SDN solution is based on a flexible set of SDN controller
modules, including the Multicast Tree Computing module,
which is responsible for building an optimal multicast tree;
the RP Management Module, which is responsible for man-
aging RP events; and the GroupManagementModule, which

is responsible for handling all multicast group membership
events. Our results show the effectiveness of our protocol
over state-of-the-art protocols in terms of end-to-end delay,
end-to-end delay variation, scalability, and other metrics. As
future work, we are currently working on an enhanced ver-
sion of our architectural solution to support node mobility.
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