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Abstract
In this article we study the solution u(t, x) of the Cauchy problem of linear damped
wave equation. We obtain the sufficient and necessary condition of the boundedness
of the solution u(t, x) on the Triebel–Lizorkin space at a fixed time t .

Keywords Damped wave equation · Triebel–Lizorkin space · Sharp estimate ·
Multiplier theorem · Wave operator
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1 Introduction

The dampedwave equation is the equation describing the fluctuation phenomenonwith
the damping effect. It is usually used to describe the loss of energy due to friction, air
resistance and other factors when waves propagate in the medium. We focus on the
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Cauchy problem of linear damped wave equation

(DWE)

{
∂t t u + 2ut − �u = 0,
u(0, x) = f (x), ut (0, x) = g(x),

where (t, x) ∈ (0,∞) × R
n (n ≥ 2) and � is the Laplacian defined by

(−�) f (x) = F−1
(
|ξ |2 f̂ (ξ)

)
(x),

whereF−1 denotes the inverse Fourier transform and f̂ denotes the Fourier transform
of f . The solution to the Cauchy problem is formally given by

u(t, x) = e−t cosh
(
t
√
L
)
f (x) + e−t

sinh
(
t
√
L
)

√
L

( f (x) + g (x)),

where L is the Fourier multiplier with symbol 1 − |ξ |2 .

The damped wave equation is a common physical equation used to describe fluctu-
ating phenomena with dissipation, such as the propagation of electromagnetic waves
in transmission lines. The study of the solutions to the dampedwave equations can pro-
vide useful information about fluctuating behavior, which has important implications
for many applications in science and engineering. A large number of researchers have
studied the behaviors of solutions of u(t, x), such as the decaying nature of solutions,
the propagation speed of solutions and the stability of solutions. The property of solu-
tions is an important study. By analyzing the solution of an equation, the researcher can
obtain the decay rate of the solution by parameter adjustment. The results of the decay
rate have important implications for applications such as electrical signal transmission
and energy transmission (see [1–6]). In communication systems, the decay properties
and propagation speed of solutions can be used to optimize the reliability and speed
of signal transmission. In materials science, the study of the stability of solutions can
help predicting the reliability and lifetime of materials. In addition, the study of these
properties can also be applied to medical imaging, acoustics and earthquakes. There-
fore, there are still many properties worthy of our study of the solution for damped
wave equation. In the study of harmonic analysis, the boundedness of u(t, x) on dif-
ferent function spaces is a hot topic in the research on the damped wave equation.
See [7–16] and references therein to find researchers on the space–time estimates
and asymptotic estimates, the local and global well-posedness of the Cauchy problem
of the damped wave equation. Expressly, the result in [17] involves the estimates of
damped wave equation in Lebesgue space L p and the Hardy space H p. Particularly,
the authors in [18] prove the following result. (The case of α = 1 denotes the damped
wave equation).
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Theorem A [18] Let α > 0, 1 ≤ r ≤ p ≤ ∞ and β ≥ nα

∣∣∣ 12 − 1
p

∣∣∣ for α �= 1 or

β > (n − 1)
∣∣∣ 12 − 1

p

∣∣∣ for α = 1. Then we have, for t > 1, that

‖u(t, ·)‖L p 	 (1 + t)−
n
2α ( 1r − 1

p )
(‖ f ‖Lr + ‖g‖Lr )

+e−t (1 + t)β(‖ f ‖L̇ p
β

+ ‖ f ‖L̇ p
β−α

+ ‖g‖L̇ p
β−α

)

where L̇ p
β and L̇ p

β−α are homogeneous Sobolev spaces.

More elegant andgeneral estimates involvingLebesgue spaces L p andHardy spaces
H p, 0 < p ≤ 1 are further studied by D’Abbicco. Ebert and Picon in [17]. The
long time decay estimates of the inequality in Theorem A describes the diffusion
phenomenon of the solution. We notice that if we choose the same space L p then the
inequality is reduced to

‖u(t, ·)‖L p 	 ‖ f ‖L p + ‖g‖L p + e−t (1 + t)β(‖ f ‖L̇ p
β

+ ‖ f ‖L̇ p
β−α

+ ‖g‖L̇ p
β−α

).

Since the Trieble–Lizorkin space Ḟγ
p,q(R

n) is a space with wider frame, which unites
manywell-known spaces such as L̇ p

β , L
p, H p, BMO, amongmany others, it naturally

inspires us to study the inequality in Theorem A on the Trieble–Lizorkin spaces. In
this paper, we mainly examine the boundedness of u(t, x) on the Triebel–Lizorkin
space Ḟγ

p,q(R
n). Specifically, for a fixed t, we want to find the sharp range of p for

which the solution u(t, x) is bounded on Ḟγ
p,q(R

n). The study for the long time decay
estimates involved two spaces Ḟγ

p,q(R
n) will appear in [19].

By focusing on the two fundamental operators T (t) and S(t), we can effectively
analyze the solution u(t, x), where

T (t) = e−t cosh(t
√
L), S(t) = e−t sinh(t

√
L)√

L
.

To this end, we need to decompose these operators in their frequency domains, since
their performances are quite different in these domains. Let �(ξ) be a C∞ radial
function that takes values in the interval [0, 1] andhas support in the set {ξ : |ξ | ≥ 100}.
Additionaly, this function satisfies the condition �(ξ) ≡ 1 in the set {ξ : |ξ | ≥ 150}.
Consider	(ξ) to be a smooth radial function, which takes values in the interval [0, 1].
This function has a support in the set {ξ : |ξ | ≤ 3/4} and satisfies the condition	(ξ) ≡
1 in the set {ξ : |ξ | ≤ 1/2}.We further modify the function
(ξ) = 1−�(ξ)−	(ξ).

Suppose that �(ξ) is a smooth radial function that is valued on the interval [0, 1] and
has support in the set {ξ : 1/2 ≤ |ξ | ≤ 2}. Additionally, �(ξ) is equal to 1 in the
range {ξ : 3/4 ≤ |ξ | ≤ 4/3} and write

�(ξ) = 
(ξ) − �(ξ).

For all ξ ∈ R
n, it is clear that

1 = �(ξ) + �(ξ) + �(ξ) + 	(ξ),

123



153 Page 4 of 29 M. Wang et al.

which allows that we can write

T (t) = �(D)T (t) + 	(D)T (t) + �(D)T (t) + �(D)T (t),

S(t) = �(D)S(t) + 	(D)S(t) + �(D)S(t) + �(D)S(t).

The low frequency part of T (t), denoted as 	(D)T (t), can be written as

	(D)T (t) f (x) = e−t
∫
Rn

cosh(t
√
1 − |ξ |2)	(ξ) f̂ (ξ)ei<x,ξ>dξ.

	(D)S(t) is the low frequency part of S(t) defined by

	(D)S(t) f (x) = e−t
∫
Rn

	(ξ)
sinh(t

√
1 − |ξ |2)√

1 − |ξ |2
f̂ (ξ)ei<x,ξ>dξ,

and the other six operators are defined similarly.
The high frequency part of the wave operator (not damped) is defined by

Tα f (x) = Kα ∗ f (x),

where

K̂α(ξ) = e±i |ξ |�(|ξ |)
|ξ |α .

Cao and Jia [20] have proved the following result.

Theorem B [20] Suppose γ ∈ R. Then we have the following conclusions.

1. Let 1 < p ≤ q ≤ 2 or 2 ≤ q ≤ p < ∞. If α ≥ (n − 1)
∣∣∣ 1p − 1

2

∣∣∣ , then Tα is

bounded on Ḟγ
p,q(R

n).

2. Let 1 < p, q < ∞ or 0 < q ≤ p ≤ 1. If α > (n − 1)
∣∣∣ 1p − 1

2

∣∣∣ , then Tα is

bounded on Ḟγ
p,q(R

n).

3. Let 0 < p ≤ 1 < q < ∞. Tα is bounded on Ḟγ
p,q(R

n) if α ≥ (n − 1)
∣∣∣ 1p − 1

2

∣∣∣ .
As we mentioned before, the aim of this paper is to investigate the boundedness of

damped wave operators on Triebel–Lizorkin spaces. To achieve our target, estimates
on the Triebel–Lizorkin spaces for T (t) and S(t) will be established. We will invoke
partially the result from Theorem B in our research. However, Theorem B does not
provide any clue if the conditions in it are sharp.

Our intention is to prove the following theorems.

Theorem 1 Suppose (n − 1) |1/p − 1/2| ≤ β and γ ∈ R. Let δ̃ > 0 and

ct = e−t (1 + t )̃δ.

We have the following conclusions.
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1. Let 1 < p ≤ q ≤ 2 or 2 ≤ q ≤ p < ∞. When β ≥ (n − 1)
∣∣∣ 12 − 1

p

∣∣∣ , there exists
a positive number δ̃ for which

‖�(D)T (t)( f )‖Ḟγ
p,q

	 ct ‖ f ‖
Ḟγ+β
p,q

and

‖�(D)S(t)( f )‖Ḟγ
p,q

	 ct ‖ f ‖
Ḟγ+β−1
p,q

.

2. Let 0 < q ≤ p ≤ 1 or 1 < p, q < ∞. When β > (n − 1)
∣∣∣ 12 − 1

p

∣∣∣ , then
‖�(D)T (t)( f )‖Ḟγ

p,q
	 ct ‖ f ‖

Ḟγ+β
p,q

and

‖�(D)S(t)( f )‖Ḟγ
p,q

	 ct ‖ f ‖
Ḟγ+β−1
p,q

.

3. Let 0 < p ≤ 1 < q < ∞. When β ≥ (n − 1)| 12 − 1
p |, then

‖�(D)T (t)( f )‖Ḟγ
p,q

	 ct ‖ f ‖
Ḟγ+β
p,q

and

‖�(D)S(t)( f )‖Ḟγ
p,q

	 ct ‖ f ‖
Ḟγ+β−1
p,q

.

Theorem 2 Let γ ∈ R, 0 < p < ∞ and 0 < q ≤ ∞. All operators 	(D)T (t),
�(D)T (t), �(D)T (t), 	(D)S(t), �(D)S(t), �(D)S(t) are bounded on Ḟγ

p,q(R
n)

and their bounds are independent of t > 0.

Theorem 2 easily yields the following corollary.

Corollary 3 S(t) is bounded on Ḟγ
p,q(R

n) if and only if �(D)S(t) is bounded on
Ḟγ
p,q(R

n). T (t) is bounded on Ḟγ
p,q(R

n) if and only if �(D)T (t) is bounded on
Ḟγ
p,q(R

n).

In this paper, we want to obtain the sufficient and necessary conditions on the
boundedness of �(D)S(t) and �(D)T (t) on Triebel–Lizorkin spaces. The sharpness
of the condition in Theorem 1 is demonstrated by the following result, except at the
endpoint for some indices p, q (see Corollary 5 below).

Theorem 4 Let q > 1, for a fix t, the inequality

‖�(D)T (t)( f )‖Ḟγ
p,q

	 ‖ f ‖
Ḟγ+β
p,q
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for all f ∈ Ḟγ
p,q(R

n) fails if

β < (n − 1) |1/p − 1/2| .

Also the inequality

‖�(D)S(t)(g)‖Ḟγ
p,q

	 ‖g‖
Ḟγ+β−1
p,q

for all g ∈ Ḟγ
p,q(R

n) fails if

β < (n − 1) |1/2 − 1/p| .

From Theorems 1 and 4, we easily see the following corollary.

Corollary 5 β ≥ (n − 1)| 12 − 1
p | is the sufficient and necessary condition of (1) and

(3) in Theorem 1 (for a fixed t).

From Corollary 5, we know that (2) of Theorem 1 remains open at endpoint β =
(n − 1)| 12 − 1

p |.
Theorem 4 easily yields the following sharp result.

Corollary 6 Suppose γ ∈ R, n ≥ 4 and 1 < p ≤ q ≤ 2, or 2 ≤ q ≤ p < ∞. Then

‖S(t)g‖Ḟγ
p,q

	 ‖g‖Ḟγ
p,q

if and only if

2(n − 1)

n + 1
≤ p ≤ 2(n − 1)

n − 3
.

If n = 2, 3, then

‖S(t)g‖Ḟγ
p,q

	 ‖g‖Ḟγ
p,q

for all 1 < p < ∞.

We let f (x) = 0 in (DWE), Corollary 6 says that when n ≥ 4, for 2 ≤ q ≤ p ≤ ∞
or 1 ≤ p ≤ q ≤ 2, we have

‖u(t, ·)‖Ḟγ
p,q

	 ‖g‖Ḟγ
p,q

if and only if

2(n − 1)

n + 1
≤ p ≤ 2(n − 1)

n − 3
,
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for a fixed t . Also, when n = 2, 3, for 2 ≤ q ≤ p ≤ ∞ or 1 ≤ p ≤ q ≤ 2, we have

‖u(t, ·)‖Ḟγ
p,q

	 ‖g‖Ḟγ
p,q

for all p ∈ (1,∞).

We obtain the sufficient condition of the Ḟγ
p,q(R

n) boundedness for the fundamen-
tal operators T (t) and S(t) in Theorems 1 and 2. The proof of this part is relatively
easy by invoking the known results in Theorem B and the multiplier theorem in
Lemma 9. Specifically, we carefully decompose operators T (t) and S(t) on their
frequency domains into several operators according to their low, middle and high fre-
quencies. Then, we either write an operator as a sum of several operators, or write an
operator as a composition of simpler operators. We then further use the multiplier the-
orem (Lemma 9) to verify that each operator is an Ḟγ

p,q(R
n)multiplier. This execution

process is routine and only some easy computations involved.
The main difficulty comes from the proof for the necessary conditions of the

Ḟγ
p,q(R

n) boundedness for T (t) and S(t). This process is executed in Theorem 4.
In the proof, in order to give a unified proof on T (t) and S(t), we consider two more
general convolution operators �+

β,λ ∗ f and �−
β+λ ∗ f , whose kernels are given by

�+
β,λ (x) =

∫
Rn

eit
√

|ξ |2−1

|ξ |β (|ξ |2 − 1
)λ/2� (|ξ |) ei<x,ξ>dξ

and

�−
β,λ (x) =

∫
Rn

e−i t
√

|ξ |2−1

|ξ |β (|ξ |2 − 1
)λ/2� (|ξ |) ei<x,ξ>dξ,

separately, and we estimate them in a similar way. After using the Taylor expansion
and a careful calculation, wemay conclude that the Ḟγ

p,q(R
n) boundedness of�+

β,λ∗ f

is equivalent to the Ḟγ
p,q(R

n) boundedness of the wave operator

Wβ̃ ( f ) (x) =
∫
Rn

e−i t |ξ |

|ξ |β̃
�1 (|ξ |) f̂ (ξ) ei<x,ξ>dξ,

with some cutoff function �1 off the origin. Then, in Proposition 13 we prove the
necessary condition for the Ḟγ

p,q(R
n) boundedness of Wβ̃ , which is also optimal by

comparing to the sufficient condition. It should be noted that the proof of Proposition 13
is tricky. We need to carefully study the kernel Kβ̃ of Wβ̃ . To this end, we separate
the leading term of Kβ̃ by striping away all non-essential items, and we further invoke
the Gel’fand–Shilov Lemma (Lemma 11) to obtain the precise asymptotic estimate of
the leading term. With this estimate we are able to construct a family of test functions
{ fε} to achieve the necessary condition when 1 ≤ p, q ≤ 2, which also implies the
necessary condition for 2 ≤ p, q < ∞ by an easy duality argument. Finally, we use a
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contradiction argument with the help of the Stein analytic interpolation to obtain the
necessary condition for whole range of p, q via a boosting procedure.

The paper is organized as following. In the second section we will review some
known results of the Triebel–Lizorkin spaces. We give the proof of Theorem 2 in the
third section. The proof of Theorem 1 is finished in Sect. 4 and we prove Theorem 4
in the fifth section. Potential applications are indicated in Sect. 6.

Throughout the article, we use the notation A 	 B to mean that there is a positive
constant C independent of all essential variables such that A ≤ CB. The notation
A � B denotes A 	 B and A  B, and the notation A ≈ B means that there exists a
constant C such that A = CB.

2 Preliminary Knowledge

Let ϕ ∈ C∞(Rn) be a fixed function and satisfy supp(ϕ) ⊂ {ξ : 3 < |ξ | ≤ 5},
0 ≤ ϕ(ξ) ≤ 1. Also, ϕ(ξ) > c > 0 when 7/2 ≤ |ξ | ≤ 9/2. Let ϕ j (ξ) be defined
as ϕ(2− jξ). We may also impose a simple normalization condition on ϕ, for all
ξ ∈ R

n\{0},
∞∑

j=−∞
ϕ j (ξ) = 1.

For j ∈ Z, we can represent the functions φ j (x) as φ̂ j (ξ) = ϕ j (ξ). The homogeneous
Triebel–Lizorkin space Ḟγ

p,q(R
n), for γ ∈ R, 0 < p, q < ∞, is defined as the

collection of all distributions f that satisfy the following condition:

‖ f ‖Ḟγ
p,q (Rn) =

∥∥∥∥∥∥∥

⎛
⎝∑

j∈Z

∣∣∣2γ j (φ j ∗ f )
∣∣∣q

⎞
⎠

1/q
∥∥∥∥∥∥∥
L p(Rn)

< ∞. (1)

Choose a suitable Schwartz function ψ . To define the norm of the inhomogeneous
Triebel–Lizorkin space Fγ

p,q , we can modify Eq. (1) by including an additional term
‖ψ ∗ f ‖L p in the sum and replacing

∑
j∈Z with

∑
j≥0. It is commonly understood

that Ḟγ
p,2 = L̇ p

γ if 1 < p < ∞ and Ḟγ
p,2 = H p

γ if 0 < p ≤ 1, where L̇ p
γ is the

classical L p−Sobolev space and the space of Hardy–Sobolev functions denoted by
H p

γ has been extensively studied by Strichartz (refer to [21]). In particular, we use
the notation H p = H p

0 , which refers to the real Hardy space. The space Ḟγ∞,∞ is
equivalent to the Lipshitz space Lipγ if γ > 0. The space Ḟγ

p,q(R
n) is important in

the study of harmonic analysis, so that it has attracted many attentions [22–24].
We recall two important properties on the space Ḟγ

p,q(R
n).

Lemma 7 (Imbedding) [25] The imbedding relationship on the space Ḟγ
p,q(R

n):

1. For any real number γ and positive number p less than ∞. If q1 ≤ q2, then

Ḟγ
p,q1 ⊂ Ḟγ

p,q2 .
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2. Given reals −∞ < γ2 < γ1 < ∞ and 0 < p1 < ∞, 0 < q1, q2 ≤ ∞, let
0 < p2 ≤ ∞ be determined by γ1 − n

p1
= γ2 − n

p2
. Then

Ḟγ1
p1,q1 ⊂ Ḟγ2

p2,q2 .

Lemma 8 (Lifting) (see [20, p. 2073]) There is the lifting property on the space
Ḟγ
p,q(R

n):

‖ f ‖Ḟγ
p,q

� ‖Rγ f ‖Ḟ0
p,q

,

where Rγ represents the Riesz potential, which is defined as

R̂γ f (ξ) = |ξ |γ f̂ (ξ).

According to the lifting property mentioned in [20], to establish the boundedness of a
convolution operator on the Ḟγ

p,q space, it is enough to demonstrate its boundedness
on Ḟ0

p,q . Define the convolution operator Cm as

Cm( f ) (x) =
∫
Rn

m (ξ) f̂ (ξ) ei<ξ,x>dξ,

and define m to be an Ḟγ
p,q multiplier if Cm is bounded on Ḟγ

p,q(R
n). We denote the

operator norm of Cm on the space Ḟγ
p,q(R

n) as

‖m (·)‖Ḟγ
p,q (Rn)→Ḟγ

p,q (Rn) .

Using a scaling argument, it can be easily demonstrated that for every positive t ,

‖m (·)‖Ḟγ
p,q→Ḟγ

p,q
= ‖m (t ·)‖Ḟγ

p,q→Ḟγ
p,q

.

This article will frequently make use of the following multiplier theorem for
Ḟγ
p,q(R

n).

Lemma 9 [26, Theorem 5.1, pp. 851] If s and γ are real numbers, 0 < q ≤ ∞ and
0 < p < ∞. Moreover, � ∈ N and μ ∈ C�(Rn\{0}). If the following condition is
satisfied:

sup
R>0

(
R−n+2s+2|σ |

∫
R<|ξ |<2R

∣∣∣∂σ
ξ μ(ξ)

∣∣∣2 dξ

)
≤ Aσ , |σ | ≤ � (2)

with � > max{n/p, n/q} + n/2, then

‖Tμ( f )‖Ḟs+γ
p,q

≤ C‖ f ‖Ḟγ
p,q

.
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When s = 0, this condition can be replaced by a simple condition

∣∣∂σm(ξ)
∣∣ 	 |ξ |−|σ | , (3)

which is called the Mihlin condition.
The asymptotic expansion of the Bessel function Jν (r) as r → ∞ is widely used

throughout the paper.

Lemma 10 (see [27, Proposition 5.1, p. 93]) For any positive integer L and r > 0,
ν > −1/2. The following inequality holds on the interval [1,∞),

Jν(r) =
√

2

πr
cos

(
r − νπ

2
− π

4

)
+

L∑
j=1

a j e
ir r− 1

2− j +
L∑
j=1

b j e
−ir r− 1

2− j + EL (r) ,

where a j and b j are constants for j ∈ N. For every nonnegative integer k and the
function EL(r) satisfies

E (k)
L (r) = O

(
r− 1

2−L−1
)

, as r → ∞.

Lemma 11 (Gel’fand–Shilov, see page 171 in [28]) Let σ > 0 and γ �= −1,−2, . . ..
Then

∫ ∞

0
e−σr rγ eisr dr = ieiπγ/2�(γ + 1)(s + iσ)−γ−1,

where � (γ + 1) is the Gamma function.

3 Proof of Theorem 2

We will use Lemma 9 to verify the boundedness of all operators stated in Theo-
rem 2 on the Triebel–Lizorkin space Ḟγ

p,q(R
n). The estimates are similar between

	(D)S(t), �(D)S(t), �(D)S(t) and 	(D)T (t), �(D)T (t), �(D)T (t). We will
verify the frontal estimates only. Note that the multiplier of 	(D)S(t) is

m0 (ξ) = e−t	(ξ) sinh(t
√
1 − |ξ |2)√

1 − |ξ |2

and the multipliers of �(D)S(t) and �(D)S(t) are

m1 (ξ) = e−t�(ξ) sinh(t
√
1 − |ξ |2)√

1 − |ξ |2

123
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and

m2 (ξ) = e−t�(ξ) sinh(t
√
1 − |ξ |2)√

1 − |ξ |2

respectively. It suffices to check that allm0 (ξ),m1 (ξ) andm2 (ξ) satisfy condition (3).
We first work onm0 (ξ). Recall that	(ξ) is supported in the set {ξ : |ξ | ≤ 3/4} and

	(ξ) equals 1 when |ξ | ≤ 1/2. We choose a different radial Schwartz function 	1(ξ)

that is supported in the set {ξ : |ξ | ≤ 13/16} and 	1(ξ) equals 1 when |ξ | ≤ 3/4. By
this choice we can write

	(ξ) = 	1(ξ)	(ξ).

Now, we can write m0 (ξ) as the product of two multipliers

m0 (ξ) = μ1 (ξ) μ2 (ξ) ,

where

μ1 (ξ) = e−t	1(ξ) sinh(t
√
1 − |ξ |2)

and

μ2 (ξ) = 	(ξ)√
1 − |ξ |2

.

This means that	(D)S(t) is the composition of two operators with multipliersμ1 (ξ)

and μ2 (ξ) respectively. By the support condition on 	(ξ), it shows that μ2 (ξ) is a
multiplier on Ḟγ

p,q(R
n) space trivially. On the other hand, we have

∂

∂ξ j
μ1 (ξ) ≈ e−t

(
∂

∂ξ j
	1(ξ)

)
sinh(t

√
1 − |ξ |2) + e−t t	1(ξ) cosh(t

√
1 − |ξ |2)ξ j√

1 − |ξ |2
.

It is easy to check that in the support of 	1 we have

∣∣∣∣e−t	1(ξ) sinh(t
√
1 − |ξ |2)

∣∣∣∣ =
∣∣∣∣∣∣e

−t	1(ξ)
et

√
1−|ξ |2 − e−t

√
1−|ξ |2

2

∣∣∣∣∣∣ 	 	1(ξ)e
−t |ξ |2

2

and

∣∣∣∣e−t	1(ξ) cosh(t
√
1 − |ξ |2)

∣∣∣∣ 	 	1(ξ)e
−t |ξ |2

2 .
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By noting that ∂
∂ξ j

	1(ξ) has the same property as that of 	1(ξ) and

e
−t |ξ |2

2 t |ξ |2 	 1,

we easily obtain that

∣∣∣∣ ∂

∂ξ j
μ1 (ξ)

∣∣∣∣ 	
∣∣∣∣ ∂

∂ξ j
	1(ξ)e

−t |ξ |2
2

∣∣∣∣ + 	1(ξ)e
−t |ξ |2

2 t
∣∣ξ j ∣∣ 	 |ξ |−1

uniformly on t > 0, for all j = 1, 2, · · ·, n. Similarly, we can show that for any
multi-index σ

∣∣∂σ μ1(ξ)
∣∣ 	 |ξ |−|σ | .

Thus, μ1 (ξ) is an Ḟγ
p,q(R

n) multiplier, and consequently m0 (ξ) = μ1 (ξ) μ2 (ξ) is
also an Ḟγ

p,q(R
n) multiplier.

We next study the multiplier

m1 (ξ) = e−t�(ξ) sinh(t
√
1 − |ξ |2)√

1 − |ξ |2
.

By the Taylor expansion,

sinh(t
√
1 − |ξ |2)√

1 − |ξ |2
=

∞∑
k=0

t2k+1
(
1 − |ξ |2)k

(2k + 1)! ,

we have that

∂

∂ξ j

(
sinh(t

√
1 − |ξ |2)√

1 − |ξ |2
)

= −2
∞∑
k=1

t2k+1k
(
1 − |ξ |2)k−1

ξ j

(2k + 1)! ,

and for i �= j,

∂2

∂ξ j∂ξi

(
sinh(t

√
1 − |ξ |2)√

1 − |ξ |2
)

= 4
∞∑
k=2

t2k+1k (k − 1)
(
1 − |ξ |2)k−2

ξ jξi

(2k + 1)! .

Using an induction, we easily see that in the support of �, for any multi-index σ ,

∣∣∣∣∣∂σ
ξ

(
sinh(t

√
1 − |ξ |2)√

1 − |ξ |2
)∣∣∣∣∣ 	

∞∑
k=|σ |

t2k+1k|σ | (1/2)k

(2k + 1)! |ξ |−|σ | .
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Since

t2k+1e−t

(2k + 1)! ≤ 1,

we obtain that

∣∣∣∣∣∂σ
ξ

(
e−t �(ξ) sinh(t

√
1 − |ξ |2)√

1 − |ξ |2
)∣∣∣∣∣ 	 |ξ |−|σ | .

This shows that m1 (ξ) is an Ḟγ
p,q(R

n) multiplier.
Finally, we estimate m2 (ξ) . Write

�(ξ) sinh(t
√
1 − |ξ |2)√

1 − |ξ |2
= �(ξ) sin(t

√
|ξ |2 − 1)√

|ξ |2 − 1

andnote supp�(ξ)⊂ {4/3 ≤ |ξ | ≤ 150} .Clearly�(ξ)
(|ξ |2 − 1

)−1/2
sin(t

√
|ξ |2 − 1)

is a C∞ function and

∣∣∣∣∣∂σ
ξ

(
�(ξ) sin(t

√
|ξ |2 − 1)√

|ξ |2 − 1

)∣∣∣∣∣ 	 (1 + t)|σ | .

Thus, it is trivial to see that for any multi-index σ ,

∣∣∣∣∣∂σ
ξ

(
e−t �(ξ) sinh(t

√
1 − |ξ |2)√

1 − |ξ |2
)∣∣∣∣∣ 	 |ξ |−|σ |

uniformly on t > 0.
We have shown that multipliers m0,m1,m2 satisfy condition (3) for all multi-

indices σ. This completes the proof of Theorem 2.

4 Proof of Theorem 1

Again we will use the known result combining Lemma 9. Let 	0 be a C∞ radial
function supported on the ball B(0, 5) and	0 (ξ) ≡ 1on the ball B(0, 4). Set�0 (ξ) =
1 − 	0 (ξ) . We consider more general multipliers

m3 (ξ, t) = e−t�(ξ)
sin(t

√
|ξ |2 − 1)

|ξ |β (|ξ |2 − 1
)λ/2 and m4 (ξ, t)

= �(ξ)
e−t cos(t

√
|ξ |2 − 1)

|ξ |β (|ξ |2 − 1
)λ/2 .
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Proposition 12 m3(ξ, t) and m4(ξ, t) are Ḟγ
p,q(R

n) multipliers if

eit |ξ |�0 (|ξ |)
|ξ |β+λ

and
e−i t |ξ |�0(|ξ |)

|ξ |β+λ

are Ḟγ
p,q(R

n) multipliers for a fixed t.

Proof We will focus our attention to m3 (ξ, t) , since the calculation of m4 (ξ, t) is
essentially similar. We write that

m3(ξ, t) = e−t�(ξ)
sin(t

√
|ξ |2 − 1)

|ξ |β (|ξ |2 − 1
)λ/2

= m̃2 (ξ, t) + e−t�(ξ)
sin(t

√
|ξ |2 − 1)

|ξ |β (|ξ |2 − 1
)λ/2�0 (t |ξ |) ,

where

m̃2 (ξ, t) = e−t	0 (t |ξ |) sin(t
√

|ξ |2 − 1)

|ξ |β (|ξ |2 − 1
)λ/2�(ξ).

Note that the support of 	0 (t |ξ |) �(ξ) is contained in the set

{
ξ : |ξ | ≤ 5t−1

}
∩ {ξ : |ξ | ≥ 2} .

For any p, q > 0 and γ ∈ R, it is easy to verify that m̃2 (ξ, t) satisfies the condition
in Lemma 9 so that it is an Ḟγ,q

p (Rn) multiplier. Next we write that

e−t�(ξ)
sin(t

√
|ξ |2 − 1)

|ξ |β (|ξ |2 − 1
)λ/2�0 (t |ξ |)

= e−t�(ξ)
ei(t

√
|ξ |2−1) − e−i(t

√
|ξ |2−1)

2i |ξ |β+λ
(
1 − |ξ |−2

)λ/2 �0 (t |ξ |)

= m5(t, ξ) + m6(t, ξ).

The estimates of m5(t, ξ) and m6(t, ξ) are similar. For the first multiplier we write

m5(t, ξ) = e−t�(ξ)
ei(t

√
|ξ |2−1)

2i |ξ |β+λ
(
1 − |ξ |−2

)λ/2�0 (t |ξ |) = m̃3 (ξ, t) × m̃4 (ξ, t) ,

where

m̃4 (ξ, t) = e−t e
i t |ξ |�0 (t |ξ |)
2i |ξ |β+λ

, m̃3 (ξ, t) = eitg(
1
|ξ | )(√

1 − |ξ |−2
)λ

� (|ξ |) ,
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and

g(
1

|ξ | ) = − 1

2 |ξ |
∫ 1

0
(1 − s

|ξ |2 )−
1
2 ds.

Recalling the support condition, for any p, q > 0 and γ ∈ R, we easily use Lemma 9
to verify that m̃3 (ξ, t) is a multiplier of Ḟγ

p,q(R
n) space. If m̃4(ξ, t) is a multiplier of

Ḟγ
p,q(R

n) space, then we can conclude that m3 (ξ, t) is also a multiplier of Ḟγ
p,q(R

n)

space. Recall that Cao and Jia in Theorem B obtained the Ḟγ,q
p boundedness of the

waveoperatorwithmultiplier m̃4(ξ, t),whichmeans that m̃4(ξ, t) is an Ḟγ
p,q multiplier.

Combing Proposition 12 and Theorem B, we obtain Theorem 1. ��

5 Proof of Theorem 4

The sufficiency of the Ḟγ,q
p (Rn) boundedness of �(D)T (t) f and �(D)S(t) f have

been proved in Theorem 1. Here we mainly discuss the necessity of the boundedness
of these operators on Ḟγ,q

p .

The kernel of �(D)S(t) is

�(t)(x) = e−t
∫
Rn

�(|ξ |) sin(t
√

|ξ |2 − 1)√
|ξ |2 − 1

ei<x,ξ>dξ,

and the kernel of �(D)T (t) is

K (t)(x) = e−t
∫
Rn

�(|ξ |) cos(t
√

|ξ |2 − 1)ei<x,ξ>dξ.

We study more general kernels

�β,λ(x) =
∫
Rn

�(|ξ |) sin(t
√

|ξ |2 − 1)

|ξ |β (|ξ |2 − 1
)λ/2 e

i<x,ξ>dξ

and

Kβ,λ(x) =
∫
Rn

�(|ξ |) cos(t
√

|ξ |2 − 1)

|ξ |β (|ξ |2 − 1
)λ/2 e

i<x,ξ>dξ.

We will focus our attention to the kernel �β,λ(x), where β + λ > 0. The calculation
of the kernel Kβ,λ is essentially similar. Because of

sin x = (eix − e−i x )/2i,
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153 Page 16 of 29 M. Wang et al.

we will study kernels

�+
β,λ(x) =

∫
Rn

eit
√

|ξ |2−1

|ξ |β (|ξ |2 − 1
)λ/2�(|ξ |)ei<x,ξ>dξ

and

�−
β,λ(x) =

∫
Rn

e−i t
√

|ξ |2−1

|ξ |β (|ξ |2 − 1
)λ/2�(|ξ |)ei<x,ξ>dξ.

Let

�1(|ξ |) = �(|ξ |)
(
√
1 − |ξ |−2)λ

,

we notice that �1 ∈ C∞ and supp�1 ⊆ supp�. We write

T+
β+λ f (x) = �+

β,λ ∗ f (x)

=
∫
Rn

eit
√

|ξ |2−1

|ξ |β+λ(
√
1 − |ξ |−2)λ

�(|ξ |) f̂ (ξ)ei<x,ξ>dξ

=
∫
Rn

eit |ξ |
√

1−|ξ |−2

|ξ |β+λ
�1(|ξ |) f̂ (ξ)ei<x,ξ>dξ

and

T−
β+λ f (x) = �−

β,λ ∗ f (x)

=
∫
Rn

e−i t
√

|ξ |2−1

|ξ |β+λ(
√
1 − |ξ |−2)λ

�(|ξ |) f̂ (ξ)ei<x,ξ>dξ

=
∫
Rn

e−i t |ξ |
√

1−|ξ |−2

|ξ |β+λ
�1(|ξ |) f̂ (ξ)ei<x,ξ>dξ.

We will only estimate T+
β+λ f (x), the study of T

−
β+λ f (x) is similar. Using the Taylor

expansion, we have that

√
1 − |ξ |−2 = 1 − 1

2|ξ |2 + |ξ |−4E(|ξ |),

where E(|ξ |) is a C∞ function whose any derivative is bounded on the support of
�1(|ξ |). We further write

eit |ξ |
√

1−|ξ |−2 = eit |ξ |eit(−
1

2|ξ | +|ξ |−3E(|ξ |)) = eit |ξ |{eit(− 1
2|ξ | +|ξ |−3E(|ξ |)) − 1} + eit |ξ |.
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The multiplier μβ+λ now is decomposed as a sum of two multipliers:

μβ+λ(ξ) = eit |ξ |
√

1−|ξ |−2
�1(|ξ |)

|ξ |β+λ

= eit |ξ |�1(|ξ |)
|ξ |β+λ

+ eit |ξ |{eit(− 1
2|ξ | +|ξ |−3E(|ξ |)) − 1}�1(|ξ |)

|ξ |β+λ
,

= μβ+λ,1(ξ) + μβ+λ,2(ξ).

Corresponding to the multiplier μβ+λ, its convolution operator can be written as

T+
β+λ( f )(x) =

∫
Rn

μβ+λ(ξ) f̂ (ξ)eix ·ξdξ

=
∫
Rn

μβ+λ,1(ξ) f̂ (ξ)eix ·ξdξ +
∫
Rn

μβ+λ,2(ξ) f̂ (ξ)eix ·ξdξ.

We further write

μβ+λ,2(ξ) = eit |ξ |�2(|ξ |)
|ξ |β+λ+1 ,

where

�2(|ξ |) = {ei(− 1
2|ξ | +|ξ |−3E(|ξ |)) − 1}�1(|ξ |)

is C∞(Rn) and supp(�2) ⊆ supp(�1). We fix t = 1 for simplicity. We can easily
observe that T+

β̃
( f ) is bounded on Ḟγ

p,q(R
n) if and only if

Wβ̃ ( f )(x) =
∫
Rn

ei |ξ |

|ξ |β̃ �1(|ξ |) f̂ (ξ)eix ·ξdξ = Kβ̃ ∗ f (x)

is bounded on Ḟγ
p,q(R

n), where the Fourier transform of Kβ̃ is ei |ξ |
|ξ |β̃ �1(|ξ |) and β̃ =

β + λ.

Proposition 13 Let q > 1. When β̃ < (n − 1)| 1p − 1
2 |, Wβ̃ ( f ) is not bounded on

Ḟγ
p,q(R

n).

Proof Without loss of generality, it suffices to discuss the regularity index β̃ lies in
the interval

max

{
0, (n − 1)| 1

p
− 1

2
| − 1

2

}
< β̃ < (n − 1)| 1

p
− 1

2
|.

Let 	̃1 and 	̃2 be radial and C∞ and satisfy

(a) 	̃1(s) = 1 if s ∈ [0, 1
2 ] and 	̃1(s) = 0 if s ∈ [2/3,∞), and 0 ≤ 	̃1(s) ≤ 1,
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(b) 	̃2(s) = 1 if s ∈ [2,∞) and 	̃2(s) = 0 if s ∈ [0, 4
3 ), and 0 ≤ 	̃2(s) ≤ 1, and


̃(s) = 1 − 	̃1(s) − 	̃2(s),

We then write

Kβ̃ (x) = Kβ̃ (x)	̃1(x) + Kβ̃ (x)
̃(x) + Kβ̃ (x)	̃2(x)

= Kloc(x) + Kmid(x) + K∞(x).

By this definition we have that

Wβ̃ ( f ) = Wloc( f ) + Wmid( f ) + W∞( f ),

and Kloc(x), Kmid(x), K∞(x) are kernels of Wloc, Wmid , W∞ respectively.

In order to complete the proof of Proposition 13, we also need to invoke the fol-
lowing lemma.

Lemma 14 For p, q ≥ 1 and β̃ > 0, the boundedness of Wβ̃ on Ḟγ
p,q(R

n) holds if

and only if Wmid is bounded on Ḟγ
p,q(R

n).

Proof of Lemma 14 It suffiecs to show that for p, q ≥ 1,

‖Wloc( f )‖Ḟγ
p,q (Rn) 	 ‖ f ‖Ḟγ

p,q (Rn) ,

‖W∞( f )‖Ḟγ
p,q (Rn) 	 ‖ f ‖Ḟγ

p,q (Rn) .

We consider the case of t = 1 for simplicity. We first estimate the kernel and use
the polar coordinate (see [29, Theorem 3.3 in pp. 155]) to obtain

Kloc(x) = 	̃1(x)
∫
Rn

ei |ξ |

|ξ |β̃ �1(|ξ |)eix ·ξdξ

� 	̃1(x)
∫ ∞

0

eir

r β̃−n+1
�1(r)

Jn−2
2

(r |x |)
(r |x |) n−2

2

dr ,

where Jn−2
2

is the Bessel function of order n−2
2 . Now we let φ be a C∞ radial function

satisfying φ = 1 − �1. We further write, since β̃ > 0,

Kloc(x) ≈ 	̃1(x)
∫ ∞

0

eir

r β̃−n+1
φ(r |x |)�1(r)

Jn−2
2

(r |x |)
(r |x |) n−2

2

dr

+ 	̃1(x)
∫ ∞

0

eir

r β̃−n+1
�1(r |x |)�1(r)

Jn−2
2

(r |x |)
(r |x |) n−2

2

dr

= Kloc,1(x) + Kloc,2(x).
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Invoke the fact

∣∣∣∣
Jn−2

2
(r |x |)

(r |x |) n−2
2

∣∣∣∣ 	 1

on the support of φ(r |x |), within the support of �1 we know that

|Kloc,1(x)| 	 	̃1(x)
∫ 2

|x |

1

1

r β̃−n+1
�1(r)dr 	 	̃1(x)max{1, |x |β̃−n}.

Also, by the asymptotic expansion of the Bessel function (Lemma 10), the main term
of Kloc,2(x) is dominated by

∣∣∣∣ A	̃1(x)

|x | n−1
2

∫ ∞
0

eir(1−|x |)

r β̃−n+1
�1(r |x |)�1(r)dr

∣∣∣∣ +
∣∣∣∣ B	̃1(x)

|x | n−1
2

∫ ∞
0

eir(1+|x |)

r β̃−n+1
�1(r |x |)�1(r)dr

∣∣∣∣,

where A, B > 0 are constants. Hence, by performing integration by parts with respect
to the variable r , it is straightforward to derive

∣∣∣∣Kloc,2(x)

∣∣∣∣ 	
∣∣∣∣ 	̃1(x)

|x | n−1
2 (1 + |x |)N

∣∣∣∣ +
∣∣∣∣ 	̃1(x)

|x | n−1
2 (1 − |x |)N

∣∣∣∣,

for any positive integer N .Noting the support condition of 	̃1,we obtain the estimate

|Kloc(x)| 	 max

{
1

|x | n−1
2

, |x |β̃−n

}
i f |x | <

2

3

|Kloc(x)| = 0 i f |x | ≥ 2

3
,

Thus we show that the kernel Kloc(x) is a Lebesgue integrable function. For the kernel
K∞(x), again, its main term is

A	̃2(x)

|x | n−1
2

∫ ∞

0

eir(1−|x |)

r β̃−n+1
�1(r)dr + B	̃2(x)

|x | n−1
2

∫ ∞

0

eir(1+|x |)

r β̃−n+1
�1(r)dr .

Similar to the estimate for Kloc, for any positive value L, an integration by parts
reveals that

|K∞(x)| 	 1

|x |L i f |x | >
3

2

and

|K∞(x)| = 0 i f |x | <
3

2
.
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Thus, we know

‖K∞‖L1 < ∞ and ‖Kloc‖L1 < ∞.

By the generalized Young inequality on Ḟγ
p,q space,

‖Wloc( f )‖Ḟγ
p,q

= ‖Kloc ∗ f ‖Ḟγ
p,q

	 ‖Kloc‖L1 ‖ f ‖Ḟγ
p,q

.

Similarly, we have

‖W∞( f )‖Ḟγ
p,q

	 ‖ f ‖Ḟγ
p,q

.

Lemma 14 is proved. ��

As a consequence of Lemma 14, Wβ̃ f (x) is bounded on Ḟγ
p,q space if and only if

Wmid f (x) is bounded on Ḟγ
p,q provided p, q ≥ 1. In order to proceed with proving

Proposition 13, we will focus on the convolution operatorWmid with the kernel Kmid .

Using the polar coordinates, we obtain that

Kmid(x) = 
̃(x)
∫
Rn

ei |ξ |

|ξ |β̃ �1(|ξ |)eix ·ξdξ

≈ 
̃(x)
∫ ∞

0

�1(r)eir

r β̃−n+1

Jn−2
2

(r |x |)
(r |x |) n−2

2

dr

≈ 
̃(x)

|x | n−2
2

∫ ∞

0

�1(r)eir

r β̃− n
2

Jn−2
2

(r |x |)dr .

Hence, the asymptotic formula in Lemma 10 yields that

Kmid(x) ≈

N∑
j=0


̃(x)

|x | n−1
2 + j

c j

∫ ∞

0

�1(r)eir(1+|x |)

r β̃− n−1
2 + j

dr

+
N∑
j=0


̃(x)

|x | n−1
2 + j

d j

∫ ∞

0

�1(r)eir(1−|x |)

r β̃− n−1
2 + j

dr

+ 
̃(x)

|x | n−2
2

∫ ∞

0

�1(r)eir

r β̃− n
2

EN (r |x |)dr ,

where all c j and d j are constants. Write

RN (x) = 
̃(x)

|x | n−2
2

∫ ∞

0

�1(r)eir

r β̃− n
2

EN (r |x |)dr .
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Let j0 be the integer for which

β̃ − n − 1

2
+ j > 1

when j > j0, and

β̃ − n − 1

2
+ j ≤ 1

if j ≤ j0. We now write

G(x) =
N∑

j= j0+1


̃(x)

|x | n−1
2 + j

d j

∫ ∞

0

�1(r)eir(1−|x |)

r β̃− n−1
2 + j

dr ,

H(x) =
N∑
j=0


̃(x)

|x | n−1
2 + j

c j

∫ ∞

0

�1(r)eir(1+|x |)

r β̃− n−1
2 + j

dr ,

R(x) =
j0∑
j=0


̃(x)

|x | n−1
2 + j

d j

∫ ∞

0

�1(r)eir(1−|x |)

r β̃− n−1
2 + j

dr .

Since the support of �1(r) is off the origin, we choose a large N for which RN (x)
is a Lebesgue integrable function. Similarly by the choice of j0, G(x) is a Lebesgue
integrable function. For H(x), we take integration by parts N times for a sufficiently
large N to obtain

|H(x)| ≤
N∑
j=0


̃(x)

|x | n−1
2 + j

∣∣∣∣∣c j
∫ ∞

0

�1(r)eir(1+|x |)

r β̃− n−1
2 + j

dr

∣∣∣∣∣
	 
̃(x)

|x | n−1
2 + j (1 + |x |)N

.

Clearly, H(x) is also a Lebesgue integrable function by noting the support of 
̃(x).
According to the Minkowski inequality, we have that, for p, q ≥ 1,

‖H ∗ f ‖Ḟγ
p,q (Rn) + ‖G ∗ f ‖Ḟγ

p,q (Rn) + ‖RN ∗ f ‖Ḟγ
p,q (Rn) 	 ‖ f ‖Ḟγ

p,q (Rn) .

By this inequality and Lemma 14, we know that Wβ̃ is bounded on Ḟγ
p,q(R

n) for

p, q ≥ 1 if and only if the convolution operator R ∗ f is bounded on Ḟγ
p,q(R

n).

Finally, we focus on the kernel

R(x) =
j0∑
j=0


̃(x)

|x | n−1
2 + j

d j

∫ ∞

0

�1(r)eir(1−|x |)

r β̃− n−1
2 + j

dr ,
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in which we notice that each β̃ − n−1
2 + j ≤ 1. We will use Lemma 11 to estimate

the kernel R(x). To this end, we first estimate the case β̃ − n−1
2 + j0 = 1 since this

case is not included in Lemma 11. We change variables to obtain

∫ ∞

0

�1(r)eir(1−|x |)

r
dr =

∫ ∞

0

�1(
r

1−|x | )e
ir

r
dr .

By the choice of �1 it is easy to see that

∣∣∣∣∣
∫ ∞

0

�1(
r

1−|x | )e
ir

r
dr

∣∣∣∣∣ 	
∫ 100

|1−|x ||
1

r
dr +

∣∣∣∣
∫ ∞

100

eir

r
dr

∣∣∣∣ 	 log
1

|1 − |x ||

in the support of 
̃(x). Thus


̃(x)

|x | n−1
2 + j

∫ ∞

0

�1(r)eir(1−|x |)

r
dr

is an L1 integrable function.
Now, we assume β̃ − n−1

2 + j < 1 for j = 1, 2 · ··, j0. By Lemma 11, we have
that

j0∑
j=0


̃(x)

|x | n−1
2 + j

d j

∫ ∞

0

�1(r)eir(1−|x |)

r β̃− n−1
2 + j

dr

= lim
σ→0+

j0∑
j=0


̃(x)

|x | n−1
2 + j

d j

∫ ∞

0

e−σr�1(r)eir(1−|x |)

r β̃− n−1
2 + j

dr

= R1(x) − R2(x),

where

R1(x) = lim
σ→0+

j0∑
j=0


̃(x)

|x | n−1
2 + j

d j

∫ ∞

0

e−σr eir(1−|x |)

r β̃− n−1
2 + j

dr

and

R2(x) = lim
σ→0+

j0∑
j=0


̃(x)

|x | n−1
2 + j

d j

∫ ∞

0

e−σrφ(r)eir(1−|x |)

r β̃− n−1
2 + j

dr ,

where

φ(r) = 1 − �1(r).
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Clearly by the support of φ(r),

|R2(x)| 	 
̃(x)

|x | n−1
2 + j

	 
̃(x),

which yields that R2 is a Lebesgue integrable function. We see that

R1(x) = lim
σ→0+

j0∑
j=0


̃(x)

|x | n−1
2 + j

d j

∫ ∞

0

e−σr eir(1−|x |)

r β̃− n−1
2 + j

dr

≈ L+(x) + M(x),

where

L+(x) = lim
σ→0+


̃(x)

|x | n−1
2

d0

∫ ∞

0

e−σr eir(1−|x |)

r β̃− n−1
2

dr ,

M(x) = lim
σ→0+

j0∑
j=1


̃(x)

|x | n−1
2 + j

d j

∫ ∞

0

e−σr eir(1−|x |)

r β̃− n−1
2 + j

dr .

Now by Lemma 11, we further have that the distribution kernel

L+(x) ≈ 
̃(x)

|x | n−1
2

∫ ∞

0

e−σr eir(1−|x |)

r β̃− n−1
2

dr

= i
̃(x)

|x | n−1
2

e
i
(
n−1
2 −β̃

)
π
2 �

(
n + 1

2
− β̃

)(
1

1 − |x | + iσ

) n+1
2 −β̃

.

Similarly, we see that

M(x) =
j0∑
j=1


̃(x)

|x | n−1
2 + j

d j

∫ ∞

0

e−σr eir(1−|x |)

r β̃− n−1
2 + j

dr

	 
̃(x)

|x | n−1
2 + j

∣∣∣∣ 1

1 − |x | + iσ

∣∣∣∣
n+1
2 −β̃−1

.

Recall that we consider

max

{
0, (n − 1)

∣∣∣∣ 1p − 1

2

∣∣∣∣ − 1

2

}
< β̃ < (n − 1)

∣∣∣∣ 1p − 1

2

∣∣∣∣
and β̃ ≥ β. Clearly, for p, q ≥ 1, we obtain that Wβ̃ ∗ f is bounded on Ḟγ

p,q(R
n) if

and only if L+ ∗ f is bounded on Ḟγ
p,q(R

n). As a conclusion, we obtain that T+
β+λ is

bounded on Ḟγ
p,q(R

n) if and only ifL+∗ f is bounded on Ḟγ
p,q(R

n) provided p, q ≥ 1.
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A similar argument demonstrates that T−
β+λ is bounded on Ḟγ

p,q(R
n) if and only if

L− ∗ f is bounded on Ḟγ
p,q(R

n), where

L−(x) ≈ 
̃(x)

|x | n−1
2

∫ ∞

0

e−σr e−ir(1−|x |)

r β̃− n−1
2

= i
̃(x)

|x | n−1
2

e
i
(
n−1
2 −β̃

)
�
2 �

(
n + 1

2
− β̃

) (
1

1 − |x | − iσ

) n+1
2 −β̃

(eiπ )
n+1
2 −β̃ .

It is easy to see that there is a c > 0 such that

lim
σ→0

|L+(x) − L−(x)

2i
| ≥ c
̃(x)| 1

1 − |x | |
n+1
2 −β̃ , (4)

lim
σ→0

|L−(x)| ≥ c
̃(x)| 1

1 − |x | |
n+1
2 −β̃ , (5)

and

lim
σ→0

|L+(x)| ≥ c
̃(x)| 1

1 − |x | |
n+1
2 −β̃ .

By the above discussion, the Ḟγ
p,q(R

n) boundedness of �β,λ ∗ f (x) is equivalent to

the Ḟγ
p,q(R

n) boundedness of (L+−L−)
2i ∗ f .

To complete the proof of Proposition 13, we first consider 1 ≤ q ≤ 2. Denote the
sets

Bε,l = {x ∈ R
n : 10ε < |x | − 1 ≤ 2−l}

Aε,l = {x ∈ R
n : 5ε < |x | − 1 ≤ 2−l+1},

where l is sufficiently large and ε is sufficiently small. Since the lift property says that
L+ ∗ f is bounded on Ḟγ

p,q(R
n) if and only if L+ ∗ f is bounded on Ḟ0

p,q(R
n), we

will allow that only the space Ḟ0
p,q(R

n) involves in the following argument. By the

definition of Ḟ0
p,q(R

n), since 1 ≤ q ≤ 2 and Ḟ0
p,2(R

n) = L p(Rn), we have that

‖L+ ∗ f ‖p
Ḟ0
p,q



∥∥∥∥∥∥∥

⎛
⎝∑

j∈Z
|φ j ∗ L+ ∗ f |2

⎞
⎠

1
2

∥∥∥∥∥∥∥

p

L p

≈ ‖L+ ∗ f ‖p
L p ≥

∫
Bε,l

|L+ ∗ f |pdx .

We take a C∞ function g satisfying g(x) ≥ 0 and

supp(g) ⊂ {x ∈ R
n : |x | ≤ 1}.
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Denote a family of test functions

gε(x) = g(
x

ε
), ε > 0

It is easy to check that

∫
Rn

|gε(x)|pdx ≈ εn

and

‖gε‖p
Ḟ0
p,q

≈ εn .

On the other hand, we have that for x ∈ Bε,l ,

∫
Bε,l

(|(L+) ∗ (gε)(x)|q)
p
q dx  ‖gε‖p

L1

∫
Aε,l

(|x | − 1)(β̃− n+1
2 )pdx

≈ εnpε−( n+1
2 −β̃)p+1.

We finally obtain that if

‖(L+) ∗ gε‖p
Ḟ0
p,q

	 ‖gε‖p
Ḟ0
p,q

≈ εn

holds, then we must have that

εn  εnpε
−

(
n+1
2 −β̃

)
p+1

,

for any small ε. This implies the inequality

n ≤ np −
(
n + 1

2
− β̃

)
p + 1.

After a trivial computation, we obtain that, for 0 < β̃ < n−1
2 and 2 ≥ p, q ≥ 1, if

Wβ̃ ( f ) is bounded on Ḟγ
p,q then we must have

β̃ ≥ (n − 1)

(
1

p
− 1

2

)
.

Next, We show that the above inequality on β̃ is also a necessary condition for any
q ≥ 2. To this end, We use an argument of contradiction by assuming that there exist
p0 ∈ (1, 2), q0 > 2 and δ > 0 satisfying

β0 = (n − 1)

(
1

p0
− 1

2

)
− δ
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such that

∥∥Wβ0( f )
∥∥
Ḟ0
p0,q0

	 ‖ f ‖Ḟ0
p0,q0

.

Let z0, z1 ∈ C satisfying Re(z0) = β0 and for any η > 0, β1 = (n− 1)( 1
p0

− 1
2 )+η,

such that Re(z1) = β1. Also, we let q1 ∈ (1, 3
2 ). By the known sufficient result, we

can show

∥∥Wz0( f )
∥∥
Ḟγ
p0,q0

	 ‖ f ‖Ḟγ
p0,q0

and

∥∥Wz1( f )
∥∥
Ḟγ
p0,q1

	 ‖ f ‖Ḟγ
p0,q1

.

According to the analytical interpolation relaton

1

q∗
= θ

q0
+ 1 − θ

q1
,

we can obtain q∗ ∈ (1, 2), Re(z∗) = β∗ and β∗ < (n − 1)( 1
p0

− 1
2 ), for which we

have

∥∥Wz∗( f )
∥∥
Ḟγ
p0,q∗

	 ‖ f ‖Ḟγ
p0,q∗ .

This leads to a contradiction to the previous proved result.
Use the same way we may prove β̃ ≥ (n − 1)( 1p − 1

2 ) is the necessary condition

of the Ḟγ,q
p boundedness for all p ≥ 1, q > 1.

For the case of q > 1 and 0 < p < 1, again, we will use a contradiction argument
based on the obtained result in the previous case. Suppose that we find a p0 and a
δ > 0 satisfying

0 < p0 < 1

and Wβ0( f ) is bounded on Ḟγ
p0,q0 for some q0 > 1 at

β0 = (n − 1)

(
1

p0
− 1

2

)
− δ.

Clearlywe can replaceWβ0( f ) byWz0( f ) for z0 ∈ C satisfying Re(z0) = β0.Wepick
a p1 ∈ ( 32 , 2) and β1 = (n − 1)( 1

p1
− 1

2 ) + η, from the known sufficient condition we

know thatWz1( f ) is bounded on Ḟγ
p1,q0 for arbitrarily small η > 0,where Rez1 = β1.
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Using the analytical interpolation and letting η be sufficiently small, we should obtain
a p∗ ∈ (1, 2) and a β∗ satisfying

β∗ < (n − 1)

(
1

p∗
− 1

2

)

such that Wβ∗( f ) is bounded on Ḟγ
p∗,q0 , which leads to a contradiction.

Combining all discussions, we obtain the proof of Proposition 13.

Conclusion 1: Combining Theorem B and Proposition 13, we obtain that α ≥ (n −
1)| 1p − 1

2 | is also a necessary condition in Theorem B.
Conclusion 2: Similarly, we can obtain the same estimate (mainly see (5)) for the

boundedness ofT−
β+λ f (x) on Ḟγ

p,q . In terms of (4), by the samemethod, we obtain the

necessary condition β +λ ≥ (n− 1)| 1p − 1
2 | of the boundedness on Ḟγ

p,q for �β,λ ∗ f
and Kβ,λ ∗ f .

These clearly imply the proof of Theorem 4, the interested reader can make up the
conclusion easily.

6 Application

We are grateful to an anonymous referee for valuable suggestion on this manuscript.
For the Cauchy problem of the nonlinear damped wave equation

{
∂t t u + 2ut − �u = F(u)

u(0, x) = 0, ut (0, x) = g(x),
(6)

where

F(u) = |u|2k u f or some posi tive integer k.

We have studied the well posedness of the problem with intial data in some α modula-
tion spaces [30]. We will further study the well posedness of the problem by assuming
that the initial velocity g is in some Triebel–Lizorkin spaces.
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