
Bull. Malays. Math. Sci. Soc. (2023) 46:138
https://doi.org/10.1007/s40840-023-01540-z

Hardy Type Spaces and Bergman Type Classes
of Complex-Valued Harmonic Functions

Shaolin Chen1,2 · Hidetaka Hamada3

Received: 30 January 2023 / Revised: 17 May 2023 / Accepted: 7 June 2023 /
Published online: 14 June 2023
© The Author(s), under exclusive licence to Malaysian Mathematical Sciences Society and Penerbit Universiti
Sains Malaysia 2023

Abstract
The main purpose of this paper is to discuss Hardy type spaces and Bergman type
classes of complex-valued harmonic functions. We first establish a Hardy-Littlewood
type theorem on complex-valued harmonic functions. Next, the relationships between
the Bergman type classes and the Hardy type spaces of complex-valued harmonic
functions or the relationships between the Bergman type classes and the Hardy type
spaces of harmonic (K , K ′)-elliptic mappings will be discussed, where K ≥ 1 and
K ′ ≥ 0 are constants.
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1 Introduction

Recently, the characterizations of Hardy type spaces and Bergman type classes of
complex-valued harmonic functions have been attractedmuch attention ofmanymath-
ematicians (one can see the references [5, 7, 10, 16–19, 22, 25, 27, 29] formore details).
This paper is mainly motivated by the results given by Eenigenburg [11], Girela [14]
and Kalaj [17].

LetD be the unit disk inC. Kalaj [17] established some elegant Riesz type estimates
for complex-valued harmonic functions in the harmonic Hardy space H

p
H (D), p ∈

(1,+∞). As a corollary of this result, we can obtain that for a harmonic function
f = h + g, where h and g are analytic in D with g(0) = 0 and p ∈ (1,+∞), f is
in the harmonic Hardy space if and only if both of h and g are in the Hardy space.
The first aim of this paper is to discuss the case of p ∈ (0, 1] ∪ {+∞}, and establish a
Hardy-Littlewood type theorem on complex-valued harmonic functions, which shows
that for each p ∈ (0, 1] ∪ {+∞}, there exist analytic functions h and g such that h
and g are not in the Hardy space, but f = h + g is in the harmonic Hardy space.

Eenigenburg [11] studied several relationships between the Bergman type classes
and the Hardy type spaces. The second aim of this paper is to give analogous results
in the case of the harmonic Hardy type spaces. Eenigenburg [11] showed that if f is
in the Hardy space H p(D), p ∈ (0,+∞), then f is also in the Bergman type class
B p(μp) and the implication f ∈ H p(D) → f ∈ B p(μp) is bounded, where μp is
a measure onDwhich depends on p. In this paper, we give an analogous result for the
harmonic Hardy space H p

H (D) and the Bergman type class B p(μp), p ∈ (1,+∞).
Eenigenburg [11] also showed that for p ∈ [2,+∞), if f is in the Bergman type class
B p(μ), then f is also in the Hardy spaceH p(D), where dμ is a measure onD. In this
paper, wewill give an examplewhich shows that similar result does not hold unless one
considers the class of complex-valued harmonic functions under certain constraints.
As a generalization of analytic mappings onD, we consider harmonic (K , K ′)-elliptic
mapping on D and give an analogous result for harmonic (K , K ′)-elliptic mappings.
Our result also gives an improvement in the analytic case.

2 Preliminaries andMain Results

In order to state our main results, we need to recall some basic definitions and some
results which motivate the present work.

For a ∈ C and r > 0, let D(a, r) = {z ∈ C : |z − a| < r} be the disk centered at
a with the radius r , and for the disk center at 0, i.e. D(0, r), we then simply write it as
Dr . In particular, we use D =: D1 to denote the unit disk, and let T =: ∂D be the unit
circle.

For z = x + iy ∈ C, the complex formal differential operators are defined by

∂

∂z
= 1

2

(
∂

∂x
− i

∂

∂ y

)
and

∂

∂ z̄
= 1

2

(
∂

∂x
+ i

∂

∂ y

)
.

123



Hardy Type Spaces and Bergman Type… Page 3 of 19 138

For α ∈ [0, 2π ], the directional derivative of a complex-valued harmonic function f
at z ∈ D is defined by

∂α f (z) = lim
ρ→0+

f (z + ρeiα) − f (z)

ρ
= fz(z)e

iα + fz(z)e
−iα,

where fz =: ∂ f /∂z, fz =: ∂ f /∂z and ρ is a positive real number such that z+ρeiα ∈
D. Then

� f (z) =: max{|∂α f (z)| : α ∈ [0, 2π ]} = | fz(z)| + | fz(z)|

and

λ f (z) =: min{|∂α f (z)| : α ∈ [0, 2π ]} = ∣∣| fz(z)| − | fz(z)|
∣∣.

For a complex-valued harmonic function f defined inD, the Jacobian of f is given
by

J f = | fz |2 − | fz |2.

In particular, if f a sense-preserving harmonic function in D, then J f = � f λ f . It
is well-known that every complex-valued harmonic function f defined in a simply
connected domain � admits the canonical decomposition f = h + g, where h and
g are analytic with g(0) = 0. Recall that f is sense-preserving in � if J f > 0 in �.
Thus f is locally univalent and sense-preserving in � if and only if J f > 0 in �,
which means that h′ �= 0 in � and the second complex dilatation

ν f = fz̄
fz

= g′

h′

has the property that |ν f (z)| < 1 in � (see [8, 20]).
Denote by H the set of all complex-valued harmonic functions of D into C.
Throughout of this paper, we use the symbol C to denote the various positive

constants, whose value may change from one occurrence to another.

2.1 Hardy Type Spaces

For p ∈ (0,+∞], the generalized Hardy space H
p
G (D) consists of all those

measurable functions f : D → C such that, for 0 < p < +∞,

‖ f ‖p =: sup
0<r<1

Mp(r , f ) < +∞,

and, for p = +∞,

‖ f ‖p =: sup
z∈D

| f (z)|,
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where

Mp(r , f ) =
(

1

2π

∫ 2π

0
| f (reiθ )|p dθ

) 1
p

.

LetH p
H (D) = H

p
G (D)∩H be the harmonic Hardy space. The classical Hardy space

H p(D), that is, all the elements are analytic, is a subspace ofH p
H (D) (see [5, 9, 10,

17, 29–31]).
Recently, the study of H p

H (D) has been attracted much attention of many mathe-
maticians (see [1, 5, 7, 10, 17, 18, 22, 29]). Let’s recall one of the celebrated results
onH p(D) by Riesz.

Theorem A (M. Riesz) If a real-valued harmonic function u ∈ H
p
H (D) for some

p ∈ (1,+∞), then its harmonic conjugate v is also of classH p
H (D), where v(0) = 0.

Furthermore, there is a constant C, depending only on p, such that

Mp(r , v) ≤ CMp(r , u), r ∈ [0, 1), (2.1)

for all real-valued harmonic functions u ∈ H
p
H (D).

In 1972, Pichorides [26] improved (2.1) and obtained a sharp estimate as follows

‖v‖p ≤ cot
π

2p∗ ‖u‖p, (2.2)

where p∗ = max{p, p/(p − 1)}. Later, Verbitsky [28] further improved (2.2) into
the following form.

1

cos π
2p∗

‖v‖p ≤ ‖ f ‖p ≤ 1

sin π
2p∗

‖u‖p,

where f = u + iv is analytic. For relevant studies on high-dimensional cases, see
[6, 12]. As an analogy of Theorem A, Kalaj [17] established some elegant Riesz type
estimates for complex-valued harmonic functions inH p

H (D) as follows.

Theorem B ([17, Theorems 2.1 and 2.3]) Let p ∈ (1,+∞) be a constant and f =
h + g ∈ H

p
H (D), where h and g are analytic in D.

(1) If Re(g(0)h(0)) ≥ 0, then,

(∫ 2π

0

(|h(eiθ )|2 + |g(eiθ )|2) p
2
dθ

2π

) 1
p

≤ 1

C1(p)
‖ f ‖p,

where C1(p) =
√
1 − ∣∣ cos π

p

∣∣ and “Re " denotes the real part of a complex

number.
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(2) If Re(g(0)h(0)) ≤ 0, then,

‖ f ‖p ≤ C2(p)

(∫ 2π

0

(
|h(eiθ )|2 + |g(eiθ )|2

) p
2 dθ

2π

) 1
p

,

where C2(p) = √
2max

{
sin π

2p , cos π
2p

}
.

In particular, for a harmonic function f = h + g, where h and g are analytic in D

with g(0) = 0, the following result holds.

f ∈ H
p
H (D) iff h, g ∈ H p(D), p ∈ (1,+∞). (2.3)

In the following, we will discuss the case of p ∈ (0, 1] ∪ {+∞}, and establish a
Hardy-Littlewood type theorem on complex-valued harmonic functions.

Theorem 2.1 Let p ∈ (0, 1]∪{+∞}beagiven constant. Then the following statements
hold.

(I) If p ∈ (0, 1] and f = h + g ∈ H
p
H (D), then

Mp(r , h) = O

((
log

1

1 − r

) 1
p
)

and Mp(r , g) = O

((
log

1

1 − r

) 1
p
)

(2.4)

as r → 1−. In particular, if p = 1, 1
2 ,

1
3 , . . ., then the estimate of (2.4) is sharp.

(II) If p = 1, then there is a function f = h + g ∈ H 1
H (D), but h, g /∈ H 1(D).

Furthermore, if f = h + g ∈ H 1
H (D), then h, g ∈ H q(D) for all q ∈ (0, 1);

(III) If p = +∞, then there are two unbounded analytic functions h and g such that
f = h + g ∈ H +∞

H (D).

2.2 Bergman Type Classes

Let μ be a positive measure on D and p > 0. We useB p(μ) to stand for the analytic
Bergman class of all analytic functions f of D into C such that

‖ f ‖B p(μ),s =:
(∫

D

| f ′(z)|pdμ(z)

) 1
p

< +∞.

Furthermore, denote byB p
H (μ) the harmonic Bergman class of all functions f ∈ H

such that

Ip( f , μ) =:
(∫

D

(√
|J f (z)|

)p
dμ(z)

) 1
p

< +∞.
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For a real number r ∈ [0, 1) and a complex-valued harmonic function f defined in
D, let

AH (r , f ) =
∫
Dr

|J f (z)|d A(z)

denote the area of the image of Dr under f , multiply covered points being counted
multiply, where d A(z) = dxdy. In particular, if f is analytic in D, then we let
A (r , f ) := AH (r , f ). In [16], Holland and Twomey proved the following result.

Theorem C ([16, Theorem 1]) Let f be analytic in D. If p ∈ (0, 2], then

f ∈ H p(D) ⇒
∫ 1

0
A

p
2 (r , f )dr < +∞; (2.5)

while if p ∈ [2,+∞), then

∫ 1

0
A

p
2 (r , f )dr < +∞ ⇒ f ∈ H p(D). (2.6)

For p ∈ (0, 2] and f ∈ H p(D), it follows from (2.5) and Hölder’s inequality that

∫ 1

0

(∫
Dr

| f ′(z)|pd A(z)

)
dr ≤

∫ 1

0
A

p
2 (r , f )

(∫
Dr

d A(z)

)1− p
2

dr (2.7)

≤ π1− p
2

∫ 1

0
A

p
2 (r , f )dr < +∞.

On the other hand, if p ≥ 2 and

∫ 1

0

(∫
Dr

| f ′(z)|pd A(z)

)
dr < +∞,

then, by Hölder’s inequality, we have

A (r , f ) ≤
(∫

Dr

| f ′(z)|pd A(z)

) 2
p
(∫

Dr

d A(z)

)1− 2
p

which implies that

∫ 1

0
A

p
2 (r , f )dr ≤ π

p
2 −1

∫ 1

0

(∫
Dr

| f ′(z)|pd A(z)

)
dr < +∞. (2.8)

Let χr denote the characteristic function of Dr . By Fubini’s theorem, we have

∫ 1

0

(∫
Dr

| f ′(z)|pd A(z)

)
dr =

∫ 1

0

(∫
D

χr (z)| f ′(z)|pd A(z)

)
dr (2.9)
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=
∫
D

(1 − |z|)| f ′(z)|pd A(z).

Then, by (2.5), (2.6), (2.7), (2.8) and (2.9), we obtain the following result (see [11,
Corollary]).

Theorem D Let f be analytic in D. Then, if p ∈ (0, 2]

f ∈ H p(D) ⇒ f ∈ B p(μ) (2.10)

while if p ∈ [2,+∞),
f ∈ B p(μ) ⇒ f ∈ H p(D), (2.11)

where dμ(z) = (1 − |z|)d A(z).

In [11], Eenigenburg improved (2.10) into the following form.

Theorem E ([11, Theorem 1]) Let f be analytic in D. Then, for p ∈ (0,+∞),

f ∈ H p(D) ⇒ f ∈ B p(μp),

where

dμp(z) =
{

(1 − |z|)d A(z), p ∈ (0, 2],
(1 − |z|)p−1d A(z), p ∈ [2,+∞),

and there exists a constant C(p) > 0, which depends only on p, such that

‖ f ‖B p(μp),s ≤ C(p)‖ f ‖p, f ∈ H p(D).

For p ∈ (0, 2), the following result shows that the measure (1− |z|)d A(z) can not
be replaced by (1 − |z|)p−1d A(z).

Theorem F ([14, Theorem 1]) Let p ∈ (0, 2). Then there exists f ∈ H p(D) such
that

∫
D

| f ′(z)|p(1 − |z|)p−1d A(z) = +∞.

By analogy with (2.5) and Theorem E, we obtain the following result for complex-
valued harmonic functions by applying Theorems B and 2.1.

Proposition 2.2 Let f be a complex-valued harmonic function inD. Then the following
statements hold.

(I) f ∈ H 1
H (D) ⇒ f ∈ B

p
H (μp) for all p ∈ (0, 1);

(II) For p ∈ (1,+∞),

f ∈ H
p
H (D) ⇒ f ∈ B

p
H (μp),

123
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and there exists a constant C(p) > 0, which depends only on p, such that

Ip( f , μp) ≤ C(p)‖ f ‖p, f ∈ H
p
H (D),

where dμp is defined in Theorem E.

Inspired by (2.11) in Theorem D, Eenigenburg proved the following result.

Theorem G ([11, Theorem 2]) Let BMOA denote the class of analytic functions in
D having boundary functions of bounded mean oscillation, and let A denote those
analytic functions in D which are continuous on D. If f is an analytic function in D,
and, for p > 2,

∫ 2π

0

∫ 1

0
(1 − r)| f ′(reiθ )|pdrdθ < +∞,

then f ∈ H
p

3−p (D) if p < 3, in BMOA if p = 3, and in A if p > 3.

In general, (2.6) in Theorem C, or (2.11) in Theorem D does not hold for complex-
valued harmonic functions defined in D. Our example is as follows. Let fζ (z) =
hζ (z) + hζ (z) for z ∈ D, where ζ ∈ T is fixed and hζ (z) = 1/(1 − zζ ). By [3,
Theorem E], we have

lim
r→1−

1

2π

∫ 2π

0
|hζ (re

iθ )|pdθ = lim
r→1−

+∞∑
n=0

(


(
n + p

2

)
n! ( p

2

)
)2

r2n = +∞,

which implies that hζ /∈ H p(D) for p ≥ 2, where z = reiθ ∈ D and  denotes the
Gamma function. However, J fζ (z) ≡ 0. For p ≥ 2, although

∫ 1

0
A

p
2
H (r , fζ )dr = 0 and

∫
D

(1 − |z|)
(√

|J fζ (z)|
)p

d A(z) = 0,

Theorem B implies that fζ /∈ H
p
H (D). Consequently, (2.6) in Theorem C and (2.11)

in Theorem D do not hold unless one considers the class of complex-valued harmonic
functions under certain constraints.

A mapping f : � → C is said to be absolutely continuous on lines, ACL in brief,
in the domain � if for every closed rectangle R ⊂ � with sides parallel to the axes
x and y, f is absolutely continuous on almost every horizontal line and almost every
vertical line in R. Such a mapping has, of course, partial derivatives fx and fy a.e. in
�. Moreover, we say f ∈ ACL2 if f ∈ ACL and its partial derivatives are locally
L2 integrable in �.

A sense-preserving and continuous mapping f of D into C is called a (K , K ′)-
elliptic mapping if

1. f is ACL2 in D and J f > 0 a.e. in D;

123
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2. there are constants K ≥ 1 and K ′ ≥ 0 such that

�2
f ≤ K J f + K ′ a.e. in D.

We remark that the unit disk D in the definition of (K , K ′)-elliptic mapping can be
replaced by a general domain in C. In particular, if K ′ ≡ 0, then a (K , K ′)-elliptic
mapping is said to be K -quasiregular. It is well known that every quasiregular mapping
is an elliptic mapping. But the inverse of this statement is not true. We refer to [2, 4,
7, 13, 23] for more details of elliptic mappings.

By using Theorem G, we obtain the following result for harmonic (K , K ′)-elliptic
mappings.

Proposition 2.3 Let K ≥ 1 and K ′ ≥ 0 be constants. Suppose that the complex-valued
harmonic function f = h + g is (K , K ′)-elliptic, where h and g are holomorphic in
D. If p > 2 and if

∫ 2π

0

∫ 1

0
(1 − r)J f

(
reiθ

)p/2
drdθ < +∞,

then h, g ∈ H
p

3−p (D) if p < 3, in BMOA if p = 3, and in A if p > 3.

By analogy with Theorem D (2.11) and Theorem G, we get a result for harmonic
(K , K ′)-elliptic mappings as follows.

Theorem 2.4 Suppose that the complex-valued harmonic function f is (K , K ′)-
elliptic, where K ≥ 1 and K ′ ≥ 0 are constants. Then, for q ∈ (1,+∞),

f ∈ B
q
H (μ̃q) ⇒ f ∈ H

q
H (D),

where

dμ̃q(z) =
{

(1 − |z|)q−1d A(z), q ∈ (1, 2],
(1 − |z|) q

2 d A(z), q ∈ [2,+∞).

Moreover, if the complex-valued harmonic function f is K -quasiregular, and q ∈
(1, 2], then there exists a constant C(q, K ) > 0, which depends only on q and K ,
such that

‖ f ‖q ≤ C(q, K )(| f (0)| + Iq( f , μ̃q)), f ∈ B
q
H (μ̃q).

By using similar reasoning as in the proof of Theorem 2.4, we get the following
result which is an improvement of Theorem D (2.11) and Theorem G.

Corollary 2.5 Let f be analytic in D. Then, for q ∈ (1,+∞),

f ∈ Bq(μ̃q) ⇒ f ∈ H q(D),

123
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where dμ̃q is defined in Theorem 2.4. Moreover, if q ∈ (1, 2], then there exists a
constant C(q) > 0, which depends only on q, such that

‖ f ‖q ≤ C(q)(| f (0)| + ‖ f ‖Bq (μ̃q ),s), f ∈ Bq(μ̃q).

The proofs of Theorems 2.1, 2.4, Propositions 2.2 and 2.3 will be presented in
Sect. 3.

3 Proofs of theMain Results

Before proving Theorem 2.1, let’s recall some classical results. Let f = U + iV be
analytic in D with V (0) = 0. In [15, Theorem 7], Hardy and Littlewood proved that
if U ∈ H

p
H (D) for some 0 < p ≤ 1, then V satisfies

Mp(r , V ) ≤ C‖U‖p + C‖U‖p

(
log

1

1 − r

) 1
p

, (3.1)

where C is a positive constant depending only on p.
The following results are well-known.

Lemma H (cf. [5, Lemma 5]) Suppose that a, b ∈ [0,+∞) and τ ∈ (0,+∞). Then

(a + b)τ ≤ 2max{τ−1,0}(aτ + bτ ).

Lemma I ([9, Hardy’s inequality]) If f (z) = ∑+∞
n=0 anz

n ∈ H 1(D), then

+∞∑
n=0

|an|
n + 1

≤ π‖ f ‖1.

3.1 The Proof of Theorem 2.1

We first prove (I). We may assume that h(0) = g(0) = 0. Let f = h + g = u + iv ∈
H

p
H (D), where h = u1 + iv1 and g = u2 + iv2. Then u, v ∈ H

p
H (D). Set F = h+ g

and ṽ = Im(F), where “ Im " denotes the imaginary part of a complex number. Since
Re(F) = Re( f ), by (3.1), we see that there is a positive constant C , depending only
on p, such that, for r ∈ (0, 1),

Mp(r , ṽ) ≤ C‖u‖p + C‖u‖p

(
log

1

1 − r

) 1
p

(3.2)

≤ C‖ f ‖p + C‖ f ‖p

(
log

1

1 − r

) 1
p

.

123
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It follows from Lemma H that

|v2|p = |Im(g)|p = |̃v − v|p
2p

≤ |̃v|p + |v|p
2p

,

which, together with (3.2), implies that there is a positive constant C , depending only
on p, such that,

Mp(r , v2) ≤ 2
1
p −2 (

Mp(r , ṽ) + Mp(r , v)
)

(3.3)

≤ 2
1
p −2Mp(r , ṽ) + 2

1
p −2‖ f ‖p

≤ (C + 1)2
1
p −2‖ f ‖p + C‖ f ‖p2

1
p −2

(
log

1

1 − r

) 1
p

.

Let F1 = h − g and ũ = Re(F1). Then

Re(−i F1) = Im(F1) = Im( f ) = v ∈ H
p
H (D),

which, together with −ũ = Im(−i F1) and (3.1), implies that there is a positive
constant C , depending only on p, such that,

Mp(r , ũ) = Mp(r ,−ũ) ≤ C‖v‖p + C‖v‖p

(
log

1

1 − r

) 1
p

(3.4)

≤ C‖ f ‖p + C‖ f ‖p

(
log

1

1 − r

) 1
p

.

On the other hand, by Lemma H, we have

|u2|p = |Re(g)|p = |u − ũ|p
2p

≤ |̃u|p + |u|p
2p

,

which, together with (3.4), yields that there is a positive constant C , depending only
on p, such that, for r ∈ (0, 1),

Mp(r , u2) ≤ 2
1
p −2 (

Mp(r , ũ) + Mp(r , u)
)

(3.5)

≤ (C + 1)2
1
p −2‖ f ‖p + C‖ f ‖p2

1
p −2

(
log

1

1 − r

) 1
p

.

From (3.3), (3.5) and Lemma H, we conclude that there is a positive constant C ,
depending only on p, such that, for r ∈ (0, 1),

Mp(r , g) ≤ (
Mp

p (r , u2) + Mp
p (r , v2)

) 1
p (3.6)

≤ 2
1
p −1 (

Mp(r , u2) + Mp(r , v2)
)

123
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≤ (C + 1)2
2
p −2‖ f ‖p + C‖ f ‖p2

2
p −2

(
log

1

1 − r

) 1
p

.

Since h = f − g, by (3.6) and Lemma H, we see that there is a positive constant C ,
depending only on p, such that, for r ∈ (0, 1),

Mp(r , h) ≤ 2
1
p −1 (

Mp(r , f ) + Mp(r , g)
)

≤
(
1 + (C + 1)2

2
p−2

)
2

1
p −1‖ f ‖p + C‖ f ‖p2

3
p −3

(
log

1

1 − r

) 1
p

.

We come to prove the sharpness part. Let k ∈ {0, 1, . . .} and

h(z) = g(z) = e
ikπ
2

1

(1 − z)1+k

for z ∈ D. Then f = h + h = 2Re(h) ∈ H
1

1+k
H (D) (see [9, Chapter 3] or [15]). It

follows from [3, Theorem E] that

1

2π

∫ 2π

0
|h(reiθ )| 1

1+k dθ = 1

2π

∫ 2π

0

dθ

|1 − reiθ | =
+∞∑
n=0

(


(
n + 1

2

)
n! ( 1

2

)
)2

r2n

∼ log
1

1 − r
.

Hence the logarithmic factor in (2.4) can not be improved when p = 1/(1 + k).
Now, we prove (II). For z ∈ D, let

f (z) = h(z) + h(z),

where h(z) = C
∑+∞

n=2
zn

log n and C is a non-zero real constant. From Lemma I, we

know that h /∈ H 1(D). However, f = 2Re(h) ∈ H 1(D), and is in fact a Poisson
integral. To see this, let z = eit , where t ∈ [0, 2π ]. We observe that

Re(h(eit )) = C
+∞∑
n=2

cos nt

log n

is the Fourier series of an integrable function. Next, we show that if f = h + g ∈
H 1

H (D), then h, g ∈ H q(D) for all q ∈ (0, 1). Since f = h+g = u+ iv ∈ H 1
H (D),

we see that u, v ∈ H 1
H (D). It follows from Kolmogorov’s Theorem (see [9, Theorem

4.2]) that ṽ = Im(F) ∈ H
q
H (D) for all q ∈ (0, 1), where F is defined in the proof of

(I). Consequently,

|v2| = |Im(g)| = |̃v − v|
2

≤ |̃v| + |v|
2

, (3.7)
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which implies that v2 ∈ H
q
H (D) for all q ∈ (0, 1). As in the proof of Case (I), we let

F1 = h − g and ũ = Re(F1). Then

Re(−i F1) = Im(F1) = Im( f ) ∈ H 1
H (D),

which, together with Kolmogorov’s Theorem, yields that−ũ = Im(−i F1) ∈ H
q
H (D)

for all q ∈ (0, 1). Hence

|u2| = |Re(g)| = |u − ũ|
2

≤ |̃u| + |u|
2

(3.8)

and u2 ∈ H
q
H (D) for all q ∈ (0, 1). By (3.7), (3.8) and Lemma H, we conclude that

g = u2 + iv2 ∈ H q(D) for all q ∈ (0, 1). Hence h = f − g also belongs toH q(D)

for all q ∈ (0, 1).
At last, we show (III). For z ∈ D, let

f (z) = h(z) + h(z),

where h(z) = iC log 1+z
1−z and C is a positive constant. It is not difficult to know that

h maps D onto the vertical strip {z ∈ C : − Cπ/2 < Re(z) < Cπ/2}. Hence
f = 2Re(h) ∈ H +∞

H (D). The proof of this theorem is completed. ��

3.2 The Proof of Proposition 2.2

Since D is a simply connected domain, then f admits a decomposition f = h + g,
where h and g are analytic in D. Then we have

|J f (z)| =
∣∣∣|h′(z)|2 − |g′(z)|2

∣∣∣ ≤ Jh(z) + Jg(z).

Combining this inequality with Theorems B, 2.1, E and Lemma H gives the desired
result. ��

3.3 The Proof of Proposition 2.3

For p > 2, it follows from the assumptions and Lemma H that

|h′|p ≤ �
p
f ≤ (

K J f + K ′) p
2 ≤ 2

p
2 −1K

p
2 J

p
2
f + 2

p
2 −1(K ′)

p
2 .

Consequently,

∫ 2π

0

∫ 1

0
(1 − r)|h′(reiθ )|pdrdθ ≤ 2

p
2 −1K

p
2

∫ 2π

0

∫ 1

0
(1 − r)(J f (re

iθ ))p/2drdθ

+2
p
2 −1(K ′)

p
2 π

< +∞,
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which, together with |g′| ≤ |h′|, gives that
∫ 2π

0

∫ 1

0
(1 − r)|g′(reiθ )|pdrdθ < +∞.

Combining the above two inequalities and Theorem G gives the desired result. ��
The following lemma is the well-known Littlewood-Paley’s inequality.

Lemma J (See [21], cf. [11, Ineq. (11)]) Let q ∈ (1, 2] and let f be analytic in D.
Then, there is a positive constant C(q), which depends only on q, such that

‖ f ‖q ≤ C(q)

(
| f (0)|q +

∫
D

| f ′(z)|qdμ̃q(z)

) 1
q

, f ∈ Bq(μ̃q),

where dμ̃q(z) = (1 − |z|)q−1d A(z).

The following lemma is proved in the proof of [4, Lemma 2.2].

Lemma K Suppose that complex-valued harmonic function f is (K , K ′)-elliptic,
where K ≥ 1 and K ′ ≥ 0 are constants. Then,

| fz(z)| ≤ K − 1

K + 1
| fz(z)| +

√
K ′

1 + K
, z ∈ D.

Theorem L Let g be a two times continuous differentiable function in D. Then, for
r ∈ (0, 1),

1

2π

∫ 2π

0
g(reiθ ) dθ = g(0) + 1

2π

∫
Dr

�g(z) log
r

|z| d A(z),

where

� := 4
∂2

∂z∂z
= ∂2

∂x2
+ ∂2

∂ y2

is the Laplacian operator (cf. [5, 24]).

3.4 The Proof of Theorem 2.4

We divide the proof of this theorem into two cases.
Case 1. q ∈ (1, 2]. Since D is a simply connected domain, we see that f admits
a decomposition f = h + g, where h and g are analytic with g(0) = 0. By the
assumptions, we have

|h′| ≤ � f ≤ (
K J f + K ′) 1

2 ,
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which, together with Lemma H and the assumption f ∈ B
q
H (μ̃q), implies that

∫
D

|h′(z)|qdμ̃q(z) ≤ K
q
2

∫
D

(√
J f (z)

)q
dμ̃q(z) (3.9)

+(K ′)
q
2

∫
D

dμ̃q(z) < +∞.

It follows from (3.9), Lemmas H, J and K that we have

‖h‖q ≤ C(q)

(
|h(0)|q +

∫
D

|h′(z)|qdμ̃q(z)

) 1
q

< +∞ (3.10)

and

‖g‖q ≤ C(q)

(∫
D

|g′(z)|qdμ̃q(z)

) 1
q

(3.11)

≤ C(q, K , K ′)
(∫

D

|h′(z)|qdμ̃q(z) +
∫
D

dμ̃q(z)

) 1
q

< +∞,

where C(q) is a positive constant which depends only on q and C(q, K , K ′) is a
positive constant which depends only on q, K and K ′. Hence, by (3.10), (3.11) and
Lemma H, we obtain

‖ f ‖qq ≤ 2q−1 (‖h‖qq + ‖g‖qq
)

< +∞.

Next, assume that the complex-valued harmonic function f is K -quasiregular. It
follows from (3.9), (3.10), Lemmas H, J and K that we have

‖h‖q ≤ C(q)
(
|h(0)|q + K

q
2 (Iq( f , μ̃q))

q
) 1

q
(3.12)

and

‖g‖q ≤ C(q)

(∫
D

|g′(z)|qdμ̃q(z)

) 1
q

(3.13)

≤ C(q)

((
K − 1

K + 1

)q ∫
D

|h′(z)|qdμ̃q(z)

) 1
q

≤ C(q)

((
K − 1

K + 1

)q

K
q
2 (Iq( f , μ̃q))

q
) 1

q

,

Hence, by (3.12), (3.13) and Lemma H, we obtain

‖ f ‖qq ≤ 2q−1 (‖h‖qq + ‖g‖qq
) ≤ C(q, K )

(|h(0)|q + (Iq( f , μ̃q))
q) 1

q .
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Case 2. q ∈ [2,+∞).

For q ∈ [2,+∞) and r ∈ (0, 1), elementary calculations lead to

�
(| f |q) = q(q − 2)| f |q−4| fz f + f fz |2 + 2q| f |q−2

(
| fz |2 + | fz |2

)

≤ q2| f |q−2�2
f ,

which, together with Theorem J, yields that

Mq
q (r , f ) = | f (0)|q + 1

2π

∫
Dr

�
(| f (z)|q) log r

|z| d A(z) (3.14)

≤ | f (0)|q + q2
∫ r

0
ρ log

r

ρ
� f (ρ)dρ,

where

� f (ρ) = 1

2π

∫ 2π

0
�2

f (ρe
iθ )| f (ρeiθ )|q−2dθ.

Since f is a (K , K ′)-elliptic mapping, by Lemma H, we see that

�
q
f ≤ (

K J f + K ′) q
2 ≤ 2

q
2 −1

(
K

q
2 J

q
2
f + (K ′)

q
2

)
. (3.15)

By Hölder’s inequality, (3.15) and Lemma H, we have

� f (ρ) ≤ Mq−2
q (ρ, f )

(
1

2π

∫ 2π

0
�

q
f (ρe

iθ )dθ

) 2
q

≤ Mq−2
q (ρ, f )

(
2

q
2 −1K

q
2

2π

∫ 2π

0

(
J f (ρe

iθ )
) q

2
dθ + 2

q
2 −1(K ′)

q
2

) 2
q

(3.16)

≤ Mq−2
q (ρ, f )

⎛
⎝2

q−2
q K

(
1

2π

∫ 2π

0

(
J f (ρe

iθ )
) q

2
dθ

) 2
q

+ 2
q−2
q K ′

⎞
⎠ .

Since | f |q is subharmonic and Mq(ρ, f ) is increasing with respect to ρ ∈ (0, r ],
by (3.14) and (3.16), we see that

M2
q (r , f ) ≤ q22

q−2
q K

∫ r

0
ρ log

r

ρ

(
1

2π

∫ 2π

0

(
J f (ρe

iθ )
) q

2
dθ

) 2
q

dρ (3.17)

+q22
q−2
q K ′

∫ r

0
ρ log

r

ρ
dρ + | f (0)|2.
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It is not difficult to know that

∫ r

0
ρ log

r

ρ
dρ = r2

4

and

ρ log
r

ρ
≤ r − ρ

for ρ ∈ (0, r ], which, together with (3.17) and Hölder’s inequality, imply that

M2
q (r , f ) ≤ q22

q−2
q K

∫ r

0
(r − ρ)

(
1

2π

∫ 2π

0

(
J f (ρe

iθ )
) q

2
dθ

) 2
q

dρ

+| f (0)|2 + q22
−(q+2)

q K ′r2

≤ | f (0)|2 + q22
q−2
q K

(∫ r

0
dρ

) q−2
q (

� f (r)
) 2
q + q22

−(q+2)
q K ′

≤ | f (0)|2 + q22
q−2
q K

(
� f (r)

) 2
q + q22

−(q+2)
q K ′, (3.18)

where

� f (r) = 1

2π

∫ r

0
(r − ρ)

q
2

(∫ 2π

0

(
J f (ρe

iθ )
) q

2
dθ

)
dρ.

Elementary computations give

� ′
f (r) = q

4π

∫ r

0
(r − ρ)

q
2 −1

(∫ 2π

0

(
J f (ρe

iθ )
) q

2
dθ

)
dρ > 0. (3.19)

Since

� f (1) ≤ 1

2π

∫ 1
2

0
(1 − ρ)

q
2

(∫ 2π

0

(
J f (ρe

iθ )
) q

2
dθ

)
dρ

+ 1

π

∫ 1

1
2

ρ(1 − ρ)
q
2

(∫ 2π

0

(
J f (ρe

iθ )
) q

2
dθ

)
dρ

≤ 1

2π

∫ 1
2

0
(1 − ρ)

q
2

(∫ 2π

0

(
J f (ρe

iθ )
) q

2
dθ

)
dρ

+ 1

π

∫
D

(√
J f (z)

)q
dμ̃q(z)

< +∞,

by (3.19), we see that
� f (r) ≤ � f (1) < +∞. (3.20)
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Combining (3.18) and (3.20) yields the desired result for q ∈ [2,+∞). The proof of
this theorem is finished. ��
Acknowledgements The authors would like to thank the referee for many valuable suggestions. The
research of the first author was partly supported by the National Science Foundation of China (Grant
No. 12071116), the Hunan Provincial Natural Science Foundation of China (No. 2022JJ10001), the Key
Projects of Hunan Provincial Department of Education (Grant No. 21A0429), the Double First-Class Uni-
versity Project of Hunan Province (Xiangjiaotong [2018]469), the Science and Technology Plan Project of
Hunan Province (2016TP1020), and the Discipline Special Research Projects of Hengyang Normal Uni-
versity (XKZX21002); The research of the second author was partly supported by JSPS KAKENHI Grant
No. JP22K03363.

Data Availability Our manuscript has no associated data.

Declarations

Conflict of interest The authors declare that they have no conflict of interest.

References

1. Chen, S.L., Hamada, H., Zhu, J.-F.: Composition operators on Bloch and Hardy type spaces. Math. Z.
301, 3939–3957 (2022)

2. Chen, S.L., Kalaj, D.: On asymptotically sharp bi-Lipschitz inequalities of quasiconformal mappings
satisfying inhomogeneous polyharmonic equations. J. Geom. Anal. 31, 4865–4905 (2021)

3. Chen, S.L., Li, P., Wang, X.T.: Schwarz-type lemma, Landau-type theorem, and Lipschitz-type space
of solutions to inhomogeneous biharmonic equations. J. Geom. Anal. 29, 2469–2491 (2019)

4. Chen, S.L., Ponnusamy, S.: On certain quasiconformal and elliptic mappings. J. Math. Anal. Appl.
486, 1–16 (2020)

5. Chen, S.L., Ponnusamy, S., Rasila, A.: On characterizations of Bloch-type, Hardy-type, and Lipschitz-
type spaces. Math. Z. 279, 163–183 (2015)

6. Chen, S.L., Ponnusamy, S., Wang, X.: The isoperimetric type and Fejer-Riesz type inequalities for
pluriharmonic mappings (in Chinese). Sci. Sin. Math. 44, 127–138 (2014)

7. Chen, S.L., Ponnusamy, S., Wang, X.: Remarks on ‘Norm estimates of the partial derivatives for
harmonic mappings and harmonic quasiregular mappings’. J. Geom. Anal. 31, 11051–11060 (2021)

8. Clunie, J.G., Sheil-Small, T.: Harmonic univalent functions. Ann. Acad. Sci. Fenn. Ser. A I Math. 9,
3–25 (1984)

9. Duren, P.: Theory of H p spaces, 2nd edn. Dover, Mineola (2000)
10. Duren, P.: Harmonic mappings in the plane. Cambridge University Press, Cambridge (2004)
11. Eenigenburg, P.J.: The integralmeans of analytic functions. Quart. J.Math. Oxford. 32, 313–322 (1981)
12. Fefferman, C., Stein, E.M.: H p spaces of several variables. Acta Math. 129, 137–193 (1972)
13. Finn, R., Serrin, J.: On the Hölder continuity of quasiconformal and elliptic mappings. Trans. Amer.

Math. Soc. 89, 1–15 (1958)
14. Girela, D.: Mean growth of the derivative of certain classes of analytic functions. Math. Proc. Camb.

Phil. Soc. 112, 335–342 (1992)
15. Hardy, G.H., Littlewood, J.E.: Some properties of conjugate functions. J. Reine Angew. Math. 167,

405–423 (1931)
16. Holland, F., Twomey, J.B.: On Hardy classes and the area function. J. London Math. Soc. 17, 257–283

(1978)
17. Kalaj, D.: On Riesz type inequalities for harmonic mappings on the unit disk. Trans. Am. Math. Soc.

372, 4031–4051 (2019)
18. Kayumov, I., Ponnusamy, S., Kaliraj, A.: Riesz-Fejćr inequalities for harmonic functions. Potential
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