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Abstract
We study the system of the split equality problems in Hilbert spaces. In order to solve
this problem, we introduce several new iterative processes by using the Tikhonov
regularization method. This approach is completely different from previous ones.

Keywords Hilbert space · Metric projection · Regularization · Split feasibility
problem

Mathematics Subject Classification 47H05 · 47H09 · 49J53 · 90C25

1 Introduction

The split equality problem was first introduced and studied by Moudafi in [19]. This
problem is formulated as follows: Let H , H1 and H2 be three real Hilbert spaces. Let
C and Q be two nonempty closed and convex subsets of H1 and H2, respectively.

Find p ∈ C and q ∈ Q such that Ap − Bq = 0, (1.1)

where A : H1 → H and B : H2 → H , are two bounded linear operators.
The origins of Problem (1.1) can be found in [2]. The authors studied alternating

minimization algorithms with costs-to-move. Next, a particular case of Problem (1.1)
has been also studied by Attouch et al. in [3, 4] whenC and Q are twominimizer point
sets of two convex functions f and g, which are defined on H1 and H2, respectively.
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We know that Problem (1.1) has some important applications in game theory,
variational problems, partial differential equations, and intensity-modulated radiation
therapy (see, e.g., [3, 9]). Thus, Problem (1.1) is an interesting topic of nonlinear anal-
ysis, which has attracted the attention of many mathematicians around the world. So,
many algorithms have been presented for solving Problem (1.1) (see, e.g., [8, 11–14,
18, 20, 21, 25, 27–31]).

If H = H2 and B = I H2 , then Problem (1.1) becomes the split convex feasibility
problem. Let C and Q be nonempty, closed and convex subsets of real Hilbert spaces
H1 and H2, respectively. Let A : H1 → H2 be a bounded linear operator. The split
convex feasibility problem (SCFP for short) is formulated as follows:

Find an element p ∈ C such that Ap ∈ Q. (1.2)

The SCFPwas first introduced and studied byCensor and Elfving [10] formodeling
certain inverse problems. It plays an important role in medical image reconstruction
and in signal processing (see [6, 7]). Thus, all of the iterative methods or algorithms
to approximate the solution to Problem (1.1) can be applied to find the solution to
Problem (1.2).

We know that most applied problems are ill-posed problems in the sense, they
do not satisfy at least one of the following three requirements: (1) The problem is
solvable; (2) Its solution is unique; (3) The problem is stable in the sense, any small
change in the input data leads to only small changes in the output data (the solution
of the problem) (see, e.g., [17]). Thus SEP and its related problems are also ill-posed
problems. One popular effective method for solving the ill-posed problems is the
Tikhonov regularization method which is introduced by Tikhonov (see, e.g., [1], [26]).

In this paper, we study the system of the split equality problems. In order to find a
solution to this problem, we first introduce a new implicit iterativemethod by using the
Tikhonov regularization method. Next, we propose an explicit iterative regularization
method and prove the strong convergence of it when the control parameters are chosen
suitably.

2 Preliminaries

Let H be a real Hilbert space. We denote by 〈x, y〉H the inner product of two elements
x, y ∈ H . The induced norm is denoted by ‖ · ‖H , that is, ‖x‖H = √〈x, x〉H for all
x ∈ H .

Let C be a nonempty, closed and convex subset of H . It is well known that for each
x ∈ H , there is unique point PH

C x ∈ C such that

‖x − PH
C x‖H = inf

u∈C ‖x − u‖H . (2.1)

The mapping PH
C : H → C defined by (2.1) is called the metric projection of H

onto C . We also recall (see, for example, Section 3 in [16]) that
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〈x − PH
C x, y − PH

C x〉H ≤ 0 ∀x ∈ H , ∀y ∈ C .

Lemma 2.1 Let H be a real Hilbert space and C be a nonempty, closed and convex
subset of H. Then for all x, y ∈ H, we have

i) 〈x − y, PH
C x − PH

C y〉H ≥ ‖PH
C x − PH

C y‖2H ;
ii) 〈x − y, (I − PH

C )x − (I − PH
C )y〉H ≥ ‖(I − PH

C )x − (I − PH
C )y‖2H .

Definition 2.2 Let f : H −→ (−∞,∞] be a proper function. The subdifferential of
f is the set-valued operator ∂ f : H → 2H which is defined by

∂ f (x) := {v ∈ H : f (y) − f (x) ≥ 〈v, y − x〉H ∀y ∈ H}.

Definition 2.3 An operator S : H → H is called

a) L-Lipschitz with Lipschitz constant L ≥ 0 if for all x, y ∈ H , we have

‖Sx − Sy‖H ≤ L‖x − y‖H .

In the above inequality, if L ∈ [0, 1), then S is called a strict contraction and if
L = 1, then it is said to be nonexpansive.

b) γ -strongly monotone with constant γ > 0 if the inequality

〈x − y, Sx − Sy〉H ≥ γ ‖x − y‖2H
holds for all x, y ∈ H .

c) hemicontinuous at a point x0 ∈ H if S(x0 + tnx)⇀Sx0 as tn → 0+ where {tn} is
any sequence of positive real numbers. The operator S is called hemicontinuous
if it is hemicontinuous at each element x ∈ H .

d) coercive if there exists a function c(t) defined for t ≥ 0 such that c(t) → ∞ as
t → ∞, and the inequality

〈x, Sx〉H ≥ c(‖x‖H )‖x‖H
holds for all x ∈ H .

e) bounded on bounded sets if S(M) is a bounded set for each bounded set M ⊂ H .

Remark 2.4 It follows from Lemma 2.1 that I H − PH
C is a nonexpansive mapping.

In the sequel, we are going to use the following lemmas in the proofs of the main
results of this paper.

Lemma 2.5 Let H be a real Hilbert space. Suppose that F : H → H is a L-
Lipschitz and γ -strongly monotone mapping. Then for any ε ∈ (0, 2γ /L2), we
have I H − εF is a strict contraction mapping with the contraction coefficient
τ = √

1 − ε(2γ − εL2).

Proof For any x, y ∈ H , we have
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‖(I H − εF)x − (I H − εF)y‖2H
= ‖(x − y) − ε(Fx − Fy)‖2H
= ‖x − y‖2H − 2ε〈x − y, Fx − Fy〉H + ε2‖Fx − Fy‖2H
≤ ‖x − y‖2H − 2εγ ‖x − y‖2H + ε2L2‖x − y‖2H
= [1 − ε(2γ − εL2)]‖x − y‖2H .

Thus, it follows from the condition ε ∈ (0, 2γ /L2) that I H − εF is strict contraction
mapping with the contraction coefficient τ = √

1 − ε(2γ − εL2). 
�
Lemma 2.6 [15] Let T be a nonexpansive self-mapping of a closed and convex subset
C of a Hilbert space H. Then the mapping I H − T is demiclosed, that is, whenever
{xn} is a sequence in C which weakly converges to some x ∈ C and the sequence
{(I − T )(xn)} strongly converges to some y, it follows that (I H − T )(x) = y.

Lemma 2.7 [24]
Let {�n} be a sequence of nonnegative numbers, {bn} be a sequence in (0, 1) and

let {cn} be a sequence of real numbers satisfying the following two conditions:

i) �n+1 ≤ (1 − bn)�n + bncn;
ii)

∑∞
n=0 bn = ∞, lim supn→∞ cn ≤ 0.

Then limn→∞ �n = 0.

3 Main Results

Let H1, H2 and H , be three real Hilbert spaces. Let Ci and Qi , be nonempty closed
convex subsets of H1 and H2, respectively, i = 1, 2, . . . , N . Let Ai : H1 → H
and Bi : H2 → H , i = 1, 2, . . . , N , be bounded linear mappings and let bi ,
i = 1, 2, . . . , N , be N given elements in H . Suppose that

� := {(x, y) ∈ ∩N
i=1(Ci × Qi ) : Ai x − Bi y = bi , i = 1, 2, . . . , N } �= ∅.

Consider the problem of finding an element (x∗, y∗) ∈ �, we denote this problem
by (SSEP).

3.1 Implicit Iterative Method

First, we introduce a new Tikhonov regularization method type to approximate a
solution of Problem (SSEP).

We define the sequences {xn} and {yn} by the following implicit iterative method:
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N∑

i=1

(
(I H1 − PH1

Ci
)xn + A∗

i (Ai xn − Bi yn − bi )
)

+ αn Sxn = 0, (3.1)

N∑

i=1

(
(I H2 − PH2

Qi
)yn − B∗

i (Ai xn − Bi yn − bi )
)

+ αnT yn = 0, (3.2)

where {αn} is a sequence of positive real numbers, S : H1 → H1 and T : H2 → H2
are two bounded on bounded sets, hemicontinuous and strongly monotone mappings
with the constants γS and γT , respectively.

Theorem 3.1 i) For each n, the system of equations (3.1)–(3.2) has a unique solution
(xn, yn).

ii) If limn→∞ αn = 0, then xn → x∗, yn → y∗ with (x∗, y∗) ∈ � and (x∗, y∗) is a
unique solution to the following variational inequality

〈x − x∗, Sx∗〉H1 + 〈y − y∗, T y∗〉H2 ≥ 0, ∀(x, y) ∈ �. (3.3)

Proof i) We rewrite the equations (3.1) and (3.2) in the following form

Fαn (xn, yn) = 0, (3.4)

where Fαn : H1 × H2 → H1 × H2 defined by

Fαn (a) =
( N∑

i=1

(
(I H1 − PH1

Ci
)x + A∗

i (Ai x − Bi y − bi )
)

+ αn Sx,

N∑

i=1

(
(I H2 − PH2

Qi
)y − B∗

i (Ai x − Bi y − bi )
)

+ αnT y

)
,

for all a = (x, y) ∈ H1 × H2.
We know that H1 × H2 is a Hilbert spaces with the inner product

〈(x1, y1), (x2, y2)〉H1×H2 = 〈x1, y1〉H1 + 〈x2, y2〉H2

for all (x1, y1) and (x2, y2) in H1 × H2 and the norm on H1 × H2 is defined by

‖(x, y)‖H1×H2 =
√

‖x‖2H1
+ ‖y‖2H2

for all (x, y) ∈ H1 × H2 (see, e.g., [22, Proposition 2.2], [23, Proposition 2.4]).
We first show that Fαn is a monotone mapping. Indeed, for any a = (x1, y1) and

b = (x2, y2) in H1 × H2, we have
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〈a − b,Fαn (a) − Fαn (b)〉H1×H2

=
N∑

i=1

〈x1 − x2, (I
H1 − PH1

Ci
)x1 − (I H1 − PH1

Ci
)x2〉H1

+
N∑

i=1

〈x1 − x2, A
∗
i (Ai (x1 − x2) − Bi (y1 − y2))〉H1

+ αn〈x1 − x2, Sx1 − Sx2〉H1

+
N∑

i=1

〈y1 − y2, (I
H2 − PH2

Qi
)y1 − (I H2 − PH2

Qi
)y2〉H2

−
N∑

i=1

〈y1 − y2, B
∗
i (Ai (x1 − x2) − Bi (y1 − y2))〉H2

+ αn〈y1 − y2, T y1 − T y2〉H2

=
N∑

i=1

〈x1 − x2, (I
H1 − PH1

Ci
)x1 − (I H1 − PH1

Ci
)x2〉H1

+
N∑

i=1

〈Ai (x1 − x2), Ai (x1 − x2) − Bi (y1 − y2)〉H

+ αn〈x1 − x2, Sx1 − Sx2〉H1

+
N∑

i=1

〈y1 − y2, (I
H2 − PH2

Qi
)y1 − (I H2 − PH2

Qi
)y2〉H2

−
N∑

i=1

〈Bi (y1 − y2), Ai (x1 − x2) − Bi (y1 − y2)〉H

+ αn〈y1 − y2, T y1 − T y2〉H2

=
N∑

i=1

〈x1 − x2, (I
H1 − PH1

Ci
)x1 − (I H1 − PH1

Ci
)x2〉H1

+ αn〈x1 − x2, Sx1 − Sx2〉H1

+
N∑

i=1

〈y1 − y2, (I
H2 − PH2

Qi
)y1 − (I H2 − PH2

Qi
)y2〉H2

+
N∑

i=1

‖Ai (x1 − x2) − Bi (y1 − y2)‖2H

+ αn〈y1 − y2, T y1 − T y2〉H2 .

It follows from Lemma 2.1, the strongly monotone of S and T , and the above
equality that
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〈a − b, Fαn (a) − Fαn (b)〉H1×H2 ≥
N∑

i=1

‖(I H1 − PH1
Ci

)x1 − (I H1 − PH1
Ci

)x2‖2H1

+
N∑

i=1

‖(I H2 − PH2
Qi

)y1 − (I H2 − PH2
Qi

)y2‖2H2

+
N∑

i=1

‖Ai (x1 − x2) − Bi (y1 − y2)‖2H

+ αn(γS‖x1 − x2‖2H1
+ γT ‖y1 − y2‖2H2

)

≥ 0. (3.5)

This implies that Fαn is a monotone mapping. Moreover, we also have

〈a − b, Fαn (a) − Fαn (b)〉H1×H2 ≥ αn(γS‖x1 − x2‖2H1
+ γT ‖y1 − y2‖2H2

)

≥ αn min{γS, γT }(‖x1 − x2‖2H1
+ ‖y1 − y2‖2H2

)

= c(‖a − b‖H1×H2)‖a − b‖H1×H2 ,

with c(t) = αn min{γS, γT }t for all t ≥ 0. This implies that Fαn is a coercive
mapping.

It follows from the hemicontinuity of S and T that Fαn is a hemicontinuous
mapping. We conclude that Fαn is a single valued hemicontinuous monotone and
coercive mapping on H1 × H2, and hence R(Fαn ) = H1 × H2 (see, e.g. [5, Proposi-
tion 1]). Thus Equation (3.4) is solvable.

Next, we prove the uniqueness of the solution (xn, yn) of Equation (3.4). Indeed,
suppose that (un, vn) is also another solution to Equation (3.4). Let a = (xn, yn) and
b = (un, vn), it follows from Fαn (a) = Fαn (b) = 0 and (3.5) that

γS‖xn − un‖2H1
+ γT ‖yn − vn‖2H2

≤ 0.

This implies that xn = un and yn = vn . So, Equation (3.4) has a unique solution,
that is, the system of equations (3.1)-(3.2) has unique solution (xn, yn).

ii) Take any c = (x̄, ȳ) ∈ �, that is, Fαn (c) = αn(Sx̄, T ȳ). From (3.5), we have

〈a − c, Fαn (a) − Fαn (c)〉H1×H2 ≥ αn(γS‖xn − x̄‖2H1
+ γT ‖yn − ȳ‖2H2

).

On the other hand, we also have

〈a − c, Fαn (a) − Fαn (c)〉H1×H2 = −αn(〈xn − x̄, Sx̄〉H1 + 〈yn − ȳ, T ȳ〉H2).

Thus, we obtain

‖xn − x̄‖2H1
+ ‖yn − ȳ‖2H2

≤ − 1

min{γS, γT } (〈xn − x̄, Sx̄〉H1 + 〈yn − ȳ, T ȳ〉H2)
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≤ 1

min{γS, γT } (‖xn − x̄‖H1‖Sx̄‖H1 + ‖yn − ȳ‖H2‖T ȳ‖H2)

≤ 1

min{γS, γT }
√

‖xn − x̄‖2H1
+ ‖yn − ȳ‖2H2

√
‖Sx̄‖2H1

+ ‖T ȳ‖2H2
.

(3.6)

This deduces that

‖xn − x̄‖2H1
+ ‖yn − ȳ‖2H2

≤ 1

(min{γS, γT })2 (‖Sx̄‖2H1
+ ‖T ȳ‖2H2

).

Thus we see that two sequences {xn} and {yn} are bounded. Hence, there are two
subsequences {xmn } and {ymn } of {xn} and {yn}, respectively, such that xmn⇀x∗ and
ymn⇀y∗, as n → ∞.

It follows from Lemma 2.1, (3.1) and (3.2) that

−αn(〈xn − x̄, Sxn〉H1 + 〈yn − ȳ, T yn〉H2)

=
N∑

i=1

〈xn − x̄, (I H1 − PH1
Ci

)xn − (I H1 − PH1
Ci

)x̄〉H1

+
N∑

i=1

〈yn − ȳ, (I H2 − PH2
Qi

)yn − (I H2 − PH2
Qi

)ȳ〉H2

+
N∑

i=1

〈xn − x̄, A∗
i (Ai xn − Bi yn − bi )〉H1

−
N∑

i=1

〈yn − ȳ, B∗
i (Ai xn − Bi yn − bi )〉H2

=
N∑

i=1

〈xn − x̄, (I H1 − PH1
Ci

)xn − (I H1 − PH1
Ci

)x̄〉H1

+
N∑

i=1

〈yn − ȳ, (I H2 − PH2
Qi

)yn − (I H2 − PH2
Qi

)ȳ〉H2

+
N∑

i=1

〈Ai xn − Bi yn − Ai x̄ + Bi ȳ, Ai xn − Bi yn − bi 〉H

≥
N∑

i=1

‖(I H1 − PH1
Ci

)xn‖2H1
+

N∑

i=1

‖(I H2 − PH2
Qi

)yn‖2H2

+
N∑

i=1

‖Ai xn − Bi yn − bi‖2H . (3.7)
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Since {xn}, {yn} are bounded and S, T are two bounded on bounded sets mappings,
there is a positive real number K such that

max{sup
n

‖xn‖H1, sup
n

‖yn‖H2 , sup
n

‖Sxn‖H1 , sup
n

‖T yn‖H2} ≤ K .

From (3.7), we get

N∑

i=1

‖(I H1 − PH1
Ci

)xn‖2H1
+

N∑

i=1

‖(I H2 − PH2
Qi

)yn‖2H2

+
N∑

i=1

‖Ai xn − Bi yn − bi‖2H

≤ K (2K + ‖x̄‖H1 + ‖ȳ‖H2)αn .

It follows from limn→∞ αn = 0 that

lim
n→∞(I H1 − PH1

Ci
)xn‖H1 = 0, lim

n→∞ ‖(I H2 − PH2
Qi

)yn‖H2 = 0, (3.8)

lim
n→∞ ‖Ai xn − Bi yn − bi‖H = 0, (3.9)

for all i = 1, 2, . . . , N . In particular, we have that

lim
n→∞(I H1 − PH1

Ci
)xmn‖H1 = 0, lim

n→∞ ‖(I H2 − PH2
Qi

)ymn‖H2 = 0, (3.10)

lim
n→∞ ‖Ai xmn − Bi ymn − bi‖H = 0. (3.11)

From Lemma 2.6 and (3.10), we infer that (x∗, y∗) ∈ Ci × Qi . Since Ai and Bi
are bounded linear mappings, and xmn⇀x∗, ymn⇀y∗, we obtain

Ai xmn − Bi ymn − bi⇀Ai x
∗ − Bi y

∗ − bi .

This combines with (3.11), one has Ai x∗−Bi y∗ = bi . Thus, we have (x∗, y∗) ∈ �.
Next, we show that (x∗, y∗) is a unique solution to the variational inequality (3.3).

It follows from (3.6) that

〈xn − x̄, Sx̄〉H1 + 〈yn − ȳ, T ȳ〉H2 ≤ 0.

Replacing n by mn and letting n → ∞, we get

〈x∗ − x̄, Sx̄〉H1 + 〈y∗ − ȳ, T ȳ〉H2 ≤ 0, (3.12)

for all (x̄, ȳ) ∈ �. Set (xt , yt ) = (x∗, y∗) + t(x̄ − x∗, ȳ − y∗) with t ∈ (0, 1).
Since � is a closed convex set, and (x∗, y∗), (x̄, ȳ) ∈ �, we have (xt , yt ) ∈ �. So, in
(3.12), replacing (x̄, ȳ) by (xt , yt ), one has
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〈x̄ − x∗, S(x∗ + t(x̄ − x∗))〉H1 + 〈ȳ − y∗, T (y∗ + t(ȳ − y∗))〉H2 ≥ 0, ∀t ∈ (0, 1).

Using the hemicontinuity of S, T and letting t → 0+, we obtain

〈x̄ − x∗, Sx∗〉H1 + 〈ȳ − y∗, T y∗〉H2 ≥ 0, ∀(x̄, ȳ) ∈ �, (3.13)

that is, (x∗, y∗) is a solution to the variational inequality (3.3).
We now establish the uniqueness of (x∗, y∗). Suppose that (u∗, v∗) is also another

solution to the variational inequality (3.3), that is,

〈x̄ − u∗, Su∗〉H1 + 〈ȳ − u∗, Tu∗〉H2 ≥ 0, ∀(x̄, ȳ) ∈ �. (3.14)

In (3.13) and (3.14), replacing (x̄, ȳ) by (u∗, v∗) and (x∗, y∗), and adding the resulting
inequalities, we obtain

〈x∗ − u∗, Sx∗ − Sy∗〉H1 + 〈y∗ − v∗, T y∗ − T v∗〉H2 ≤ 0.

Since S and T are strongly monotone with the constants γS and γT , it follows that

γS‖x∗ − u∗‖2H1
+ γT ‖y∗ − v∗‖2H2

≤ 0,

which implies that u∗ = x∗ and v∗ = y∗. Thus (x∗, y∗) is unique solution to the
variational inequality (3.3).

It now follows from the uniqueness of (x∗, y∗) that xn⇀x∗ and yn⇀y∗. Finally,
we show that xn → x∗ and yn → y∗. Indeed, in (3.6), replacing (x̄, ȳ) by (x∗, y∗),
one has

‖xn − x∗‖2H1
+ ‖yn − y∗‖2H2

≤ − 1

min{γS, γT } (〈xn − x∗, Sx∗〉H1 + 〈yn − y∗, T y∗〉H2).

Letting n → ∞, we infer that xn → x∗ and yn → y∗.
This completes the proof. 
�
We have the following theorem regarding to the distance between two solutions

(xn, yn) and (xm, ym) of the system (3.1)–(3.2).

Theorem 3.2 Let (xn, yn) and (xm, ym) be two solutions of the system (3.1)-(3.2)
corresponding to αn and αm. Then we have the following estimate

√
‖xn − xm‖2H1

+ ‖yn − ym‖2H2
≤ K1

|αn − αm |
αn

, (3.15)

where K1 = K
√
2/min{γS, γT }.

Proof Let a = (xn, yn) and b = (xm, ym). It follows from Fαn (a) = Fαm (b) = 0 and
(3.5) that
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0 = 〈a − b, Fαn (a) − Fαm (b)〉H1×H2

= 〈a − b, Fαn (a) − Fαn (b)〉H1×H2 + 〈a − b, Fαn (b) − Fαm (b)〉H1×H2

= 〈a − b, Fαn (a) − Fαn (b)〉H1×H2

+ (αn − αm)(〈xn − xm, Sxm〉H1 + 〈yn − ym, T ym〉H2)

≥ αn(γS‖xn − xm‖2H1
+ γT ‖yn − ym‖2H2

)

+ (αn − αm)(〈xn − xm, Sxm〉H1 + 〈yn − ym, T ym〉H2).

This implies that

αn(γS‖xn − xm‖2H1
+ γT ‖yn − ym‖2H2

)

≤ K |αn − αm |(‖xn − xm‖H1 + ‖yn − ym‖H2).

And hence, we have

‖xn − xm‖2H1
+ ‖yn − ym‖2H2

≤ (K/min{γS, γT }) |αn − αm |
αn

(‖xn − xm‖H1 + ‖yn − ym‖H2)

≤ (K/min{γS, γT }) |αn − αm |
αn

√
2(‖xn − xm‖2H1

+ ‖yn − ym‖2H2
),

which shows that

√
‖xn − xm‖2H1

+ ‖yn − ym‖2H2
≤ K1

|αn − αm |
αn

,

This completes the proof. 
�

3.2 Explicit Iterative Method

First, we have the following proposition.

Proposition 3.3 Let H1, H2 and H, be three real Hilbert spaces. Let Ci and Qi ,
be nonempty closed convex subsets of H1 and H2, respectively, i = 1, 2, . . . , N.
Let Ai : H1 → H and Bi : H2 → H, i = 1, 2, . . . , N, be bounded linear
mappings and let bi , i = 1, 2, . . . , N, be N given elements in H. Let S : H1 → H1
and T : H2 → H2 be two strongly monotone mappings with constants γS, γT and
Lipschitz mappings with the constants LS, LT , respectively. Then for each α > 0, we
have that

Fα(x, y) =
( N∑

i=1

(
(I H1 − PH1

Ci
)x + A∗

i (Ai x − Bi y − bi )
)

+ αSx,

N∑

i=1

(
(I H2 − PH2

Qi
)y − B∗

i (Ai x − Bi y − bi )
)

+ αT y

)
,
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∀(x, y) ∈ H1 × H2

is a γ -strongly monotone and L-Lipschitz mapping on H1 × H2 with γ =
min{γS, γT }α and L =

√
[(N + αLS,T )2 + γ 4

A,B](1 + 4N 2), where LS,T =
max{LS, LT } and γA,B = maxi=12,...,N {‖Ai‖, ‖Bi‖}.
Proof For any a = (x1, y1) and b = (x2, y2) in H1 × H2, it follows from (3.5) that

〈a − b, Fα(a) − Fα(b)〉H1×H2 ≥ α(γS‖x1 − x2‖2H1
+ γT ‖y1 − y2‖2H2

)

≥ αmin{γS, γT }‖a − b‖2H1×H2
.

This implies that Fα is γ -strongly monotone mapping on H1 × H2 with
γ = αmin{γS, γT }.

Next, we have

‖Fα(a) − Fα(b)‖2H1×H2

=
∥∥∥

N∑

i=1

(
(I H1 − PH1

Ci
)x1 − (I H1 − PH1

Ci
)x2

)

+
N∑

i=1

A∗
i (Ai (x1 − x2) − Bi (y1 − y2)) + α(Sx1 − Sx2)

∥∥∥
2

H1

+
∥∥∥

N∑

i=1

(
(I H2 − PH2

Qi
)y1 − (I H2 − PH2

Qi
)y2

)

−
N∑

i=1

B∗
i (Ai (x1 − x2) − Bi (y1 − y2)) + α(T y1 − T y2)

∥∥∥
2

H2

≤
[
(N + αLS)‖x1 − x2‖H1 +

N∑

i=1

‖Ai‖(‖Ai‖‖x1 − x2‖H1 + ‖Bi‖‖y1 − y2‖H2 )
]2

+
[
(N + αLT )‖y1 − y2‖H1 +

N∑

i=1

‖Bi‖(‖Ai‖‖x1 − x2‖H1 + ‖Bi‖‖y1 − y2‖H2 )
]2

≤
[
(N + αLS)‖x1 − x2‖H1 + γ 2

A,B

N∑

i=1

(‖x1 − x2‖H1 + ‖y1 − y2‖H2 )
]2

+
[
(N + αLT )‖y1 − y2‖H1 + γ 2

A,B

N∑

i=1

(‖x1 − x2‖H1 + ‖y1 − y2‖H2 )
]2

≤ [(N + αLS)
2 + γ 4

A,B ]
[
‖x1 − x2‖2H1

+
( N∑

i=1

(‖x1 − x2‖H1 + ‖y1 − y2‖H2 )

)2]

+ [(N + αLT )2 + γ 4
A,B ]

[
‖y1 − y2‖2H2

+
( N∑

i=1

(‖x1 − x2‖H1 + ‖y1 − y2‖H2 )

)2]
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≤ [(N + αLS,T )2 + γ 4
A,B ][‖a − b‖2H1×H2

+ 2N2(‖x1 − x2‖H1 + ‖y1 − y2‖H2 )
2]

≤ [(N + αLS,T )2 + γ 4
A,B ][‖a − b‖2H1×H2

+ 4N2(‖x1 − x2‖2H1
+ ‖y1 − y2‖2H2

)]
≤ [(N + αLS,T )2 + γ 4

A,B ](1 + 4N2)‖a − b‖2H1×H2
,

where LS,T = max{LS, LT } and γA,B = max{‖A‖, ‖B‖}. This implies that Fα is
a Lipschitz mapping with the constant

L =
√

[(N + αLS,T )2 + γ 4
A,B](1 + 4N 2).

This completes the proof. 
�
We now introduce the following explicit iterative regularization method for finding

an element in �. For any (d0, e0) ∈ H1 × H2, define the two sequences {dn} and {en}
as follows:

dn+1 = dn − εn

[ N∑

i=1

(
(I H1 − PH1

Ci
)dn + A∗

i (Aidn − Bien − bi )
)

+ αn Sdn
]
,

(3.16)

en+1 = en − εn

[ N∑

i=1

(
(I H2 − PH2

Qi
)en − B∗

i (Aidn − Bien − bi )
)

+ αnT en
]
,

(3.17)

where {αn} and {εn} are two sequences of positive real numbers.

Remark 3.4 The iterative method (3.16)–(3.17) can be rewritten in the following form.

(dn+1, en+1) = (I H1×H2 − εn Fαn )(dn, en), ∀n ≥ 0. (3.18)

The strong convergence of the sequences {dn} and {en} generated by (3.16)-(3.17)
are given in the following theorem.

Theorem 3.5 Suppose that the mappings S : H1 → H1 and T : H2 → H2 are LS

and LT Lipschitz, and γS and γT strongly monotone, respectively. If

εn ∈
(
0,

2min{γS, γT }αn

[(N + αnLS,T )2 + γ 4
A,B](1 + 4N 2)

)
, ∀n ≥ 0 (C),

and the following conditions hold

(C1) limn→∞ αn = 0;
(C2)

∑∞
n=1 εnαn = ∞;

(C3) limn→∞ εn/αn = 0;

(C4) limn→∞
|αn+1 − αn|

εnα2
n

= 0,
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then dn → x∗, en → y∗ with (x∗, y∗) ∈ � and (x∗, y∗) is a unique solution to the
variational inequality (3.3).

Proof We first show that the sequences {dn} and {en} are bounded. Indeed, fixing
w̄ = (x̄, ȳ) ∈ �, i.e., Fαn (w̄) = αn(Sx̄, T ȳ). Let wn = (dn, en). It follows from
Lemma 2.5, Proposition 3.3 and the condition (C) that I H1×H2 − εn Fαn is a strict
contraction mapping with the contraction coefficient

τn = √
1 − εn(2min{γS, γT }αn − εnL),

where L =
√

[(N + αLS,T )2 + γ 4
A,B](1 + 4N 2). Thus, from (3.18) we have

‖wn+1 − w̄‖H1×H2 = ‖(I H1×H2 − εn Fαn )(wn) − w̄‖H1×H2

≤ ‖(I H1×H2 − εn Fαn )(wn) − (I H1×H2 − εn Fαn )(w̄)‖H1×H2

+ εn‖Fαn (w̄)‖H1×H2

= ‖(I H1×H2 − εn Fαn )(wn) − (I H1×H2 − εn Fαn )(w̄)‖H1×H2

+ εnαn‖(Sx̄, T ȳ)‖H1×H2

≤ τn‖wn − w̄‖H1×H2 + (1 − τn)
εnαn‖(Sx̄, T ȳ)‖H1×H2

1 − τn
.

(3.19)

Next, since limn→∞ εn/αn = 0, it follows that

εnαn

1 − τn
= εnαn(1 + τn)

εn(2min{γS, γT }αn − εnL)

= 1 + τn

(2min{γS, γT } − Lεn/αn)
→ 1/2min{γS, γT }.

Thus, there is a positive real number K2 such that supn
εnαn

1 − τn
≤ K2. Hence, using

(3.19), we get

‖wn+1 − w̄‖H1×H2 ≤ τn‖wn − w̄‖H1×H2 + (1 − τn)K2‖(Sx̄, T ȳ)‖H1×H2

≤ max{‖wn − w̄‖H1×H2 , K2‖(Sx̄, T ȳ)‖H1×H2}
...

≤ max{‖w0 − w̄‖H1×H2 , K2‖(Sx̄, T ȳ)‖H1×H2}.

This implies that the sequence {wn} is bounded, i.e., two sequences {dn} and {en}
are bounded.

Let hn = (xn, yn) which defined by the system of equations (3.1)-(3.2). It is easy
to see that two mappings S and T satisfy all conditions in Theorem 3.1 and hence
xn → x∗, yn → y∗ with (x∗, y∗) ∈ � and (x∗, y∗) is a unique solution to the
variational inequality (3.3).
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Now, in order to prove dn → x∗, en → y∗, we will show that dn − xn → 0 and
en − yn → 0. Indeed, it follows from the inequality

‖x‖2H1×H2
≤ ‖y‖2H1×H2

+ 2〈x, x − y〉H1×H2

which holds for all x, y ∈ H1 × H2, that

‖wn+1 − hn+1‖2H1×H2
≤ ‖wn+1 − hn‖2H1×H2

+ 2〈wn+1 − hn+1, hn − hn+1〉H1×H2 ,

‖wn+1 − hn‖2H1×H2
≤ ‖wn − hn‖2H1×H2

+ 2〈wn+1 − hn, wn+1 − wn〉H1×H2 .

This leads to

‖wn+1 − hn+1‖2H1×H2
≤ ‖wn − hn‖2H1×H2

+ 2〈wn+1 − hn, wn+1 − wn〉H1×H2

+ 2〈wn+1 − hn+1, hn − hn+1〉H1×H2

≤ ‖wn − hn‖2H1×H2

+ 2(‖wn+1‖H1×H2 + ‖hn+1‖H1×H2)‖hn+1 − hn‖H1×H2

+ 2〈wn+1 − hn, wn+1 − wn〉H1×H2 . (3.20)

We now estimate the quantity 〈wn+1 − hn, wn+1 − wn〉H1×H2 . It follows from
Fαn (hn) = 0 and (3.5) that

〈wn+1 − hn,wn+1 − wn〉H1×H2

= 〈wn − εn Fαn (wn) − hn, wn − εn Fαn (wn) − wn〉H1×H2

= 〈wn − εn Fαn (wn) − hn,−εn Fαn (wn)〉H1×H2

= −εn〈wn − hn, Fαn (wn)〉H1×H2 + ε2n‖Fαn (wn)‖2H1×H2

= −εn〈wn − hn, Fαn (wn) − Fαn hn〉H1×H2 + ε2n‖Fαn (wn)‖2H1×H2

≤ −εnαn(γS‖dn − xn‖2H1
+ γT ‖en − yn‖2H2

) + ε2n‖Fαn (wn)‖2H1×H2

≤ −εnαn min{γS, γT }‖wn − hn‖2H1×H2
+ ε2n‖Fαn (wn)‖2H1×H2

.

(3.21)

From the boundedness of {wn}, it is easy to see that {Fαn (wn)} is bounded too.
Thus, there exists a positive real number K3 such that

sup
n

{‖wn‖H1×H2 , ‖Fαn (wn)‖H1×H2} ≤ K3.

This combines with (3.15), (3.20) and (3.21), we obtain

‖wn+1 − hn+1‖2H1×H2
≤ (1 − 2min{γS, γT }εnαn)‖wn − hn‖2H1×H2

+ 2(K
√
2 + K3)K1

|αn+1 − αn|
αn

+ 2K 2
3ε2n . (3.22)
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Letting

�n = ‖wn − hn‖2H1×H2
,

bn = 2min{γS, γT }εnαn,

cn = 1

2min{γS, γT }
(
2(K

√
2 + K3)

|αn+1 − αn|
εnα2

n
+ 2K 2

3
εn

αn

)
.

we can rewrite the above inequality as follows:

�n+1 ≤ (1 − bn)�n + bncn .

It is not difficult to see that conditions (C1)–(C4) ensure that all the assumptions
of Lemma 2.7 are satisfied. Therefore we immediately infer that �n → 0, that is,
‖wn − hn‖2H1×H2

→ 0 or ‖dn − xn‖2H1
+ ‖en − yn‖2H2

→ 0. This shows that ‖dn −
xn‖H1 → 0, ‖en − yn‖H2 → 0 and hence dn → x∗, en → y∗.
This completes the proof. 
�
Remark 3.6 It is easy to check that αn = 1/ 4

√
n and

εn = 2min{γS, γT }α2
n

[(N + αnLS,T )2 + γ 4
A,B](1 + 4N 2)M

,

with M > 1, satisfy all conditions of Theorem 3.5.

4 Relaxed Iterative Methods

In this section we consider Problem (SSFP) when Ci and Qi , i = 1, 2, . . . , N , are
sublevel sets of the lower semicontinuous convex functions ci : H1 → R and qi :
H2 → R, i = 1, 2, . . . , N , respectively. In other words,

Ci = {x ∈ H1 : ci (x) ≤ 0},
Qi = {y ∈ H2 : qi (y) ≤ 0}, i = 1, 2, . . . , N .

Assume that ci and qi , i = 1, 2, . . . , N , are subdifferentiable on H1 and H2,
respectively, and that the subdifferentials ∂ci and ∂qi , i = 1, 2, . . . , N , are bounded
(on bounded sets). At a point xn ∈ H1 and yn ∈ H2, we define the subsets Ci,n and
Qi,n as follows:

Ci,n := {x ∈ H1 : ci (xn) ≤ 〈xn − x, ξi,n〉H1},
Qi,n := {y ∈ H2 : qi (yn) ≤ 〈yn − y, ηi,n〉H2},

where ξi,n ∈ ∂ci (xn) and ηi,n ∈ ∂qi (yn) for all i = 1, 2, . . . , N . The sets Ci,n and
Qi,n are called the relaxed sets of Ci and Qi , respectively. It is not difficult to see that
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Ci,n and Qi,n are half-spaces of H1 and H2, and that Ci ⊂ Ci,n , Qi ⊂ Qi,n , for all
i = 1, 2, . . . , N .

It is well known that generally speaking, it is not easy to calculate the projections
PH1
Ci

x and PH2
Qi

y. Therefore we introduce two relaxed iterative methods corresponding

to the the iterative methods (3.1)–(3.2) and (3.16)–(3.17), where PH1
Ci

and PH2
Qi

are

replaced by the operators PH1
Ci,n

and PH2
Qi,n

, respectively, which are defined as follows:

PH1
Ci,n

x = x − max

{ 〈x, ξi,n〉H1 − 〈xn, ξi,n〉H1 + ci (xn)

‖ξi,n‖2H1

, 0

}
ξi,n,

PH2
Qi,n

y = y − max

{ 〈y, ηi,n〉H2 − 〈yn, ηi,n〉H2 + qi (yn)

‖ηi,n‖2H2

, 0

}
ηi,n .

We first state and prove the following theorem.

Theorem 4.1 Let S : H1 → H1 and T : H2 → H2 be two bounded on bounded
sets, hemicontinuous and strongly monotone mappings with the constants γS and γT ,
respectively. Let {αn} be a sequence of positive real numbers. Then the system of
regularization equations

N∑

i=1

(
(I H1 − PH1

Ci,n
)xn + A∗

i (Ai xn − Bi yn − bi )
)

+ αn Sxn = 0, (4.1)

N∑

i=1

(
(I H2 − PH2

Qi,n
)yn − B∗

i (Ai xn − Bi yn − bi )
)

+ αnT yn = 0, (4.2)

has a unique solution (xn, yn) for each n ≥ 1. Moreover, if αn → 0, then
xn → x∗, yn → y∗ with (x∗, y∗) ∈ � and (x∗, y∗) is a unique solution to the

variational inequality (3.3).

Proof Following the proof of Theorem 3.1, the system (4.1)–(4.2) has unique solution
(xn, yn). Moreover, the sequences {xn} and {yn} are bounded.

We now prove that all weak subsequential limits of the sequence {(xn, yn)} belongs
to �. Indeed, suppose that (x∗, y∗) is a weak subsequential limit of {(xn, yn)}. There
are the subsequences {xpn } and {ypn } of {xn} and {yn}, respectively, such that xpn⇀x∗
and ypn⇀y∗. Moreover, we also have

(1) limn→∞(I H1 − PH1
Ci,n

)xpn‖H1 = 0, limn→∞ ‖(I H2 − PH2
Qi,n

)ypn‖H2 = 0,
(2) limn→∞ ‖Ai xpn − Bi ypn − bi‖H = 0,

for all i = 1, 2, . . . , N .
Since the subdifferential ∂ci is assumed to be bounded on bounded sets and the

sequence {xn} is bounded, there is a positive real number K4 such that ‖ξi,n‖ ≤ K4

for all n ≥ 1. It follows from PH1
Ci,n

x pn ∈ Ci,n and the definition of Ci,n that

ci (xpn ) ≤ 〈(I H1 − PH1
Ci,n

)xpn , ξi,pn 〉H1 ≤ K4‖(I H1 − PH1
Ci,n

)xpn‖H1 → 0.
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This implies that lim infn→∞ ci (xpn ) ≤ 0. By the lower semicontinuity of the function
c, we have

ci (x
∗) ≤ lim inf

n→∞ ci (xpn ) ≤ 0.

This implies that x∗ ∈ Ci . By an argument similar to the one above, we also obtain
that y∗ ∈ Qi . Furthermore, from limn→∞ ‖Ai xpn − Bi ypn − bi‖H = 0, it is easy to
deduce that Ai x∗ − Bi y∗ = bi . Thus, we have (x∗, y∗) ∈ �.

Using similar argument to the one employed in the proof of Theorem 3.1, we
conclude that (x∗, y∗) is the unique weak subsequential limit of {(xn, yn)}, that it is
the unique solution to the variational inequality (3.3) and that xn → x∗ and yn → y∗,
as n → ∞.
This completes the proof. 
�

Finally, by using a line of proof similar to the one in the proof of Theorem 3.5 and
combining it with Theorem 4.1, we obtain the following theorem.

Theorem 4.2 Suppose that the mappings S : H1 → H1 and T : H2 → H2 are LS

and LT lipschitz, and γS and γT strongly monotone, respectively. Let {εn} and {αn} be
two sequences of positive real numbers. For any (d0, e0) ∈ H1 × H2, define the two
sequences {dn} and {en} as follows:

dn+1 = dn − εn

[ N∑

i=1

(
(I H1 − PH1

Ci,n
)dn + A∗

i (Aidn − Bien − bi )
)

+ αn Sdn
]
,

en+1 = en − εn

[ N∑

i=1

(
(I H2 − PH2

Qi,n
)en − B∗

i (Aidn − Bien − bi )
)

+ αnT en
]
,

If conditions (C) and (C1)–(C4) of Theorem 3.5 hold, then dn → x∗, en → y∗ with
(x∗, y∗) ∈ � and (x∗, y∗) is a unique solution to the variational inequality (3.3).
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