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Abstract
We study the existence of radial solutions for the p-Laplacian Neumann problem with
gradient term of the type

{−�pu = f (|x |, u, x · ∇u) in Ω,
∂u

∂n
= 0 on ∂Ω,

where�pu = div(|∇u|p−2∇u) is the p-Laplace operator with p > 1,Ω ⊂ R
N (N ≥

2) is a ball. We do not impose any growth restrictions on the nonlinearity. By using
the topological transversality method together with the barrier strip technique, the
existence of radial solutions to the above problem is obtained.
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1 Introduction

In this paper, we study the existence of radial solutions to the p-Laplacian Neumann
problem with gradient term of the form

{−�pu = f (|x |, u, x · ∇u) in Ω,
∂u

∂n
= 0 on ∂Ω,

(1.1)

where �pu = div(|∇u|p−2∇u) is the p-Laplace operator with p > 1, Ω = {x ∈
R

N : |x | < R} with N ≥ 2, the function f : [0, R] × R
2 → R is continuous, | · |

indicates the Euclidean norm, and n is the outward unit normal vector of the boundary
∂Ω .

The typical model equation is, for suitable a, b, g,

− �pu + b(|x |)x · ∇u + |u|p−2u = a(|x |)g(u) in Ω, (1.2)

where Ω = {x ∈ R
N : |x | < R} and p > 1.

This kind of equations with Neumann boundary conditions and p = 2 has been
studied extensively via various methods in the literature. Particularly, for the case of
p = 2 and b(·) ≡ 0, see Serra and Tilli [13], Bonheure et al. [4] and the references
therein, for the case of p = 2 and b(·) �≡ 0, see Bonheure et al. [3], Ma et al. [8] and
the references therein. However, Eq. (1.2) with Neumann boundary conditions and
p �= 2 does not seem to have been deeply investigated. The only result that we are
aware of is that of Secchi [12] in case of p �= 2 and b(·) ≡ 0. Up to now, we have not
seen the solvability results of the radial solution of Eq. (1.2) with Neumann boundary
conditions when p �= 2 and b(·) �≡ 0. For other works concerned with Eq. (1.2) or
more general equations on infinite domains, we refer the readers to Yin [16] or Zhang
[17], and for the works concerned with Neumann problems involving gradient term,
we refer the readers to Cianciaruso [5] and references therein. In addition, see [2,9–
11,14,15] and references therein for works concerned with more general equations
driven by the (p, q)-Laplace operator or fractional integral operator.

Inspired by [1] and the above literature, in this paper, we establish the existence
results of radial solutions of the general p-Laplacian Neumann problem (1.1) with
gradient dependence in a ball by using topological transversality method together
with barrier strip technique.

It is worth mentioning that since our results require no growth restrictions on the
nonlinearity, it can also be applied to strongly nonlinear systems with the term x · ∇u
being super-quadratic. Also we remark here that the p-Laplacian Neumann problem
(p �= 2) on the ball with x · ∇u has not been considered in the literature.

Throughout this paper, we use the following assumptions:

(H1) There exists M > 0 such that

s f (r , s, 0) < 0, ∀r ∈ [0, R], |s| > M .
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(H2) There exist constants Li , i = 1, 2, 3, 4 with L3 < L4 < 0 < L1 < L2, such
that

f (r , s, r t) + N − 1

R
φp(t) ≥ 0, ∀(r , s, t) ∈ [0, R] × [−M, M] × [L1, L2]

and

f (r , s, r t) + N − 1

R
φp(t) ≤ 0, ∀(r , s, t) ∈ [0, R] × [−M, M] × [L3, L4],

where φp(t) = |t |p−2t for t ∈ R.

2 Main Results

In order to obtain the existence of radial solutions of problem (1.1), we set r = |x | and
u(x) = v(r); then problem (1.1) becomes the following singular scalar p-Laplacian
Neumann problem

{
−(φp(v

′(r)))′ = f (r , v(r), rv′(r)) + N − 1

r
φp(v

′(r)), 0 < r ≤ R,

v′(0) = 0, v′(R) = 0.
(2.1)

We will obtain the existence of p-Laplacian Neumann problem (2.1) by using the
topological transversality method, which we state here for the convenience of the
reader. Let U be a convex subset of a Banach space X and D ⊂ U be an open set.
Denote by H∂D(D,U ) the set of compact operators F : D → U which are fixed point
free on ∂D.

Definition 2.1 An operator F ∈ H∂D(D,U ) is said to be essential if every operator
in H∂D(D,U ) which agrees with F on ∂D has a fixed point in D.

The next two lemmas can be found in [6].

Lemma 2.1 If q ∈ D and F ∈ H∂D(D,U ) is a constant operator, F(x) = q for
x ∈ D, then F is essential.

Lemma 2.2 Let

(i) F ∈ H∂D(D,U ) be essential;
(ii) H : D × [0, 1] → U be a compact homotopy, H(·, 0) = F and H(x, λ) �= x for

x ∈ ∂D and λ ∈ [0, 1].
Then, H(·, 1) is essential and therefore it has a fixed point in D.

Consider the family of the following modified Neumann problem

− (φp(v
′(r)))′ = λ

(
f (r , v(r), rv′(r)) + N − 1

hn(r)
φp(v

′(r))
)

, 0 ≤ r ≤ R, (2.2)

v′(0) = 0, v′(R) = 0, (2.3)
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where λ ∈ (0, 1], n ≥ [1/R] + 1 =: n0, and

hn(r) =
{ 1

n , r ∈ [
0, 1

n

] ;
r , r ∈ ( 1

n , R
]
.

A priori bounds for solutions of Neumann problem (2.2), (2.3) are presented in the
following lemmas.

Lemma 2.3 Assume that (H1) holds. Let v be a solution of problem (2.2), (2.3) for
some λ ∈ (0, 1], n ≥ n0. Then,

|v(r)| ≤ M, ∀r ∈ [0, R]. (2.4)

Proof Suppose on the contrary that there exist r0 ∈ [0, R] such that |v(r0)| > M . We
may assume that v(r0) > M . Let r1 ∈ [0, R] be such that

v(r1) = max
r∈[0,R] v(r) > M . (2.5)

Without loss of generality, we assume that r1 ∈ (0, R), then v′(r1) = 0. It follows
from the condition (H1) that

(φp(v
′(r)))′|r=r1 = −λ f (r1, v(r1), 0) > 0,

and thus there exist δ > 0 such thatφp(v
′(r)) is increasing on (r1−δ, r1+δ) ⊂ (0, R).

This together with the monotonicity of φp(·) implies that v′(r) > 0,∀r ∈ (r1, r1 + δ),
which contradicts (2.5). This completes the proof of the lemma. �


We now obtain a priori bounds for v′(r) by applying barrier strip technique due to
[7].

Lemma 2.4 Assume that (H1) and (H2) hold. Let v be a solution of problem (2.2),
(2.3) for some λ ∈ (0, 1], n ≥ n0. Then,

|v′(r)| ≤ M1 := max{L1,−L4}, ∀r ∈ [0, R]. (2.6)

Proof From Lemma 2.3, it follows that

|v(r)| ≤ M, ∀r ∈ [0, R].

Let

S0 = {r ∈ [0, R] : L1 < v′(r) ≤ L2}, S1 = {r ∈ [0, R] : L3 ≤ v′(r) < L4}.

We now assert that the sets S0 and S1 are empty. Indeed, suppose on the contrary that
S0 �= ∅. Taking r0 ∈ S0, then L1 < v′(r0) ≤ L2 and 0 < r0 < T . From the continuity
of v′(r) on [0, R], there exist 0 < r1 < r2 ≤ r0 such that

L1 < v′(r1) < v′(r2) = v′(r0) ≤ L2, (2.7)
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and

v′(r1) ≤ v′(r) ≤ v′(r2), ∀r ∈ [r1, r2].

Thus, [r1, r2] ⊂ S0, whereas, from assumption (H2), we have

(φp(v
′(r)))′ = −λ

(
f (r , v(r), rv′(r)) + N − 1

hn(r)
φp(v

′(r))
)

≤ −λ

(
f (r , v(r), rv′(r)) + N − 1

R
φp(v

′(r))
)

≤ 0, ∀r ∈ S0.

Consequently, v′(r2) ≤ v′(r1), which contradicts (2.7). This implies that S0 = ∅.
Similarly, we can show that S1 = ∅. Therefore, by the facts that (2.3) and the continuity
of v′(r) on [0, R], we obtain

L4 ≤ v′(r) ≤ L1, ∀r ∈ [0, R].

This means that (2.6) holds. This completes the proof of the lemma. �

Now, we denote X = C1[0, R] × R the Banach space equipped with the norm

‖(v, ρ)‖ = ‖v‖∞ + ‖v′‖∞ + |ρ|. Set

U = {(v, ρ) ∈ X : v(0) = 0, ρ ∈ R}

and

D = {(v, ρ) ∈ U : ‖v‖∞ < 2M + 1, ‖v′‖∞ < M1 + 1, |ρ| < M + 1}.

Then, U is a closed and convex subset of X and D is an open subset of U .

Lemma 2.5 Assume that (H1) holds. For each fixed n ≥ n0, let the operator F : D →
U be defined by

F(v, ρ) =
(
0, ρ +

∫ R

0

(
f (τ, v(τ ) + ρ, τv′(τ )) + N − 1

hn(τ )
φp(v

′(τ ))

)
dτ

)
.

Then, F is essential.

Proof Define H : D × [0, 1] → U by

H(v, ρ, λ) =
(
0, λρ + λ

∫ R

0

(
f (τ, v(τ ) + ρ, τv′(τ )) + N − 1

hn(τ )
φp(v

′(τ ))

)
dτ

)
.

Then, H(·, ·, 1) = F(·, ·), H(v, ρ, 0) = (0, 0) ∈ D for (v, ρ) ∈ D, and thus from
Lemma 2.1 it follows that H(v, ρ, 0) is essential. Meanwhile, it is easy to show that
H(v, ρ, λ) is compact by using the Arzelà–Ascoli theorem.
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We now show that

H(v, ρ, λ) �= (v, ρ), ∀(v, ρ) ∈ ∂D, λ ∈ [0, 1]. (2.8)

Obviously, H(v, ρ, 0) �= (v, ρ) for all (v, ρ) ∈ ∂D. Suppose that H(v0, ρ0, λ0) =
(v0, ρ0) for some (v0, ρ0) ∈ ∂D and λ0 ∈ (0, 1]. Then, v0 = 0 and

∫ R

0
f (τ, ρ0, 0)dτ =

(
1

λ0
− 1

)
ρ0.

Hence, from (H1), it follows that |ρ0| ≤ M , which contradicts (v0, ρ0) ∈ ∂D. This
implies that (2.8) holds. Hence, from Lemma 2.2, F(·, ·) = H(·, ·, 1) is essential. This
completes the proof of the lemma. �

Lemma 2.6 Assume that (H1) and (H2) hold. Then, for each fixed n ≥ n0, problem
(2.2), (2.3) with λ = 1 has a solution v = v(r) satisfying (2.4), (2.6).

Proof Define the operator G : D × [0, 1] → U by

G(v, ρ, λ)

=

⎛
⎜⎜⎝

−
∫ r

0
φ−1
p

(
λ

∫ s

0

(
f (τ, v(τ ) + ρ, τv′(τ )) + N − 1

hn(τ )
φp(v

′(τ ))

)
dτ

)
ds

ρ +
∫ R

0

(
f (τ, v(τ ) + ρ, τv′(τ )) + N − 1

hn(τ )
φp(v

′(τ ))

)
dτ

⎞
⎟⎟⎠

∗

,

where the symbol “∗” denotes the transpose of vector.
Suppose that (v1, ρ1) is a fixed point of G(·, ·, 1). Then, for r ∈ [0, R],

v1(r) = −
∫ r

0
φ−1
p

(∫ s

0

(
f (τ, v1(τ ) + ρ1, τv′

1(τ )) + N − 1

hn(τ )
φp(v

′
1(τ ))

)
dτ

)
ds

and

∫ R

0

(
f (τ, v1(τ ) + ρ1, τv′

1(τ )) + N − 1

hn(τ )
φp(v

′
1(τ ))

)
dτ = 0. (2.9)

It follows that

−φp(v
′
1(r)) =

∫ r

0

(
f (τ, v1(τ ) + ρ1, τv′

1(τ )) + N − 1

hn(τ )
φp(v

′
1(τ ))

)
dτ, r ∈ [0, R],

and so by (2.9),

v′
1(0) = 0, v′

1(R) = 0.

Setting v2(r) = v1(r) + ρ1 for r ∈ [0, R], it is easy to see that v2(r) is a solution
of problem (2.2), (2.3) with λ = 1, and validity of (2.4) and (2.6) now follows from
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Lemmas 2.3 and 2.4. Therefore, to prove the existence of a solution of problem (2.2),
(2.3) with λ = 1 satisfying (2.4) and (2.6), it is enough to show that the operator
G(·, ·, 1) has a fixed point. Since G(·, ·, 0) = F(·, ·) and F is essential by Lemma 2.5,
for the existence of a fixed point of G(·, ·, 1) it is sufficient to verify the condition
(ii) of Lemma 2.2. Indeed, by the dominated convergence theorem and the Arzelà–
Ascoli theorem, it is easy to show that G is continuous and G(D×[0, 1]) is relatively
compact in U . Let G(v0, ρ0, λ0) = (v0, ρ0) for some (v0, ρ0) ∈ ∂D and λ0 ∈ [0, 1].
If λ0 = 0, then (v0, ρ0) /∈ ∂D, which has been proved in the proof of Lemma 2.5. Let
λ0 ∈ (0, 1], then for r ∈ [0, R],

v0(r) = −
∫ r

0
φ−1
p

(
λ0

∫ s

0

(
f (τ, v0(τ ) + ρ0, τv′

0(τ )) + N − 1

hn(τ )
φp(v

′
0(τ ))

)
dτ

)
ds

and

∫ R

0

(
f (τ, v0(τ ) + ρ0, τv′

0(τ )) + N − 1

hn(τ )
φp(v

′
0(τ ))

)
dτ = 0.

Hence,

−φp(v
′
0(r)) = λ0

∫ r

0

(
f (τ, v0(τ ) + ρ0, τv′

0(τ ))

+N − 1

hn(τ )
φp(v

′
0(τ ))

)
dτ, r ∈ [0, R],

and thus

v′
0(0) = 0, v′

0(R) = 0.

Setting v(r) = v0(r) + ρ0 for r ∈ [0, R], then we can see that v(r) is a solution of
problem (2.2), (2.3) with λ = λ0. Therefore, it follows from Lemmas 2.3 and 2.4 that

‖v0 + ρ0‖∞ = ‖v‖∞ ≤ M, ‖v′
0‖∞ = ‖v′‖∞ ≤ M1 < M1 + 1. (2.10)

Since v0(0) = 0, (2.10) yields |ρ0| ≤ M , and thus ‖v0‖∞ < 2M + 1. Hence,
(v0, ρ0) /∈ ∂D, and so the condition (ii) is satisfied. This completes the proof of the
lemma. �


With the above preparations, now we can prove our main result.

Theorem 2.1 Assume that (H1) and (H2) hold. Then, problem (1.1) has at least one
radial solution u(x) = v(|x |) satisfying

|u(x)| ≤ M, |∇u(x)| ≤ max{L1,−L4}, ∀x ∈ Ω. (2.11)
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Proof It follows from Lemma 2.6 that for each n ≥ n0, problem (2.2), (2.3) with
λ = 1 has a solution denoted by vn(r) satisfying

|vn(r)| ≤ M, ∀r ∈ [0, R], (2.12)

|v′
n(r)| ≤ M1 := max{L1,−L4}, ∀r ∈ [0, R]. (2.13)

So from the Arzelà–Ascoli theorem, {vn(r)} has a uniformly convergent subsequence.
Without loss of generality, we assume that {vn(r)} converge to v(r) uniformly on
[0, R]. For each fixed ε ∈ (0, R], we let n1 = [1/ε] + 1. Then, hn(r) ≥ ε on
[ε, R] for n ≥ n1, and thus from (2.2) with λ = 1, (2.12) and (2.13), it follows
that {(φp(v

′
n(r)))

′}∞n=n1 is uniformly bounded on [ε, R]. Since {φp(v
′
n(r))}∞n=n1 is

uniformly bounded on [ε, R], from the Arzelà–Ascoli theorem, {φp(v
′
n(r))}∞n=n1 has

a uniformly convergent subsequence. We can assume that {φp(v
′
n(r))}∞n=n1 converge

uniformly on [ε, R], and thus {v′
n(r)}∞n=n1 converge to v′(r) uniformly on [ε, R]. From

this together with the arbitrariness of ε, we know that v ∈ C[0, R] ∩ C1(0, R] and
|v′(r)| ≤ M1 on (0, R]. Notice that
⎧⎨
⎩−(φp(v

′
n(r)))

′ = f (r , vn(r), rv
′
n(r)) + N − 1

hn(r)
φp(v

′
n(r)), r ∈ [0, R],

v′
n(0) = 0, v′

n(R) = 0.
(2.14)

Integrating both sides of the equation in (2.14) over [r , R] ⊂ (0, R], we get

φp(v
′
n(r)) =

∫ R

r

(
f (τ, vn(τ ), τv′

n(τ )) + N − 1

hn(τ )
φp(v

′
n(τ ))

)
dτ, r ∈ (0, R].

By Lebesgue’s dominated convergence theorem, we have

φp(v
′(r)) =

∫ R

r

(
f (τ, v(τ ), τv′(τ )) + N − 1

τ
φp(v

′(τ ))

)
dτ, r ∈ (0, R],

and so

− (φp(v
′(r)))′ = f (r , v(r), rv′(r)) + N − 1

r
φp(v

′(r)), r ∈ (0, R]. (2.15)

In addition, we have

v′(R) = lim
n→∞ v′

n(R) = 0. (2.16)

Notice that Eq. (2.15) is equivalent to the following equation

(r N−1φp(v
′(r)))′ + r N−1 f (r , v(r), rv′(r)) = 0, r ∈ (0, R]. (2.17)
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Integrating both sides of Eq. (2.17) over [r , R](r > 0) and applying (2.16), we obtain

r N−1φp(v
′(r)) =

∫ R

r
τ N−1 f (τ, v(τ ), τv′(τ ))dτ.

Hence, by the L’Hospital rule, one has

lim
r→0+ φp(v

′(r)) = lim
r→0+

∫ R
r τ N−1 f (τ, v(τ ), τv′(τ ))dτ

r N−1

= − lim
r→0+

r f (r , v(r), rv′(r))
N − 1

= 0,

which implies that v′(0) := limr→0+ v′(r) = 0. In summary, v(·) ∈ C1[0, R] with
φp(v

′(·)) ∈ C1[0, R] is a solution of problem (2.1), and hence, u(x) = v(|x |) is
a radial solution of problem (1.1) satisfying (2.11). This completes the proof of the
theorem. �


The following results are direct consequences of Theorem 2.1.

Corollary 2.1 Assume that (H1) holds. Suppose further that

(H′
2) there exist constants Li , i = 1, 2, 3, 4 with L3 < L4 < 0 < L1 < L2, such

that

f (r , s, t) + N − 1

R
L p−1
1 ≥ 0, ∀(r , s, t) ∈ [0, R] × [−M, M] × [0, RL2]

and

f (r , s, t) − N − 1

R
|L4|p−1 ≤ 0, ∀(r , s, t) ∈ [0, R] × [−M, M] × [RL3, 0].

Then, problem (1.1) has at least one radial solution u(x) = v(|x |) satisfying (2.11).

Proof It is sufficient to verify that condition (H2) holds. Indeed, notice that

0 ≤ r t ≤ RL2, ∀(r , t) ∈ [0, R] × [L1, L2]

and

φp(t) = |t |p−2t = t p−1 ≥ L p−1
1 , ∀t ∈ [L1, L2].

It follows from condition (H′
2) that

f (r , s, r t) + N − 1

R
φp(t) ≥ f (r , s, r t) + N − 1

R
L p−1
1 ≥ 0
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for all (r , s, t) ∈ [0, R] × [−M, M] × [L1, L2]. Similarly, we can show that

f (r , s, r t) + N − 1

R
φp(t) ≤ 0, ∀(r , s, t) ∈ [0, R] × [−M, M] × [L3, L4].

This completes the proof of the corollary. �

Corollary 2.2 Assume that the function f (r , s, t) has the decomposition

f (r , s, t) = f1(r , s) + f2(r , t)

and satisfies the following conditions:
(i) the function f1 : [0, R] ×R → R is continuous and there exists M > 0 such that

s f1(r , s) < 0, ∀r ∈ [0, R], |s| > M;

(ii) the function f2 : [0, R] ×R → R is continuous, f2(r , 0) ≡ 0 on [0, R] such that

lim inf
t→±∞

f2(r , r t)

φp(t)
> −N − 1

R

uniformly in r ∈ [0, R].
Then, problem (1.1) has at least one radial solution.

Proof It is enough to verify conditions (H1) and (H2) hold. At first, from conditions
(i) and(ii), we have

s f (r , s, 0) = s f1(r , s) < 0, ∀r ∈ [0, R], |s| > M .

Hence, condition (H1) is satisfied.
Next, notice that function f1(r , s) is bounded on [0, R]×[−M, M]; it follows from

condition (ii) that

lim inf
t→±∞

f (r , s, r t)

φp(t)
> −N − 1

R

uniformly in r ∈ [0, R] and s ∈ [−M, M]. Hence, there exit constants Li , i =
1, 2, 3, 4 with L3 < L4 < 0 < L1 < L2, such that

f (r , s, r t)

φp(t)
> −N − 1

R
, ∀(r , s, t) ∈ [0, R] × [−M, M] × [L1, L2]

and

f (r , s, r t)

φp(t)
> −N − 1

R
, ∀(r , s, t) ∈ [0, R] × [−M, M] × [L3, L4],
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i.e.,

f (r , s, r t) + N − 1

R
φp(t) > 0, ∀(r , s, t) ∈ [0, R] × [−M, M] × [L1, L2]

and

f (r , s, r t) + N − 1

R
φp(t) < 0, ∀(r , s, t) ∈ [0, R] × [−M, M] × [L3, L4].

Thus, condition (H2) is satisfied. This completes the proof of the corollary. �


3 An Example

In this section, we give an example to illustrate our main results.

Example 3.1 Consider p-Laplacian Neumann problem of the form

⎧⎪⎪⎨
⎪⎪⎩

−�pu + b(|x |)(x · ∇u)m + |u|p−2u = a(|x |)
n∑

i=0

ci u
i in Ω,

∂u

∂n
= 0 on ∂Ω,

(3.1)

where �pu = div(|∇u|p−2∇u) with p > 1, Ω = {x ∈ R
N : |x | < R} with N ≥ 2,

m is an odd number, a, b ∈ C[0, R], ci ∈ R (i = 0, 1, . . . , n) with c0 �= 0, cn = 1. If
one of the following conditions holds:

(C1) n is an odd number, a(r) ≤ 0 on [0, R], and one of the following conditions is
satisfied

(i) b(r) ≤ 0 on [0, R];
(ii) p > m + 1;
(iii) |b(r)| < (N − 1)/Rm+1 on [0, R] with p = m + 1;

(C2) n is an even number, p > n + 1, and one of the conditions (i), (ii) and (iii) is
satisfied;

(C3) n is an even number, p = n+1, |a(r)| < 1 on [0, R], either b(r) ≤ 0 on [0, R]
or n > m,

then p-Laplacian Neumann problem (3.1) has at least one radial solution.
For the sake of certainty, we assume that condition (C1)-(i) holds. Let

f (r , s, t) = a(r)
n∑

i=0

ci s
i − |s|p−2s − b(r)tm, (r , s, t) ∈ [0, R] × R

2.
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Then,

s f (r , s, 0) = a(r)
n∑

i=0

ci s
i+1 − |s|p → −∞ (s → ±∞)

uniformly in r ∈ [0, R], and thus, there exists M > 0 such that

s f (r , s, 0) < 0, ∀r ∈ [0, R], |s| > M,

that is, condition (H1) is satisfied. On the other hand, we have

f (r , s, r t) + N − 1

R
φp(t) → +∞ (t → +∞)

and

f (r , s, r t) + N − 1

R
φp(t) → −∞ (t → −∞)

uniformly for (r , s) ∈ [0, R]×[−M, M], and so condition (H2) is satisfied. Therefore,
from Theorem 2.1, problem (3.1) has at least one radial solution.
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