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Abstract
In this paper, inverse spectral problems of discontinuous Sturm–Liouville problems
contained in the discontinuous coefficient and discontinuity conditions at an interior
point of the finite interval are, respectively, studied according to

(i) the spectral data (the sequences of eigenvalues and normalized numbers) by using
the Gelfand–Levitan–Marchenko method;

(ii) the Weyl function.

Keywords Inverse problems · Sturm–Liouville equation · Discontinuity conditions
and discontinuous coefficient · Main equation · Weyl function
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1 Introduction

This paper presents on inverse problems of discontinuous Sturm–Liouville operator
which has both the Sturm–Liouville equation with the discontinuous coefficient and
the discontinuity conditions (or transmission conditions) at an interior point of the
finite interval. Inverse problems in spectral analysis consist in the reconstructing a lin-
ear operator from some of its spectral characteristics such as spectral data (the set of
the eigenvalues and normalized numbers), spectra (for different boundary conditions),
a spectral function, scattering data, Weyl function, nodal data, etc. In mathematical
physics, inverse problem plays an important role in solving nonlinear evolution equa-
tions such as Korteweg–de Vries (KdV) equation, Zakharov and Shabat equation (see
[1,11,17]); therefore, the theory of inverse problem has significantly developed and
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continues to evolve. Now, in this paper we consider the Sturm–Liouville equation

− u′′ + q(x)u = λ2μ(x)u, 0 < x < π (1)

with discontinuity conditions at the point x = a ∈ (0, π)

u(a + 0) = βu(a − 0), u′(a + 0) = β−1u′(a − 0) (2)

and the boundary conditions
u(0) = u(π) = 0, (3)

where q(x) ∈ L2(0, π) is a real-valued function, β > 0 is a real number, λ is a spectral
parameter, μ(x) is the following piecewise-constant function:

μ(x) =
{
1, 0 < x < a,

α2, a < x < π,

0 < α �= 1 and assume that a > απ
α+1 .

Discontinuous Sturm–Liouville problems arise in mathematics, physics, geo-
physics and other branches of natural sciences; for example, in geophysical models for
oscillations of the Earth [18], in the theory of small transversal vibrations of a smooth
inhomogeneous string damped by a pointwise force at the midpoint [12] and, etc. (see
[16,25,30]). Therefore, the investigation of such problems is very attractive and there
are many works on direct and inverse problems for discontinuous Sturm–Liouville
problems examined in different aspects; in particular note that it was shown in [14]
that if the potential is known over half the interval and if one boundary condition is
given, then the potential and the other boundary condition are uniquely determined
by the eigenvalues. In case of Sturm–Liouville Eq. (1) with discontinuity condition
(2) and the boundary conditions u′(0) − h1u(0) = u′(π) + h2u(π) = 0, the spectral
properties of this problem and the eigenfunction expansion are studied in [3]. When
μ(x) ≡ 1, we face Sturm–Liouville problem with discontinuity (or transmission)
conditions at interior point of the finite interval. In this case, the direct problems are
worked in [4,10,22,27] and the inverse problems are solved by different spectral char-
acteristics in [8,9,13,15,21,26,28,29,31–34]. On the other hand, in case of β = 1, we
encounter Sturm–Liouville problem with discontinuous coefficient. In this instance,
the direct problems are investigated in [5,23] and the inverse problems are studied in
[2,6,19] byWeyl function and in [7,24] by spectral data. Note that we give someworks
which is close to our topic of this paper.

The aimof this paper is to solve inverse problems for discontinuousSturm–Liouville
problem (1)–(3). The different inverse spectral problems appear in depending on the
choice of the different spectral characteristics; in this way, we examine two different
inverse problems stated as follows: to determine the potential function q(x) from the
spectral data (the set of eigenvalues and normalized numbers) and Weyl function,
respectively. In the first inverse problem, we apply the Gelfand–Levitan–Marchenko
method inwhich the transformation operator is used and a linear integral equationwith
respect to the kernel of the transformation operator plays the main role. However, the
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presence of discontinuities causes the solution of the Eq. (1) with discontinuity condi-
tions (2) to be in the form of the integral representation (not transformation operator)
given in [3]; for this reason, when applying the Gelfand–Levitan–Marchenko method,
this integral representation is used. Then, we construct main equation (Gelfand–
Levitan–Marchenko type integral equation) satisfied by the kernel of this integral
representation and we obtain the algorithm for the reconstruction of potential function
q(x). In the second inverse problem, we define and examine theWeyl solution and the
Weyl function. The uniqueness theorem for the solution of inverse problem according
to the Weyl function is proved. Moreover, since the Weyl function is specified by the
spectral data and two spectra, it is appeared that the particular cases of inverse prob-
lem of recovering Sturm–Liouville equation from the given Weyl function are inverse
problems of recovering the Sturm–Liouville equation from the spectral data and from
two spectra.

2 Main Results

First of all, to achieve the main aim of this paper, we will give some properties of the
spectral characteristics of the boundary value problem (1)–(3) and note that the detail
investigation of these spectral characteristics is given in the work [3].

Denote e(x, λ) by the solution of Eq. (1) with discontinuity conditions (2) satisfying
the initial conditions

e(0, λ) = 1, e′(0, λ) = iλ.

Theorem 1 [3] The integral representation of the solution e(x, λ) can be expressed
as follows:

e(x, λ) = e0(x, λ) +
∫ σ(x)

−σ(x)
K (x, t)eiλt dt,

where

e0(x, λ) =
{
eiλx , 0 < x < a,

κ1eiλ(α(x−a)+a) + κ2eiλ(−α(x−a)+a), a < x < π,

with κ1 = 1
2

(
β + 1

αβ

)
and κ2 = 1

2

(
β − 1

αβ

)
,

σ(x) =
{
x, 0 < x < a,

α(x − a) + a, a < x < π,

the kernel K (x, .) ∈ L1(−σ(x), σ (x)) for each fixed x ∈ (0, π) and satisfies the
inequality

∫ σ(x)

−σ(x)
|K (x, t)|dt ≤ ecp(x) − 1
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with

p(x) =
∫ x

0
(x − ξ)|q(ξ)|dξ, c = (α + 4)|κ1| + (α + 2)|κ2|.

Remark 1 [3] The following properties of kernel function K (x, t) are valid:

K (x, σ (x)) =
⎧⎨
⎩

1
2

∫ x
0 q(ξ)dξ, 0 < a < x,

κ1
2

∫ x
0

1√
μ(ξ)

q(ξ)dξ, a < x < π

K (x, t)|−α(x−a)+a+0
t=−α(x−a)+a−0 = −κ2

2

(∫ a

0
q(ξ)dξ − 1

α

∫ x

a
q(ξ)dξ

)
, a < x < π,

K (x,−σ(x)) = 0.

Let ϑ(x, λ) be solution of Eq. (1) with discontinuity conditions (2) under initial
conditions ϑ(0, λ) = 0 and ϑ ′(0, λ) = 1. Then, the solution ϑ(x, λ) has the following
integral representation

ϑ(x, λ) = ϑ0(x, λ) +
∫ σ(x)

0
G(x, t)

sin λt

λ
dt, (4)

where

ϑ0(x, λ) =
{

sin λx
λ

, 0 < x < a,
κ1 sin λυ+(x)

λ
+ κ2 sin λυ−(x)

λ
, a < x < π,

(5)

with υ±(x) := ±α(x − a) + a, the kernel G(x, t) satisfies the relations G(x, t) =
K (x, t) − K (x,−t) and

G(x, σ (x)) = K (x, σ (x)). (6)

Denote ω(x, λ) by a solution of equation (1) with discontinuity conditions (2) under
the initial conditions ω(π, λ) = 0 and ω′(π, λ) = 1. The characteristic function of
the problem (1)–(3) is in the form

ϕ(λ) = ϑ(x, λ)ω′(x, λ) − ϑ ′(x, λ)ω(x, λ)

and clearly,

ϕ(λ) = −ω(0, λ) = ϑ(π, λ).

The function ϕ(λ) is entire in λ, and then, it has an at most countable set of zeros
{λn} and the squares of the zeros {λn} of the characteristic function coincide with
the eigenvalues of the boundary value problem (1)–(3). The function ϑ(x, λn) and
ω(x, λn) is eigenfunctions and

ω(x, λn) = ρnϑ(x, λn), ρn �= 0. (7)
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Denote

γn :=
∫ π

0
ϑ2(x, λn)μ(x)dx,

and the correlation is valid:
ϕ̇(λn) = 2λnρnγn . (8)

The numbers γn are called the normalized numbers, and the numbers {λ2n, γn} are
called the spectral data of the boundary value problem (1)–(3).

Now, in the case of q(x) ≡ 0 at the boundary value problem (1)–(3), the charac-
teristic function is as follows:

ϕ0(λ) = ϑ0(π, λ) = κ1 sin λυ+(π)

λ
+ κ2 sin λυ−(π)

λ
.

Then, the zeros {λ0n} of this function have the form

λ0n = nπ

υ+(π)
+ sn, sup

n
|sn| = s < ∞.

Theorem 2 [3] The boundary value problem (1)–(3) has a countable set of eigenvalues
{λ2n}n≥1:

λn = λ0n + dn
λ0n

+ kn
n

,

where {dn} ∈ l∞ and {kn} ∈ l2.

Theorem 3 ([3])

(i) The system of eigenfunctions {ϑ(x, λn)}n≥1 of the boundary value problem (1)–
(3) is complete in L2(0, π;μ).

(ii) The function f (x) ∈ AC[0, a]∩ AC[a, π ] satisfying the discontinuity condition
(2) and the boundary conditions (3) can be expanded into a uniformly convergent
series of eigenfunctions of the problem (1)–(3):

f (x) =
∞∑
n=1

cnϑ(x, λn), cn = 1

γn

∫ π

0
ϑ(x, λn) f (x)μ(x)dx . (9)

(iii) For f (x) ∈ L2(0, π;μ), the series (9) converges in L2(0, π;μ) and theParseval
equality holds:

∫ π

0
| f (x)|2μ(x)dx =

∞∑
n=1

γn|cn|2.
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2.1 Uniqueness of Inverse Problem by Spectral Data

Inverse Problem: Given the spectral data {λ2n, γn}n≥1; construct the potential q(x).
The aim of this subsection is to prove the uniqueness theorem for the solution of

inverse problem by using the Gelfand–Levitan–Marchenko method.
Consider the spectral data {λ2n, γn}n≥1 and the function

F(x, t) = μ(t)
∞∑
n=1

(
ϑ0 (x, λn) ϑ0 (t, λn)

γn
− ϑ0

(
x, λ0n

)
ϑ0

(
t, λ0n

)
γ 0
n

)
, (10)

where the numbers γ 0
n are normalized numbers of the problem (1)–(3) at q(x) ≡ 0.

Now, let us write the integral representation (4) in the form of a transformation
operator: Taking into account the expression (5), we find

sin λx

λ
=

{
ϑ0(x, λ), 0 < x < a,
1
κ1

ϑ0
(
a + x−a

α
, λ

) − κ2
κ1

ϑ0(2a − x, λ), a < x < π.

Using this formula in the integral representation (4), we have

ϑ(x, λ) = ϑ0(x, λ) +
∫ x

0
G(x, t)ϑ0(t, λ)dt, 0 < x < a

and

ϑ(x, λ) = ϑ0(x, λ) +
∫ a

0
G(x, t)ϑ0(t, λ)dt + α

κ1

∫ x

a
G(x, υ+(t))ϑ0(t, λ)dt

−κ2

κ1

∫ a

υ−(x)
G(x, 2a − t)ϑ0(t, λ)dt, a < x < π.

Thus, these equalities yield

ϑ(x, λ) = ϑ0(x, λ) +
∫ x

0
G̃(x, t)ϑ0(t, λ)dt, (11)

where

G̃(x, t) =
⎧⎨
⎩
G(x, t), 0 < t < x < a and 0 < t < υ−(x), a < x < π,

G(x, t) − κ2
κ1
G(x, 2a − t), υ−(x) < t < a, a < x < π,

α
κ1
G(x, υ+(t)), a < t < x < π.

(12)
Moreover, according to the transformation operator (11) as a Volterra integral equation
with respect to ϑ0(x, λ), we get

ϑ0(x, λ) = ϑ(x, λ) +
∫ x

0
H̃(x, t)ϑ(t, λ)dt, (13)
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where H̃(x, t) is the kernel function of this operator.

Theorem 4 For each fixed x ∈ (0, π ], the kernel G(x, t) appearing in the integral
representation (4) satisfies the linear integral equation

G̃(x, t) + F(x, t) +
∫ x

0
G̃(x, ξ)F(ξ, t)dξ = 0, 0 < t < x . (14)

Proof Taking into account (11) and (13), we obtain

�N (x, t) =
4∑

k=1

JNk (x, t), (15)

where

�N (x, t) =
N∑

n=1

(
ϑ(x, λn)ϑ(t, λn)

γn
− ϑ0

(
x, λ0n

)
ϑ0(t, λ0n)

γ 0
n

)
,

JN1 =
N∑

n=1

(
ϑ0(x, λn)ϑ0(t, λn)

γn
− ϑ0

(
x, λ0n

)
ϑ0

(
t, λ0n

)
γ 0
n

)
,

JN2 =
∫ x

0
G̃(x, ξ)

N∑
n=1

(
ϑ0(ξ, λn)ϑ0(t, λn)

γn
− ϑ0(ξ, λ0n)ϑ0(t, λ0n)

γ 0
n

)
dξ,

JN3 =
∫ x

0
G̃(x, ξ)

N∑
n=1

ϑ0
(
ξ, λ0n

)
ϑ0

(
t, λ0n

)
γ 0
n

dξ,

JN4 = −
∫ t

0
H̃(t, ξ)

N∑
n=1

ϑ(x, λn)ϑ(ξ, λn)

γn
dξ.

Let f (x) ∈ AC[0, a] ∩ AC[a, π ]. According to Theorem 3, we have

lim
N→∞ max

0≤x≤π

∣∣∣∣
∫ π

0
f (t)�N (x, t)μ(t)dt

∣∣∣∣ = 0 (16)

and uniformly with respect to x ∈ [0, π ], we calculate

lim
N→∞

∫ π

0
JN1(x, t)μ(t)dt =

∫ π

0
f (t)F(x, t)dt, (17)

lim
N→∞

∫ π

0
JN2(x, t)μ(t)dt =

∫ π

0
f (t)

(∫ x

0
G̃(x, ξ)F(ξ, t)dξ

)
dt, (18)

lim
N→∞

∫ π

0
JN3(x, t)μ(t)dt =

∫ x

0
G̃(x, ξ) f (ξ)dξ, (19)

lim
N→∞

∫ π

0
JN4(x, t)μ(t)dt = − 1

μ(x)

∫ π

x
f (t)H̃(t, x)μ(t)dt . (20)
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Then, it follows from (15)–(20) that

∫ π

0
f (t)F(x, t)dt +

∫ π

0
f (t)

(∫ x

0
G̃(x, ξ)F(ξ, t)dξ

)
dt

+
∫ x

0
G̃(x, ξ) f (ξ)dξ − 1

μ(x)

∫ π

x
f (t)H̃(t, x)μ(t)dt = 0.

Considering the properties G̃(x, t) = H̃(x, t) = 0 for x < t and in view of the
arbitrariness of f (x), we derive

F(x, t) + G̃(x, t) +
∫ x

0
G̃(x, ξ)F(ξ, t)dξ − μ(t)

μ(x)
H̃(t, x) = 0.

As a result, this equality yields (14) for t < x . �

Definition 1 Eq. (14) is called main equation or Gelfand–Levitan–Marchenko type
equation of the problem (1)–(3).

Theorem 5 The Gelfand–Levitan–Marchenko type Eq. (14) has a unique solution
G̃(x, .) in L2(0, x) for each fixed x ∈ (0, π ].

Proof Since (14) is a Fredholm equation, it is sufficient to prove that the homogeneous
equation

g(t) +
∫ x

0
F(s, t)g(s)ds = 0 (21)

has only the trivial solution g(t) = 0. Assume that g(t) is a solution of Eq. (21) and
g(t) = 0 for t ∈ (x, π). Then,

∫ x

0
g2(t)μ(t)dt +

∫ x

0

∫ x

0
F(s, t)g(s)g(t)μ(t)dsdt = 0

and this yields

∫ x

0
g2(t)μ(t)dt +

∞∑
n=1

1

γn

(∫ x

0
ϑ0(t, λn)g(t)μ(t)dt

)2

−
∞∑
n=1

1

γ 0
n

(∫ x

0
ϑ0(t, λ

0
n)g(t)μ(t)dt

)2

= 0.

Using Parseval equality

∫ x

0
g2(t)μ(t)dt =

∞∑
n=1

1

γ 0
n

(∫ x

0
ϑ0

(
t, λ0n

)
g(t)μ(t)dt

)2

,
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we obtain

∞∑
n=1

1

γn

(∫ x

0
ϑ0(t, λn)g(t)μ(t)dt

)2

= 0.

Consequently, since γn > 0 and and the system {ϑ0(t, λn)} is complete in L2(0, π;μ)

from Theorem 3, we find g(t) = 0. �
From Theorems 4 and 5, we obtain the following theorem:

Theorem 6 The spectral data {λ2n, γn}n≥1 uniquely determine the boundary value
problem (1)-(3).

The potential function q(x) can be constructed according to the the following
algorithm:

– From the given numbers {λ2n, γn}n≥1 construct the function F(x, t) by (10).
– Find the function G̃(x, t) by solving the main equation (14).
– Calculate q(x) by the following formula obtained from (6) and (12)

G̃(x, x) = 1

2

∫ x

0
q(ξ)dξ.

2.2 Uniqueness of Inverse Problem byWeyl Function

Inverse Problem: Given the Weyl function m(λ); construct the potential q(x).
The goal of this subsection is to prove the uniqueness theorem for the solution of

inverse problem byWeyl function. To carry out this, firstly we define and examine the
Weyl function.

Let ψ(x, λ) be a solution of Eq. (1) with discontinuity conditions (2) satisfying
the conditions ψ(0, λ) = 1 and ψ(π, λ) = 0 and denote φ(x, λ) be a solution of
Eq. (1) with discontinuity conditions (2) under the initial conditions φ(0, λ) = 1 and
φ′(0, λ) = 0. Then, the solution ω(x, λ) can be represented as follows:

−ω(x, λ)

ϕ(λ)
= φ(x, λ) − ω′(0, λ)

ϕ(λ)
ϑ(x, λ).

Denote

m(λ) := −ω′(0, λ)

ϕ(λ)
. (22)

It is clear that

ψ(x, λ) = −ω(x, λ)

ϕ(λ)
= φ(x, λ) + m(λ)ϑ(x, λ). (23)

The function ψ(x, λ) is called the Weyl solution, and the function m(λ) = ψ ′(0, λ)

is called the Weyl function of the boundary value problem (1)–(3). Weyl solution and
Weyl function are meromorphic functions with simple poles at the points λ = λn,

n ≥ 1, and the squares of these points {λn}n≥1 are eigenvalues of the boundary value
problem (1)–(3).
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Remark 2 The characteristic function of boundary value problem generated by Eq. (1)
with discontinuity conditions (2) and the boundary conditions y′(0) = y(π) = 0 has
the following form

ϕ̃(λ) = ω′(0, λ) = φ(π, λ).

Then, we can express the Weyl function (22) as

m(λ) = −φ(π, λ)

ϕ(λ)
= − ϕ̃(λ)

ϕ(λ)
. (24)

Note that the integral representation of solution φ(x, λ) can be represented by

φ(x, λ) = φ0(x, λ) +
∫ σ(x)

0
A(x, t) cos λtdt,

where A(x, t) = K (x, t) + K (x,−t) and

φ0(x, λ) =
{
cos λx, 0 < x < a,

κ1 cos λυ+(x) + κ2 cos λυ−(x), a < x < π.

Lemma 1 The following representation holds

m(λ) = m(0) +
∞∑
n=1

λ2

γnλ2n(λ
2
n − λ2)

. (25)

Proof Consider the contour integral

IN (λ) = 1

2π i

∫
�N

m(ξ) − m0(ξ)

ξ(ξ − λ)
dξ, λ ∈ int�N ,

where �N = {λ : |λ| = |λ0N | + p
2 } with p = inf

n �=k
|λ0n − λ0k | > 0 is a contour of

counterclockwise circuit (see [3]) and

m0(λ) = −φ0(π, λ)

ϑ0(π, λ)

is the Weyl function of the problem (1)–(3) at q(x) ≡ 0. Now, let us show that

lim
N→∞IN (λ) = 0.

Assume that

f1(λ) = φ(π, λ) − φ0(π, λ) and f2(λ) = ϑ(π, λ) − ϑ0(π, λ)
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and according to Lemma 1.3.1 in [20], we have

lim|λ|→∞e−|Imλ|υ+(π)| fi (λ)| = 0, i = 1, 2. (26)

Then, we can write

m(λ) − m0(λ)

λ
= −1

λ

(
f1(λ)

ϕ(λ)
+ f2(λ)m0(λ)

ϕ(λ)

)
.

Using the inequality |ϕ(λ)| ≥ Cδ
1
|λ|e

|Imλ|υ+(π), λ ∈ Gδ := {λ : |λn − λ0n| ≥ δ},
where δ <<

p
2 is a sufficiently positive number and the relation (26), we find

lim|λ|→∞
λ∈Gδ

∣∣∣∣m(λ) − m0(λ)

λ

∣∣∣∣ = 0.

Consequently, this yields lim
N→∞IN (λ) = 0.

On the other hand, in case of the boundary value problem (1)–(3) at q(x) ≡ 0 the
following relations are valid:

ϕ̇0(λ
0
n) = 2λ0nρ

0
nγ

0
n , ρ0

n = ϕ̃0(λ
0
n). (27)

According to (7), (8) and (27), we calculate

Res
λ=λn

m(λ)

λ
= − 1

2λ2nγn
and Res

λ=λ0n

m0(λ)

λ
= − 1

2(λ0n)
2γ 0

n
.

Then, applying the residue theorem, we obtain

IN (λ) = m(λ) − m0(λ)

λ
+

N∑
n=1

Res
ξ=λn

m(ξ)

ξ

(
1

(λn − λ)
− 1

(λn + λ)

)

−
N∑

n=1

Res
ξ=λ0n

m0(ξ)

ξ

(
1

(λ0n − λ)
− 1

(λ0n + λ)

)
+ Res

ξ=0

m(ξ) − m0(ξ)

ξ(ξ − λ)

= m(λ) − m0(λ)

λ
− m(0) − m0(0)

λ

−
N∑

n=1

λ

γnλ2n(λ
2
n − λ2)

+
N∑

n=1

λ

γ 0
n (λ0n)

2((λ0n)
2 − λ2)

.

Since limN→∞ IN (λ) = 0 and

m0(λ)

λ
= m0(0)

λ
+

∞∑
n=−∞

n �=0

Res
λ=λ0n

m0(λ)

λ

(
1

(λ − λ0n)
+ 1

λ0n

)
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= m0(0)

λ
+

∞∑
n=1

λ

γ 0
n (λ0n)

2((λ0n)
2 − λ2)

,

we have as N → ∞

m(λ) = m(0) +
∞∑
n=1

λ2

γnλ2n(λ
2
n − λ2)

.

�
Now, we agree that together with the boundary value problem (1)–(3) we consider

a boundary value problem which is the same form but with different potential function
q̂(x). If a certain symbol τ denotes an object related to the problem (1)–(3), then the
corresponding symbol τ̂ denotes an object related to the problem with q̂(x).

Theorem 7 The boundary value problem (1)–(3) is uniquely determined by the Weyl
function.

Proof To prove the theorem, we show that if m(λ) = m̂(λ), then q(x) = q̂(x). Let us
define the matrix P(x, λ) = [Pjk(x, λ)] j,k=1,2 by the formula

P(x, λ)

(
ϑ̂(x, λ) ψ̂(x, λ)

ϑ̂ ′(x, λ) ψ̂ ′(x, λ)

)
=

(
ϑ(x, λ) ψ(x, λ)

ϑ ′(x, λ) ψ ′(x, λ)

)
. (28)

Taking into account the relation

〈ϑ(x, λ), ψ(x, λ)〉 = −1 (29)

and the formula (28), we obtain

ϑ(x, λ) = P11(x, λ)ϑ̂(x, λ) + P12(x, λ)ϑ̂ ′(x, λ),

ψ(x, λ) = P11(x, λ)ψ̂(x, λ) + P12(x, λ)ψ̂ ′(x, λ), (30)

Pj1(x, λ) = ψ( j−1)(x, λ)ϑ̂ ′(x, λ) − ϑ( j−1)(x, λ)ψ̂ ′(x, λ),

Pj2(x, λ) = ϑ( j−1)(x, λ)ψ̂(x, λ) − ψ( j−1)(x, λ)ϑ̂(x, λ), j = 1, 2. (31)

It follows from (23), (29) and (31) that

P11(x, λ) = 1 − ω(x, λ)

ϕ(λ)
(ϑ̂ ′(x, λ) − ϑ ′(x, λ)) + ϑ(x, λ)

(
ω̂′(x, λ)

ϕ̂(λ)
− ω′(x, λ)

ϕ(λ)

)
,

P12(x, λ) = ω(x, λ)

ϕ(λ)
ϑ̂(x, λ) − ω̂(x, λ)

ϕ̂(λ)
ϑ(x, λ).

Since

ϑ(x, λ) = O

(
e|Imλ|σ(x)

|λ|

)
, ω(x, λ) = O

(
e|Imλ|(σ (π)−σ(x))

|λ|

)
, |λ| → ∞

123



Uniqueness Theorems for Inverse Problems 1939

and |�(λ)| ≥ Cδ
1
|λ|e

|Imλ|υ+(π), λ ∈ Gδ , we calculate

lim|λ|→∞
λ∈Gδ

max
0≤x≤π

|P11(x, λ) − 1| = lim|λ|→∞
λ∈Gδ

max
0≤x≤π

|P12(x, λ)| = 0. (32)

Using (23) and (31), we get

P11(x, λ) = φ(x, λ)ϑ̂ ′(x, λ) − ϑ(x, λ)φ̂′(x, λ) + ϑ(x, λ)ϑ̂ ′(x, λ)(m(λ) − m̂(λ)),

P12(x, λ) = ϑ(x, λ)φ̂(x, λ) − ϑ̂(x, λ)φ(x, λ) + ϑ(x, λ)ϑ̂(x, λ)(m̂(λ) − m(λ)).

Ifm(λ) = m̂(λ), then the functions P11(x, λ) and P12(x, λ) are entire in λ and accord-
ing to (32) this yields P11(x, λ) ≡ 1 and P12(x, λ) ≡ 0. Thus, substituting into
(30), we find ϑ(x, λ) ≡ ϑ̂(x, λ) and ψ(x, λ) ≡ ψ̂(x, λ). Consequently, we obtain
q(x) = q̂(x). �
Remark 3 Considering the expansion (25) of the Weyl function, this function is
specified by the spectral data {λ2n, γn}n≥1. Then, we can state that the spectral
data {λ2n, γn}n≥1 uniquely determine the boundary value problem (1)–(3). Moreover,
according to (24) the poles and zeros of the Weyl function m(λ) coincide with the
zeros λn and λ̃n of the characteristic functions ϕ(λ) and ϕ̃(λ), respectively. Therefore,
the Weyl function m(λ) is specified by two spectra {λ2n} and {λ̃2n} and the boundary
value problem is uniquely determined by two spectra. As a result, inverse problem
of the boundary value problem (1)–(3) according to spectral data and two spectra is
particular cases of inverse problem according to Weyl function in this subsection.

References

1. Ablowitz, M.J., Segur, H.: Solitons and the Inverse Scattering Transform. SIAM, Philadelphia (1981)
2. Adiloglu, A., Gürdal, M., Kıncı, A.N.: Uniqueness properties of the solution of the inverse problem for

the Sturm-Liouville equation with discontinuous leading coefficient. An. Acad. Brasil. Ciênc. 89(4),
2547–2561 (2017)

3. Akcay, O.: On the boundary value problem for discontinuous Sturm-Liouville operator. Mediterr. J.
Math. 16(7), 1 (2019). https://doi.org/10.1007/s00009-018-1279-5

4. Akcay,O.: The representation of the solution ofSturm-Liouville equationwith discontinuity conditions.
Acta Math. Scientia. 38B(4), 1195–1213 (2018)

5. Akhmedova, E.N., Huseynov,H.M.:On eigenvalues and eigenfunctions of one class of Sturm-Liouville
operators with discontinuous coefficients. Trans. Acad. Sci. Azerb. Ser. Phys. Tech. Math. Sci. 23(4),
7–18 (2003)

6. Akhmedova, E.N.: The definition of one class of Sturm-Liouville operators with discontinuous coef-
ficients by Weyl function. Proc. Inst. Math. Mech. Natl. Acad. Sci. Azerb. 22(30), 3–8 (2005)

7. Akhmedova, E.N., Huseynov, H.M.: On inverse problem for Sturm-Liouville operator with discontin-
uous coefficients proceedings of Saratov university. New Ser. Math. Mech. Inf. 10(1), 3–9 (2010)

8. Amirov, R.K.: On Sturm-Liouville operators with discontinuity conditions inside an interval. J. Math.
Anal. Appl. 317, 163–176 (2006)

9. Amirov, R.K., Ozkan, A.S., Keskin, B.: Inverse problems for impulsive Sturm-Liouville operator with
spectral parameter linearly contained in boundary conditions. Integral Transf. Spec. Funct. 20(8),
607–618 (2009)

10. Aydemir, K., Mukhtarov, O.S.: Class of Sturm-Liouville problems with eigenparameter dependent
transmission conditions. Numer. Funct. Anal. Optim. 38, 1260–1275 (2017)

123

https://doi.org/10.1007/s00009-018-1279-5


1940 O. Akcay

11. Faddeev, L.D., Takhtajan, L.A.: Hamiltonian Methods in the Theory of Solitons. Springer, Berlin
(1987)

12. Gomilko,A., Pivovarchik,V.:Onbasis properties of a part of eigenfunctions of the problemof vibrations
of a smooth inhomogeneous string damped at the midpoint. Math. Nachr. 245, 72–93 (2002)

13. Guseinov, I.M., Mammadova, L.I.: Reconstruction of the diffusion equation with singular coefficients
for two spectra. Doklady Math. 90, 401–404 (2014)

14. Hald, O.H.: Discontinuous inverse eigenvalue problems. Commun. Pure Appl. Math. 37, 539–577
(1984)

15. Huseynov, H.M., Dostuyev, F.Z.: On determination of Sturm-Liouville operator with discontinuity
conditions with respect to spectral data. Proc. Inst. Math. Mech. Natl. Acad. Sci. Azerb. 42, 143–153
(2016)

16. Kruger, R.J.: Inverse problems for nonabsorbingmediawith discontinuousmaterial properties. J.Math.
Phys. 23, 396–404 (1982)

17. Lamb, G.L.: Elements of Soliton Theory. Wiley, New York (1980)
18. Lapwood, F.R., Usami, T.: Free Oscillations of the Earth. Cambridge Univ Press, Cambridge (1981)
19. Mamedov, K.R., Cetinkaya, F.A.: Inverse problem for a class of Sturm-Liouville operator with spectral

parameter in boundary condition. Bound.Value Probl. 2013, 183 (2013). https://doi.org/10.1186/1687-
2770-2013-183

20. Marchenko, V.A.: Sturm-Liouville Operators and Applications. AMS Chelsea Publishing, Providence
(2011)

21. Mosazadeh, S., Akbarfam, A.J.: On Hochstadt-Lieberman theorem for impulsive Sturm-Liouville
problems with boundary conditions polynomially dependent on the spectral parameter. Turkish J.
Math. 42, 3002–3009 (2018)
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