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Abstract
In this paper, we consider some regular boundary value problems generated by a third-
order differential equation and some boundary conditions. In particular, we construct
maximal self-adjoint,maximal dissipative andmaximal accumulative extensions of the
minimal operator. Further using Lax–Phillips scattering theory and Sz.-Nagy–Foiaş
characteristic function theory we prove a completeness theorem.
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1 Introduction

The main purpose of this paper is to introduce a method for describing the self-
adjoint and non-self-adjoint (dissipative and accumulative) boundary conditions for
the solutions of a regular formally symmetric third-order differential equation and
investigate the spectral properties of the maximal dissipative boundary value problem
with the aid of the characteristic function theory introduced by Sz.-Nagy–Foiaş [1].
But before introducing these problems and the results, we shall give background
information about odd-order differential equations and some related results.

An nth-order differential expression can be introduced as follows:

�n(y) = pn y
(n) + pn−1y

(n−1) + · · · + p1y
′ + p0y,
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where the coefficients pr , 0 ≤ r ≤ n, are complex-valued functions. Some basic
information has been introduced in the literature on this differential expression (for
example, see [2–5]). Integration by parts procedure implies that the adjoint differential
expression is found as

�∗
n(y) = (−1)n pn y

(n) + (−1)n−1 pn−1y
(n−1) + · · · − p1y

′ + p0y.

Moreover, Lagrange’s formula can be introduced as follows

b∫

a

[
�n(y)z − y�∗

n(z)
]
dx = P(y, z) |ba,

where P(y, z) |ba is a kind of bilinear form obtained from the remainders in the process
of integration by parts.

It is well known that the differential expression �n is formally symmetric provided
that it is of the form

�n(y) =
[n/2]∑
j=0

(−1) j (a j (x)y
( j))( j) + i

[(n−1)/2]∑
j=0

[(
b j (x)y

( j)
)′ + b j (x)y

( j+1)
]( j)

,

where a j and b j are real-valued functions and [n/2] is the integer part of [n/2]. If the
formal differential expression �n is real then the second term disappears, and thus if
�n = �2k then

�2k(y) =
k∑
j=0

(−1) j
(
a j (x)y

( j)
)( j)

,

where each a j is real-valued.
The literature has a huge number of works on even-order differential equations.

However, the same is not true for odd-order differential equations even if there are
some works on odd-order equations [6–12]. It should be noted that in [9–12] the
formally symmetric differential equations are studied with the aid of quasi-derivatives
and Shin–Zettl matrices. In particular, in [6] some algebraic properties for the formally
symmetric boundary conditions:

n∑
s=1

(
Mrs y

(s−1)(a) + Nrs y
(s−1)(b)

)
= 0,

have been introduced, where 1 ≤ r ≤ n, M = [Mrs] , N = [Nrs] are the matrices
having complex elements such that

rank [M | N ] = n.

At this stage, to stress the difficulties of working on such problems it is better to share
the following quotation [6].

123



Extensions of a Minimal Third-Order Formally Symmetric Operator 455

The odd-order case presents special difficulties since for these equations it is
impossible to find separated self-adjoint boundary conditions and this entails a
further complication in the analysis of this case.

The same is true for non-self-adjoint boundary conditions.However,we share amethod
to cope with this difficulty.

In this paper, we introduce the maximal self-adjoint, maximal dissipative and max-
imal accumulative extensions of the minimal regular third-order differential operator
with the aid of the boundary valuemappings. Thenwe investigate some spectral proper-
ties of themaximal dissipative extension of theminimal operator using the equivalence
of Lax–Phillips scattering function and Sz.-Nagy–Foiaş characteristic function. For
this purpose we first construct the scattering function in the dilation space. In fact, on
the basis of Lax–Phillips scattering theory [13] there exists a decomposition of the
main Hilbert space H as

H = D− ⊕ H ⊕ D+,

where H is a Hilbert space and D−, D+ are subspaces, the so-called incoming and
outgoing subspaces, respectively. These subspaces together with a group of unitary
operators {U (t); − ∞ < t < ∞} have some certain properties. To construct the scat-
tering function it is applied the Fourier transformations to the functions f ∈ H to
obtain the spectral representations. Then as was stated in [13] to each vector f ∈ H
there are incoming translation representer k− and outgoing translation representer k+
and the mapping

S : k− → k+

is then called the scattering operator. To investigate the spectral properties of the
scattering function they use the semigroup {Z(t)} as

Z(t) = P+U (t)P−, t ≥ 0,

where P+ is the orthogonal projection of H onto the orthogonal complement of D+
and P− is the orthogonal projection of H onto the orthogonal complement of D−.

However, such an approximation has been introduced independently by Sz.-Nagy and
Foiaş for the contraction operators with the help of characteristic operator function [1]

�T (μ) =
[
−T + μDT ∗(I − μT ∗)−1DT

]
| DT ,

where T is a contraction on the Hilbert space H, DT = (I − T ∗T )1/2, DT ∗ =
(I − T T ∗)1/2, DT = DTH, DT ∗ = DT ∗H, and μ is the complex parameter such
that I − μT ∗ is boundedly invertible. They use dilation theory and functional model
theory for the given contraction, and as they stated at the end of Chap. VI in [1], there
exists a connection between Lax–Phillips scattering function and Sz.-Nagy–Foiaş
characteristic function.

We should note that such an equivalence has been used for the second-order opera-
tors, Dirac operators and even-orderHamiltonian operators (for example, see [14–24]).
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However, it seems that such an equivalence has not been used previously for the third-
order differential operator. Therefore, this will be the first work on odd-order scalar
differential equations together with appropriate dissipative boundary conditions.

2 Third-Order Operators

Throughout the paper, we consider the following differential expression

�(y) = 1

w

{
−i

(
q0

(
q0y

′)′)′ − (p0y
′)′ + i

[
q1y

′ + (q1y)
′] + p1y

}

on the interval [a, b]. The basic assumptions are as follows.

(i) q0, q1, p0, p1 and w are continuous, real-valued functions on [a, b],
(ii) −∞ < a < b < ∞,

(iii) q0 > 0 (or q0 < 0), w > 0 on [a, b].

Let H denote the Hilbert space consisting of all functions y satisfying

b∫

a

|y|2 wdx < ∞

with the usual inner product

(y, z) =
b∫

a

yzwdx .

The r th quasi-derivative y[r ] of y is defined as follows [8]

y[0] = y, y[1] = − 1+i√
2
q0y′, y[2] = iq0(q0y′)′ + p0y′ − iq1y.

Consider the equation

− i
(
q0

(
q0y

′)′)′ − (p0y
′)′ + i

[
q1y

′ + (q1y)
′] + p1y = λwy + w f , x ∈ [a, b],

(2.1)
where f ∈ H . (2.1) can be considered as

Y ′ = [λP + Q] Y + F, (2.2)
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Extensions of a Minimal Third-Order Formally Symmetric Operator 457

where

Y =
⎡
⎣ y[0]
y[1]
y[2]

⎤
⎦ , P =

⎡
⎣

−w

⎤
⎦ ,

Q =

⎡
⎢⎢⎢⎣
0 −

√
2

(1+i)q0
0

− 1+i√
2
q1
q0

i p0
q20

−
√
2

(1+i)q0

p1 − 1+i√
2
q1
q0

0

⎤
⎥⎥⎥⎦ , F =

⎡
⎣0
0
w f

⎤
⎦ .

and all the other entries of P are zero. Using (2.2) one may obtain that there exists a
unique solution y of (2.1) satisfying the initial conditions

y[ j](c, λ) = k j ,

where c ∈ [a, b], j = 0, 1, 2, and k j are arbitrary complex numbers. The function
y[ j](., λ) is entire in λ.

With a similar discussion as in [4, p. 58], we may infer that the dimension of
solutions of (2.1) is 3.

Consider the subspace D of H consisting of all functions y ∈ H such that y[r ],
0 ≤ r ≤ 2, are locally absolutely continuous on [a, b] and �(y) ∈ H . We define the
maximal operator L on D as follows

Ly = �(y), y ∈ D, x ∈ [a, b].

For y, z ∈ D one obtains the following Lagrange’s identity

(Ly, z) − (y, Lz) = [y, z] |ba, (2.3)

where [y, z] |ba= [y, z](b) − [y, z](a) and

[y, z] := yz[2] − y[2]z + iy[1]z[1].

(2.3) particulary implies that the value [y, z] at the end points a and b exists and is
finite for y, z ∈ D.

Now consider the subspaces

D0 =
{
y ∈ D, y[r ] = 0, �(y) ∈ H

}
.

We define the operator L0 as the restriction of L to the subspace D0. Then one obtains
L0 and L are densely defined, closed operators in H , L0 is symmetric with deficiency
indices (3, 3) and L∗

0 = L, L∗ = L0 [8,9,12].
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3 Boundary ValueMappings

Now we describe all maximal self-adjoint, maximal dissipative and maximal accu-
mulative extensions of the minimal operator L0 with the aid of the boundary values.
Remind that a triple (S, �1, �2) is a boundary value space of the operator A if for any
f , g ∈ D(A∗) [25]

(A∗ f , g) − ( f , A∗g) = (�1 f , �2g)S − (�2 f , �1g)S

and for any F1, F2 ∈ S there exists a vector f ∈ D(A∗) such that

�1 f = F1, �2 f = F2,

where A is a closed symmetric operator on H with equal, finite or infinite deficiency
indices.

Now we define the following mappings for y ∈ D

�1y =
⎡
⎣ y[2](a)

1
2 y

[1](a) + i
2 y

[1](b)
y(b)

⎤
⎦ , �2y =

⎡
⎣ y(a)

iy[1](a) + y[1](b)
y[2](b)

⎤
⎦ .

Then we may introduce the following.

Theorem 3.1 (C3, �1, �2) is a boundary value space of L0.

Proof Naimark’s patching lemma implies that for any F1, F2 ∈ C
3 there exists a

function y ∈ D such that �1y = F1 and �2y = F2.
Now consider the following

(�1y, �2z)C3 − (�2y, �1z)C3

= y[2](a)z(a) +
(
1

2
y[1](a) + i

2
y[1](b)

)(
−i z[1](a) + z[1](b)

)

+ y(b)z[2](b) −
[
y(a)z[2](a) +

(
iy[1](a) + y[1](b)

)(
1

2
z[1](a) − i

2
z[1](b)

)

+ y[2](b)z(b)
]

= [y, z] |ba . (3.1)

Moreover, we have

(L∗
0y, z) − (y, L∗

0z) = (Ly, z) − (y, Lz) = [y, z] |ba . (3.2)

(3.1) and (3.2) completes the proof. ��

Now we may introduce the following with the result given in [25, p. 156].
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Extensions of a Minimal Third-Order Formally Symmetric Operator 459

Theorem 3.2 Let K be a contraction on C
3. Then the restriction of L∗

0 to the set of
vectors f ∈ D∗

0 satisfying

(K − I )�1 f + i(K + I )�2 f = 0,

or
(K − I )�1 f − i(K + I )�2 f = 0

gives the maximal dissipative, respectively, maximal accumulative extension of L0. If
K is chosen as an isometric operator then

(cosC)�2 f − (sinC)�1 f = 0

gives a self-adjoint extension of L0, where C is a self-adjoint operator on C
3.

Since we will investigate the spectral properties of the dissipative extension of the
minimal operator we shall introduce the following.

Corollary 3.3 All maximal dissipative extensions of L0 can be described by

y(a) + h1y[2](a) = 0, Imh1 ≥ 0,
iy[1](a) + y[1](b) + h̃2

( 1
2 y

[1](a) + i
2 y

[1](b)
) = 0, Imh̃2 ≥ 0,

y[2](b) + h3y(b) = 0, Imh3 ≥ 0.

The second condition can be replaced by the following.

Corollary 3.4 All maximal dissipative extensions of L0 can be described by

y(a) + h1y[2](a) = 0, Imh1 = 0,
(i + h2)y[1](a) + (1 + ih2)y[1](b) = 0, Imh2 > 0, h2 
= i,
y[2](b) + h3y(b) = 0, Imh3 > 0,

(3.3)

where h2 = h̃2/2.

One of our aims is to investigate the spectral properties of the problem generated
by the equation

�(y) = λy, y ∈ D, x ∈ [a, b], (3.4)

and boundary conditions (3.3), where λ is the complex parameter. For this purpose,
we define the operator T with the rule

T y = �(y), y ∈ D(T ), x ∈ [a, b],

where D(T ) is the domain of T consisting of all functions y ∈ D satisfying conditions
(3.3). Therefore, the eigenvalue problem of T coincides with the eigenvalue problem
of (3.4), (3.3).

A direct calculation shows that the adjoint operator T ∗ of T is obtained by the rule

T y = �(y), y ∈ D(T ∗), x ∈ [a, b],
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460 E. Uğurlu

where D(T ∗) is the domain of T ∗ consisting of all functions y ∈ D∗ satisfying the
conditions

y(a) + h1y[2](a) = 0, Imh1 = 0,
(−i + h2)y[1](a) + (1 − ih2)y[1](b) = 0, Imh2 > 0, h2 
= i,
y[2](b) + h3y(b) = 0, Imh3 > 0.

Note that T is maximal dissipative in H .

Theorem 3.5 T is totally dissipative (simple) in H .

Proof It is enough to show that there does not exist a subspace Hs in H such that
Hs 
= {0} .

Let us assume that T has a self-adjoint part on a subspace Hs of H . Then for
y ∈ Hs ∩ D(T ) one has

(T y, y) − (y, T y) = y(b)y[2](b) − y[2](b)y(b) + iy[1](b)y[1](b)
−

(
y(a)y[2](a) − y[2](a)y(a) + iy[1](a)y[1](a)

)

= 2iImh3 |y(b)|2 + i
[

i+h2
1+ih2

−i+h2
1−ih2

− 1
] ∣∣y[1](a)

∣∣2
= 2iImh3 |y(b)|2 + 4iImh2

|1+ih2|2
∣∣y[1](a)

∣∣2 = 0.

The last equation implies that y(b) = 0, y[1](a) = 0 (y[1](b) = 0) and y[2](b) = 0.
Consequently, y ≡ 0 and this completes the proof. ��

4 Self-Adjoint Dilation

In this section, first of all, we want to construct the Lax–Phillips scattering function.
For this purpose, we consider the following direct sum Hilbert space

H = L2(R−;C2) ⊕ H ⊕ L2(R+;C2),

where R− : (−∞, 0], R+ := [0,∞) and L2(R±;C2) are the spaces consisting of all
vector functions with ranges in C

2 that are squarely integrable on R±.

Let D(L) be the set in H consisting of all functions f = 〈ϕ−, y, ϕ+〉 such that

ϕ− =
[

ϕ1−
ϕ2−

]
∈ W 1

2 (R−;C2), ϕ+ =
[

ϕ1+
ϕ2+

]
∈ W 1

2 (R+;C2),

where W 1
2 is the Sobolev space satisfying

ϕ−(0) =
[

ϕ1−(0)
ϕ2−(0)

]
=

[
y[1](a)

1√
2Imh3

(
y[2](b) + h3y(b)

)
]
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Extensions of a Minimal Third-Order Formally Symmetric Operator 461

and

ϕ+(0) =
[

ϕ1+(0)
ϕ2+(0)

]
=

[
y[1](b)

1√
2Imh3

(
y[2](b) + h3y(b)

)
]

.

Consider the differential expression

η( f ) =
〈
i
dϕ−
dr

, �(y), i
dϕ+
ds

〉
.

Now we construct the operator

L f = η( f ), f ∈ D(L).

Note that the adjoint operator L∗ is defined by

L∗ f = η( f ), f ∈ D(L∗),

where

η( f ) =
〈
i
dϕ−
dr

, �(y), i
dϕ+
ds

〉

and ϕ− ∈ W 1
2 (R−;C2), ϕ+ ∈ W 1

2 (R+;C2), y ∈ D.

Theorem 4.1 L is self-adjoint in H .

Proof First of all, we shall show that D(L) ⊂ D(L∗). For f = 〈ϕ−, y, ϕ+〉 , g =
〈ψ−, z, ψ+〉 ∈ H we obtain

〈L f , g〉 − 〈 f ,Lg〉 = i (ϕ−(0), ψ−(0)) − i (ϕ+(0), ψ+(0)) + [y, z] |ba
= iy[1](a)z[1](a) + 1

2Imh3

[
(y[2](b) + h3y(b))(z[2](b) + h3z(b))

× (y[2](b) + h3y(b))(z[2](b) + h3z(b))
]

− iy[1](b)z[1](b) + [y, z] |ba= 0.

This implies that L is formally symmetric in H .

Now we shall show that D(L∗) ⊂ D(L). For this purpose, first of all we consider
f = 〈ϕ−, 0, ϕ+〉 such that ϕ−(0) = ψ−(0) = 0 and let g = 〈ψ−, z, ψ+〉 ∈ D(L∗).
Then

〈L f , g〉 =
〈〈
i dϕ−
dr , 0, i dϕ+

ds

〉
, 〈ψ−, z, ψ+〉

〉

=
〈
〈ϕ−, 0, ϕ+〉 ,

〈
i dψ

dr −, z∗, i dψ+
ds

〉〉
,

whereψ− ∈ W 1
2 (R−;C2), ψ+ ∈ W 1

2 (R+;C2), z∗ ∈ D(L∗) and 〈L f , g〉 = 〈 f ,Lg〉 .

Therefore, we get

i (ϕ+(0), ψ+(0)) − i (ϕ−(0), ψ−(0)) = y(b)z[2](b) − y[2](b)z(b) + iy[1](b)z[1](b)
−iy[1](a)z[1](a)
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or

iϕ1+(0)ψ1+(0) + iϕ2+(0)ψ2+(0) − iϕ1−(0)ψ1−(0) − iϕ2−(0)ψ2−(0)

= iϕ2+(0)

[
z[2](b) + h3z(b)√

2Imh3

]
− iϕ2−(0)

[
z[2](b) + h3z(b)√

2Imh3

]

+ iϕ1+(0)z[1](b) − iϕ1−(0)z[1](a). (4.1)

Comparing the coefficients of the same factors in (4.1), one obtains D(L∗) ⊂ D(L)

and this completes the proof. ��

Now we may infer that semigroup Z(t) defined by

Z(t) = PU (t)P1, 0 ≤ t < ∞,

is a strongly continuous semigroup of completely non-unitary contractions on H,

where
U (t) = exp(iLt), −∞ < t < ∞,

is the unitary group and

P : H → H ,

〈ϕ−, y, ϕ+〉 → y,
P1 : H → H,

y → 〈0, y, 0〉 .

Consider the operator

G = lim
t→0+

Z(t) − I

i t
.

G is the generator of Z(t), and L is called the self-adjoint dilation of G.

Note that G is maximal dissipative.

Theorem 4.2 L is self-adjoint dilation of T .

Proof This fact will be proved by the following

(T − λI )−1 = (G − λI )−1.

For this purpose, we shall consider the following

(L − λI )−1P1y = g = 〈ψ−, z, ψ+〉 ,

where y ∈ H , g ∈ D(L) and Imλ < 0. A direct calculation shows that

�(z) − λz = y, ψ−(r) = ψ−(0)e−iλr , ψ+(r) = ψ+(0)e−iλs .
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Since ψ− ∈ L2(R−;C2) and a value λ with Imλ < 0 cannot be an eigenvalue of T
one obtains

(L − λI )−1P1y =
〈[

0
0

]
, (T − λI )−1y,

[
y[1](b)

1√
Imh3

(
y[2](b) + h3y(b)

)
]〉

. (4.2)

Applying the mapping P to (4.2) we have

P(L − λI )−1P1y = (T − λI )−1y. (4.3)

On the other hand, for Imλ < 0 the equality

P(L − λI )−1P1 = −i P

∞∫

0

U (t)e−iλtdt P1 = −i

∞∫

0

Z(t)e−iλtdt = (G − λI )−1

(4.4)
holds and therefore (4.3) and (4.4) prove that T = G.The proof is therefore completed.

��
Nowweconsider the spaces D− = 〈

L2(R−;C2), 0, 0
〉
andD− = 〈

0, 0, L2(R+;C2)
〉
.

Then we have the following.

Theorem 4.3 The following properties are satisfied:

(i) U (t)D+ ⊂ D+, t ≥ 0; U (t)D− ⊂ D−, t ≤ 0,
(ii)

⋂
t≤0U (t)D− = ⋂

t≥0U (t)D+ = {0} ,

(iii)
⋃

t≥0U (t)D− = ⋃
t≤0U (t)D+ = H,

(iv) D− ⊥ D+.

Proof For Imλ < 0 and f = 〈0, 0, ψ+〉 ∈ D+ we get

(L − λI )−1 f =
〈
0, 0,−e−iλs

s∫

0

eiλtψ+(t)dt

〉
.

Hence, (L − λI )−1 f ∈ D+. For g ⊥ D+ we get for Imλ < 0 that

0 =
〈
(L − λI )−1 f , g

〉
= −i

∞∫

0

e−iλt 〈U (t) f , g〉 dt .

This implies that 〈U (t) f , g〉 = 0, t ≥ 0, and therefore, U (t)D+ ⊂ D+, t ≥ 0.
Similarly, one may show that U (t)D− ⊂ D−, t ≤ 0.

Now consider the semigroup of isometries U+(t) = ℘U (t)℘1, t ≥ 0, where

℘ : H → H ,

〈ϕ−, y, ϕ+〉 → ϕ−,

℘1 : H → H,

ϕ → 〈0, 0, ϕ〉 .
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The generator G1 of the semigroup of isometries is

G1ϕ = ℘L℘1ϕ = ℘L 〈0, 0, ϕ〉 = ℘

〈
0, 0, i

dϕ

ds

〉
= i

dϕ

ds
,

where ϕ ∈ W 1
2 (R+;C2) and ϕ(0) = 0. On the other hand, the generator of the semi-

group of one-sided shift, say Ũ+(t) in L2(R+;C2) is the differential operator id/dx
with the boundary condition ϕ(0) = 0. Since a semigroup is uniquely determined by
its generator, we have U+(t) = Ũ+(t) and hence

⋂
t≥0

U+(t)D+ =
〈
0, 0,

⋂
t≥0

Ũ+(t)L2(R+;C2)

〉
= {0} .

This implies that (ii) holds. A similar proof can be given for D−.

Now let
H< = ⋃

t≥0U (t)D−, H> = ⋃
t≤0U (t)D+.

Our assertion is that H<+H> = H .Otherwise, there would be a non-trivial subspace
H̃ = H � (H< + H>) which would be invariant relative to group U (t) and the
restrictions of U (t) to H̃ were unitary and the restrictions of U (t) to H̃ were unitary
and the restrictions of T on H̃ were self-adjoint.

Let χ(x, λ) be a solution of (3.4) satisfying the conditions

χ(a, λ) = −h1, χ [1](a, λ) = 0, χ [2](a, λ) = 1.

This solution belongs to D. According to Theorem 8 in [9] or Lemma 2.4 in [12]
we may infer that χ can be considered as satisfying the conditions

χ [1](b, λ) = 0,

and arbitrary values χ(b, λ) and χ [2](b, λ).

Now we set the vectors

V< =
〈

χ [2](b, λ) + h3χ(b, λ)

χ [2](b, λ) + h3χ(b, λ)

[
e−iλr

e−iλr

]
,

1

χ [2](b, λ) + h3χ(b, λ)
χ(x, λ),

[
e−iλs

e−iλs

]〉

(4.5)
and

V> =
〈[

e−iλr

e−iλr

]
,

1

χ [2](b, λ) + h3χ(b, λ)
χ(x, λ),

χ [2](b, λ) + h3χ(b, λ)

χ [2](b, λ) + h3χ(b, λ)

[
e−iλs

e−iλs

]〉
.

(4.6)
For f = 〈ϕ−, y, ϕ+〉 we define the Fourier transformations

F< : f → k−(λ) = 1√
2π

〈
f , V<

〉
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and

F> : f → k+(λ) = 1√
2π

〈
f , V>

〉
,

where ϕ−, y and ϕ+ are smooth, compactly supported functions. These definitions
imply that H< and H> are isometrically identical with L2(R;C2). Indeed, for f =
〈ϕ−, 0, 0〉 ∈ D− the equation

k−(λ) = 1√
2π

〈
f , V<

〉 = 1√
2π

0∫

−∞
ϕ−(t)eiλtdt

holds. Hence, k− ∈ H2−, where H2± denote the Hardy class in L2(R;C2) consisting
of all vector-valued functions analytically extendible to the upper (lower) half-planes.
Now consider the dense set H<

0 in H< consisting of all vectors f such that f is
compactly supported in D− and f ∈ H<

0 if f = U (T ) f0, f0 = 〈ϕ−, 0, 0〉 , ϕ− ∈
C∞
0 (R−;C2), where T = T f is a non-negative number. Then if f , g ∈ H< we get

for T > T f and T > Tg that U (−T ) f , U (−T )g ∈ D− and their first components
belong to C∞

0 (R−;C2). Therefore,

〈 f , g〉 = 〈U (−T ) f ,U (−T )g〉 = 〈
e−iλtU (−T ) f , e−iλtU (−T )g

〉
L2

= 〈F< f , F<g〉L2 .

Thus, Parseval’s equation holds for thewhole space H<.Further, the inversion formula

f = 1√
2π

∞∫

−∞
k−(λ)V<dλ

follows from the Parseval’s equation if all the integrals are taken as limits in the mean
of integrals. Finally, we have

F<H< =
⋃
t≥0

F<U (t)D− =
⋃
t≥0

e−iλt H2− = L2(R;C2).

A similar proof can be given for H>. Therefore, H< = H> = H .

Finally, D− is orthogonal to D+. ��
Remark 4.4 Throughout the proof of Lemma 4.3, we have obtained that F< is the
incoming spectral representation and F> is the outgoing spectral representation for
the group {U (t)} . Moreover, U (t) is transformed into eiλt .

Now we set the function S(λ) as

S(λ) = χ [2](b, λ) + h3χ(b, λ)

χ [2](b, λ) + h3χ(b, λ)
. (4.7)
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Since χ(b, λ) and χ [2](b, λ) are entire functions of λ, the poles of S are discrete. One
has the following

1 − S(λ)S∗(λ) =
2Imh3

(
2Imλ

b∫
a

|χ |2 wdx

)

∣∣χ [2](b, λ) + h3χ(b, λ)
∣∣2 . (4.8)

From (4.8), we obtain for real λ that |S(λ)| = 1 except the poles of S(λ) and for
Imλ > 0 we get |S(λ)| < 1. Consequently, S(λ) is an inner function for Im λ ≥ 0.

Using (4.5)–(4.7) one has
V< = S(λ)V>. (4.9)

Consequently, (4.9) gives
k− = S(λ)k+.

According to the Lax–Phillips scattering theory the scattering function is the coeffi-
cient by which the F> representationmust bemultiplied for getting F< representation.
Hence, we have proved the following.

Theorem 4.5 S(λ) is the scattering function of the group of U (t).

5 Completeness of the System of Root Functions

For giving a complete spectral analysis for the operator T , first of all, we shall give
the following nice connection between dissipative operators and related contraction
operators [1].

Lemma 5.1 (i) Assume the operator L0 is dissipative. Then the operator T0 =
K (L0) = (L0 − i I )(L0 + i I )−1 is a contraction from (L0 + i I )D(L0) onto
(L0 − i I )D(L0) and L0 = i(I + T0)(I − T0)−1. For each contraction T0 such
that 1 /∈ σp(T0) (the point spectrum of the operator), operator L0 = K−1(T0),
D(L0) = (I − T0)D(T0), is dissipative.

(ii) Each dissipative operator L0 has a maximal dissipative extension L. Amaximal
dissipative operator is closed.

(iii) A maximal dissipative operator is maximal dissipative if and only if T = K (L)

is a contraction such that D(T ) = H and 1 /∈ σp(T ).

(iv) If L is a maximal dissipative operator, L = K−1(T ), then−L∗ is also maximal
dissipative, L∗ = −K−1(T ∗).

(v) If L is a maximal dissipative operator, then σ(T ) ⊂ C+,
∥∥(L − λI )−1

∥∥ ≤
|Imλ|−1 , λ ∈ C−.

Now let us consider the Cayley transform C of the dissipative operator T as follows

C = (T − i I )(T + i I )−1.

Note that the domain of C is the whole Hilbert space H because T is maximal dissi-
pative [1]. Then we may introduce the following important result.

123



Extensions of a Minimal Third-Order Formally Symmetric Operator 467

Theorem 5.2 ‖C‖ < 1.

Proof Let us construct the function

y = (T + i1)−1 f , (5.1)

where y ∈ D(T ) and f ∈ H . Since T is simple using (5.1) one obtains

‖(N − i1)y‖2H < ‖(N + i1)y‖2H
and this completes the proof. ��

One of the important types of contractions on a Hilbert space is the completely
non-unitary (c.n.u.) contractions. Recall that a contraction acting on a Hilbert space
H is called c.n.u. if for no nonzero reducing subspace R for T is T | R a unitary
operator. A special class consisting of c.n.u. contractions is the class C0. The class
C0 consists of those c.n.u. contractions T for which there exists a nonzero function
u ∈ H∞ such that u(T ) = 0, where H p (0 < p ≤ ∞) denotes the Hardy class of
functions u, holomorphic on the unit disc and the corresponding norm

‖u‖p =

⎧⎪⎪⎨
⎪⎪⎩

sup
0<r<1

[
1
2π

2π∫
0

∣∣u(reit )
∣∣p dt

]1/p

, 0 < p < ∞,

sup
λ∈D

|u(λ)| , p = ∞,

is finite.

Corollary 5.3 C is c.n.u. contraction on H, and 1 does not belong to the point
spectrum of C.

Now we shall turn to the functional model construction.
As we have seen that the transformation F< implies

H = D− ⊕ H ⊕ D+ → L2(R;C2) = H2− ⊕ H ⊕ S(λ)H2+.

Hence,
H = H2+ � S(λ)H2+.

The subspace H is not a trivial subspace. Since U (t) is unitary equivalent under
the transformation F< to eiλt k− it can be concluded that Z̃(t) = P

[
eiλt z(λ)

]
, t ≥ 0,

where P is the orthogonal projection from H2+ onto H , is a semigroup of operators.
Hence, the generator of Z̃(t)

G̃ = lim
t→0+

Z̃(t) − I

i t

is a maximal dissipative operator on H . Here G̃ is the model operator, and therefore,
S(λ) is its characteristic function.However, since the characteristic functions of unitary
equivalent operators coincide we obtain the following.
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Theorem 5.4 S(λ) is the characteristic function of T .

For the simple maximal dissipative operator T and its Cayley transform C, the con-
nection between the characteristic function S of T and characteristic function � of C
is given by the following

S(λ) = �

(
λ − i

λ + i

)
, Imλ > 0.

Therefore, we have the following.

Theorem 5.5 The characteristic function �(μ) of C is

S(λ) = �(μ) , μ = λ − i

λ + i
, Imλ > 0.

Remark 5.6 The spectrum of C coincides with those μ that belong to the disc D =
{μ : |μ| < 1} for which the operator �(μ) is not boundedly invertible, together with
those μ ∈ C = {μ : |μ| = 1} not lying on any of the open arcs of C on which
�(μ) is a unitary operator-valued analytic function of μ and point spectrum of C
coincides with those μ ∈ D for which �(μ) is not invertible at all. Since the zeros of
χ [2](b, λ) + h3χ(b, λ), Imλ > 0, are eigenvalues of T , and 1 does not belong to the
point spectrum of C, λ = i(1 + μ)/(1 − μ) for λ = is, lims→∞(is) =: λ∞ cannot
be a zero of χ [2](b, λ) + h3χ(b, λ) or equivalently an eigenvalue of T .

Theorem 5.7 S(λ) is a Blaschke product in the upper half-plane.

Proof For Imλ > 0, S(λ) has a factorization

S(λ) = B(λ)eiλb, b > 0, (5.2)

where B(λ) is a Blaschke product. Hence, one has

|S(λ)| ≤ e−bImλ, Imλ > 0.

For λs := is we obtain from (5.2) that χ [2](b, λ) + h3χ(b, λ) → 0 as s → ∞. This
implies that λ∞ is an eigenvalue of T . However, from Remark 5.6 this is not possible.
Therefore, this completes the proof. ��

Now we may introduce the main result of our paper.

Theorem 5.8 Root functions of T associated with the points of the spectrum of T in
the upper half-plane span the Hilbert space H .

Corollary 5.9 (i) Eigenvalues of (3.4), (3.3) are countable in the open upper half-
plane,

(ii) Infinity is the only possible limit point of the eigenvalues of (3.4), (3.3),
(iii) Infinity must belong to the spectrum of (3.4), (3.3) ; however, it may not be an

eigenvalue of (3.4), (3.3),
(iv) The system of all eigen- and associated functions of problems (3.4), (3.3) spans

the Hilbert space H .
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6 Conclusion and Remarks

In this paper, ourmain aim is to give a description of themaximal self-adjoint andmax-
imal non-self-adjoint (dissipative, accumulative) boundary conditions for the solutions
of a formally symmetric third-order differential equation and, for this purpose, we have
constructed the boundary mappings and used Gorbachuks’ theorem on extension. It
seems that such an analysis is new in the literature.

As can be seen in (3.3) (Corollary 3.3) we have imposed the self-adjointness bound-
ary condition at left end point, dissipativeness conditions at right end point and at
mixed end points and this construction has given rise to a non-standard dilation space
in Sect. 4. The conditions in (3.3) may have been given as follows

y(a) + h1y
[2](a) = 0, Imh1 > 0,

(i + h2)y
[1](a) + (1 + ih2)y

[1](b) = 0, Imh2 > 0, h2 
= i,

y[2](b) + h3y(b) = 0, Imh3 = 0, (6.1)

where h2 = h̃2/2. Following a similar method we may introduce the following theo-
rem.

Theorem 6.1 (i) Eigenvalues of (3.4), (6.1) are countable in the open upper half-
plane,

(ii) Infinity is the only possible limit point of the eigenvalues of (3.4), (6.1),
(iii) Infinity must belong to the spectrum of (3.4), (6.1); however, it may not be an

eigenvalue of (3.4), (6.1),
(iv) The system of all eigen- and associated functions of problems (3.4), (6.1) spans

the Hilbert space H .
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1. Nagy, B.Sz., Foiaş, C.: Harmonic Analysis of Operators on Hilbert Spaces. Budapest, Academia Kioda
(1970)

2. Coddington, E.A., Levinson, N.: Theory of Ordinary Differential Equations.McGrow-Hill Book Com-
pany, New York (1955)

3. Dunford, N., Schwartz, J.T.: Linear Operators Part II: Spectral Theory. Interscience Publishers, New
York (1963)

4. Naimark, M.A.: Linear Differential Operators Part I: Elementary Theory of Linear Differential Oper-
ators. George G. Harrap and Company, London (1966)

5. Weidmann, J.: Spectral Theory of Ordinary Differential Operators. Springer, Berlin (1980)
6. Everitt,W.N.: Self-adjoint boundary value problems onfinite intervals. J. Lond.Math. Soc. 37, 372–384

(1962)
7. Everitt, W.N.: Integrable-square solutions of ordinary differential equations. Q. J. Math. Oxf. 10,

145–155 (1959)
8. Hinton, D.B.: Deficiency indices of odd-order differential operators. Rocky Mt. J. Math. 8, 627–640

(1978)
9. Zettl, A.: Formally self-adjoint quasi-differential operators. Rocky Mt. J. Math. 5, 453–474 (1975)

10. Wang, A., Zettl, A.: Characterization of domains of symmetric and self-adjoint ordinary differential
operators. Electron. J. Differ. Equ. 2018, 1–18 (2018)

11. Hao, X., Zhang, M., Sun, J., Zettl, A.: Characterization of domain of self-adjoint ordinary differential
operators of any order even or odd. Electron. J. Qual. Theory Differ. Equ. 61, 1–19 (2017)

123



470 E. Uğurlu
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